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Abstract—Predictive and reliable models are key tools for the
development of the next generations of single photon avalanche
diodes (SPADs). Models are indeed crucial to evaluate the
performance of prospective detector structures and to down select
the most promising solutions before developing and running a
dedicated fabrication process. To ensure predictability, models
must be extensively validated against experimental data. In
particular, the model must be applied to existing detectors and
the results obtained from simulations must be compared with
the measurements performed on the same detectors. The ability
to accurately extract the doping profile along the SPAD active
region plays a crucial role in the validation flow, because SPAD
properties generally exhibit a strong dependence on the electric
field. In this paper we will discuss why widely-adopted doping
profile techniques do not allow the calculation of the electric field
with an accuracy sufficient for predictive SPAD modeling. Then,
we will present a technique we developed to extract accurate dop-
ing profiles starting from an approximate device-structure built
with process simulations and/or secondary ion mass spectroscopy
(SIMS) measurements. The technique combines capacitance-vs-
voltage measurements with device simulations to implement an
inverse modeling scheme. Finally, we will show how the proposed
technique allows us to accurately reproduce the breakdown
voltage of a large set of SPADs.

Index Terms—Breakdown voltage simulation, Doping profile
extraction, Inverse modeling, Single photon avalanche diode
(SPAD), SPAD modeling

I. INTRODUCTION

S INGLE photon avalanche diodes (SPADs) are solid-state
devices that exploit self-sustained avalanche multiplica-

tion in a semiconductor junction to reveal the arrival of a
single photon [1]. They are widely used in an ever-growing
number of applications that span from fundamental research
to consumer electronics. For example, SPADs are employed:
in medical imaging, to measure tissues’ properties by means
of non-invasive techniques like diffuse optical tomography
(DOT) [2]; in autonomous driving, to create real-time three-
dimensional maps of the environment by exploiting light
detection and ranging (LiDAR) [3]; in communications, to
ensure secure data exchanges through quantum key distribu-
tion (QKD) [4]; in biochemistry, to reconstruct the properties
of a heterogeneous population of molecules by analyzing
fluorescence intensity and lifetime [5].
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A. Recent progresses and challenges

The wide diffusion of SPADs in so many applications
has been fostered by a combination of good performance,
affordability, and easiness of use. On the one hand, SPADs for
visible and near infrared wavelengths are silicon devices, with
all the advantages that follow: operation at room temperature
or moderately cooled (e.g. -10 ◦C), large volume production
at low cost, robustness, compactness, and scalability. On
the other hand, new SPAD designs introduced in the last
decade have allowed to reach remarkable performance in
specific domains. For example, charge focusing structures [6],
[7] enable high fill-factor arrays with a detection efficiency
extended into the infrared; red-enhanced SPADs (RE-SPAD)
by Gulinatti et al. [8] combine low timing jitter with high
detection efficiency at red and near infrared wavelengths;
SPADs fabricated in a customized BCD (bipolar, CMOS,
and double-diffused MOS) technology by Sanzaro et al. [9]
provide an ultra-clean temporal response with high detection
efficiency at visible wavelengths; SPADs developed by Pratte
et al. [10] and by Gramuglia et al. [11] attain an ultra-low
timing jitter.

These examples clearly show the potential of adopting new
detector structures and new designs in improving specific
SPAD metrics. They highlight also that SPAD metrics are
subjected to multiple trade-offs so that an improvement in
a certain parameter usually leads to a degradation in other
figures of merit. However, innovative structures and clever
designs can push farther the boundaries set by performance
trade-offs.

Despite the incredible steps forward of the last decade, a
lot of work is still necessary to address the needs of a variety
of applications whose potential cannot be fully exploited with
currently available detectors. For example, RE-SPADs provide
a combination of high detection efficiency and low timing jitter
which is almost ideal for single-molecule analysis. They can
be arranged in arrays, but the spacing between the pixels must
be large (e.g. 250 µm) [12] because of the bulky guard rings
that surround the device. This is sufficient for high-throughput
single-molecule analysis of freely diffusing molecules [13],
where a few tens of largely spaced detectors acquire the
fluorescence signal in as many independent spots. However,
for fast kinetic studies, single molecules are flowed along a
microfluidic channel [14] and a linear array of hundreds of
closely packed SPADs is essential to follow the evolution of
the population in time. As another example, high-rate QKD
through satellite links [15], [16] requires a combination of
ultra-clean temporal response and high PDE at 850 nm [17]
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that neither RE-SPADs presented in [8] nor BCD SPADs
described in [9] can currently provide. Even more challenging
are the requirements for optical quantum computing [18],
where a photon detection efficiency (PDE) largely exceeding
90% must be attained in combination with scalability and with
low coupling losses with photonic circuits.

B. Technology options

Two factors play a key role for developing SPADs that
can overcome the current trade-offs and satisfy the require-
ments of the most challenging applications: the possibility of
freely designing each part of the detector’s structure, and the
availability of accurate models that allow to understand and
evaluate the impact of each modification on relevant SPAD
metrics. Regarding the first point, the degree to which the
detector structure can be changed, strictly depends on the
technology adopted for its fabrication. With standard CMOS
or BCD technologies, the designer can only choose how to
combine a set of predefined regions (e.g. shallow diffusions,
deep wells, etc.) made available in the selected process flow.
Despite this limited freedom, a proper detector design can
still have a dramatic impact on detector performance; for
example, the introduction of a p-type layer in [19] compared to
[20] allowed to significantly trade short-wavelength detection
efficiency for a faster temporal response.

A slightly higher design freedom can be obtained with the
support of the foundry that runs the fabrication process. In
this case, it is possible for example to add one or more ion
implantations to tailor the doping profile in certain regions.
This approach has been adopted for example by Sanzaro et
al. in [9], which introduced custom high-energy phosphorus
and boron implants to create a deep-junction SPAD. However,
it should be noted that the modifications to the process flow
cannot include for example additional thermal treatments that
would otherwise impact the doping profile in other regions.

The highest degrees of freedom are attained by resorting to
a custom technology, i.e. a process flow specifically designed
for the fabrication of the detector (rather than for transistors).
In this case the designer can choose and optimize each
step of the fabrication to attain the desired structure. The
obvious drawback of this approach is the absence of transistors
integrated on the same chip of the detector. The electronic
circuitry needed to drive and readout the detector must there-
fore be fabricated on a different chip and connected to the
detectors either through wire-bonding [21] or 3D stacking
[22]. A remarkable example of the potential provided by the
combined use of custom technologies with 3D stacking can be
observed with SPAD arrays for LiDAR. Researchers at Sony
Semiconductor have developed a few generations [23]–[25]
of back-illuminated, 3D-stacked SPAD arrays that attained
impressive performance in terms of PDE at 940 nm, timing
jitter, and pixel density. These results have been made possible
thanks to a thick absorption layer, a metal back reflector, and
a suitable engineering of the electric field. When such degrees
of freedom are not available, performance are inevitably lower
[26], [27].

C. Models: role and challenges

Whatever is the approach adopted for the fabrication of
the detector, models able to accurately forecast detectors’
performance play a crucial role for the evolution of SPAD
technology (see [28] for a general review on available SPAD
models). Models not only allow to optimize the design for
a specific application, but, even more importantly, they allow
also to investigate multiple design trade-offs and to evaluate
the effectiveness of new structures before performing a full
fabrication. This is especially important for custom technolo-
gies in which the development of a new process is particularly
expensive and time-consuming. Therefore, the ability to select
in advance only the most promising solutions and to minimize
the number of iterations needed to obtain an optimized detector
is especially welcomed.

The design of a new detector can, in part, be tackled
by fabricating a large set of SPADs with different layouts
(called a SPAD farm) and by selecting the one with the best
performance metrics as resulting from a full experimental
characterization. Although this pragmatic approach has gained
some popularity, especially with CMOS technologies [29], it
does not supersede the need of predictive models. SPAD farms
do not provide an insight in detector physics, and they are a
viable option only to explore layout variations (rather than
process variations).

The development of models which are more and more
accurate and reliable requires a thorough and extensive val-
idation against experimental data. Measurements performed
on different SPADs must be compared with the results gen-
erated by the models. A common limiting factor in this
process is the poor knowledge of the electric field profile
of measured SPADs. In fact, on the one hand, most of
the physical processes involved in SPADs’ operation present
a strong, exponential-like dependence on the electric field;
among them are for example impact ionization [30], band-to-
band tunneling [31], and field-enhanced emission of carriers
from localized energy levels [32]. These processes play a key
role in determining SPADs properties like breakdown voltage,
PDE, dark count rate (DCR), timing jitter, and afterpulsing
probability. Consequently, a predictive and accurate modeling
of SPAD performance requires a precise knowledge of the
electric field along the detector. On the other hand, the electric
field profile in a detector cannot be measured directly; it must
be rather calculated from the doping profile by solving the
Poisson equation with appropriate boundary conditions. Un-
fortunately, as will be discussed in the following sections, the
techniques commonly used to measure the doping profiles in
semiconductor devices provide results which are not accurate
enough for SPAD modeling.

D. This work

To overcome this limitation, in this paper we will present an
inverse modeling approach which relies on the combined use
of electrical simulations and capacitance-voltage (C-V) mea-
surements. A commercial technology computer-aided design
(TCAD) software is exploited to build a model of the device
under test and to simulate its capacitance versus voltage curve.
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(a)

(b)
Fig. 1. Cross section of a thin SPAD (a) and of a Red-Enhanced SPAD (b).

The simulated C-V curve is compared with the experimental
one, then the doping profile of the model SPAD is adjusted
until the simulated result matches the experimental data.

The paper is organized as follows. After providing in
Section II a brief introduction on the SPAD structures used
in this work, in Section III we will discuss why conventional
doping-profile techniques are not accurate enough for SPAD
modeling. In Section IV we will introduce the proposed in-
verse modeling method, of which we will provide a numerical
and an experimental validation respectively in Section V and
VI. Finally, in Section VII we will discuss the obtained results
and we will draw some conclusions.

II. THIN AND RED-ENHANCED SPADS

For the description and the validation of the inverse doping
profile method presented in this paper, we will refer to two
specific SPAD structures developed in our laboratories, namely
thin SPAD and red enhanced SPAD (RE-SPAD). For the sake
of clarity, in this section we will provide a brief overview
of their structure and properties. However, it should be noted
that the method presented in this paper is not limited to these
detectors and can be extended to other structures.

The typical structure of a double epitaxial thin SPAD
developed at Politecnico di Milano [33] is shown in Fig. 1(a).
The device is fabricated starting from an n-type substrate
on top of which has been grown a p-type epitaxial layer,
composed by a p+ buried layer and a p- quasi-intrinsic layer.
During the subsequent fabrication steps, the following regions
are manufactured: shallow n, a thin phosphorus diffusion that
constitutes the cathode of the device; enrichment, a medium
thickness p+ region that confines the avalanche process in
the central part of the detector thus avoiding premature edge
breakdown; sinker, a deep p+ region that complements the
role of the buried layer in providing a low-resistance path
from the SPAD active area to the anode contact; isolation,
a deep n+ region which forms with substrate a pocket that
entirely surrounds the device and electrically isolates it from
the adjacent pixels.

The relatively small thickness of the quasi-intrinsic layer
(typically 2 - 3 µm) limits the PDE at red and near infrared
wavelengths. The PDE reaches a maximum of about 50%
at 550 nm and drops to 15% at 800 nm. However, the thin
absorption layer results in a sharp temporal response with a
timing jitter as low as 35 ps FWHM [34], [35].

To overcome the limitations of thin SPADs in terms of
detection efficiency, some of the authors developed the so-
called red-enhanced SPAD (Fig. 1(b)) [8]. RE-SPADs are char-
acterized by a thicker quasi-intrinsic layer (≈ 10 µm), which
ensures a higher absorption efficiency for red and near-infrared
photons. An additional p-type epitaxial layer, indicated as
charge layer, has been introduced below the enrichment, at
the edge of the multiplication region. This layer plays a key
role in shaping the electric field to optimize parameters like
the breakdown voltage, the timing jitter, and the DCR. Edge
breakdown, which is more severe in thick SPADs, is prevented
by resorting to guard rings that surround the cathode region.
This class of detectors is capable of attaining a PDE similar
to thick SPADs [36] in the near infrared range (e.g. 40% at
800 nm), while maintaining a remarkable timing jitter of about
90 ps FWHM [37].

III. CONVENTIONAL DOPING PROFILING TECHNIQUES

In this section we will briefly discuss different techniques
commonly employed for determining the doping profile. We
will highlight their strengths and weaknesses, and we will
focus on the reasons why their level of accuracy and precision
is not high enough to correctly predict SPADs performance.

A. Process simulation

TCAD software includes multiple packages conceived to
design and optimize semiconductor devices. Among them,
there are the so-called process simulators, i.e. software that
are able to calculate the structure of a semiconductor device
starting from a description of its fabrication process. The
dopants distribution and the device topography are obtained by
solving the equations that describe the physical processes that
happen during the manufacturing (e.g. diffusion, oxidation,
etc.). Therefore, process simulation can be regarded as an
interesting option to obtain the doping profile of a SPAD, if
the details of the fabrication process are known.

Today, process simulators include highly sophisticated mod-
els which are calibrated with data from equipment vendors,
and which are continuously improved and optimized to in-
crease their accuracy and to extend their range of validity.
Nevertheless, a custom calibration is usually needed to repro-
duce the behavior of a given technology with a high degree of
accuracy. This procedure, which consists in fine-tuning some
models’ parameters such that the simulated profiles match
the experimental ones, is needed to account for the limited
accuracy of the models, non-idealities in manufacturing tools,
unmodeled process interactions, etc.

Process simulations are therefore extremely useful to attain
the general structure and first-order doping distributions in
a device. However, they must be complemented with some
techniques that allow a precise and accurate measurement
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of the doping profile in manufactured samples. Such mea-
surements can be either used to refine the knowledge of the
doping profile in the most critical regions of the device or to
perform a custom calibration of the simulator. Doping profile
measurements are also needed to understand and address non-
uniformities that typically affect real fabrication processes and
that can be hardly accounted for in process simulators.

B. Secondary Ion Mass Spectrometry

Secondary ion mass spectroscopy (SIMS) can be regarded
as the gold standard for measuring doping profiles in semi-
conductor technology [38]. The technique relies on the re-
moval of material from the sample by physical sputtering and
on the collection and analysis of the sputtered ionized atoms
through a mass spectrometer.

The main advantages of SIMS for doping profiling are the
high depth resolution (down to 1 nm), and the excellent dy-
namic range (up to 6 orders of magnitude). On the other side,
SIMS is plagued by some limitations: it determines the total
dopant density rather than electrically active concentration (the
two might differ in case of partial activation of the dopant);
it requires a complex and expensive equipment, along with
sophisticated calibration procedures; it is a destructive method,
as the physical act of removing material by sputtering leaves a
crater in the sample; it suffers of poor accuracy and sensitivity
at low and medium doping concentrations; the profiles might
be affected also by the accuracy in the estimation of silicon
surface position and crater depth.

Because of its peculiarities, SIMS is routinely used to
measure the doping profile in many regions of a variety of
semiconductor devices (e.g. shallow junctions, deep wells,
etc.). However, it is not suitable for every purpose. In partic-
ular, SIMS is not the ideal technique when a medium or low
doped region needs to be characterized with high accuracy
and precision. This is exactly the case of the enrichment and
charge-layer regions in a SPAD detector.

To better illustrate this point, we report an example of
an investigation we performed to troubleshoot some process
non-uniformities. In particular, we wanted to investigate the
variation of the breakdown voltage across a wafer containing
RE-SPADs. So we had the doping profile of three detectors -
namely A, B, and C - measured by SIMS technique in a highly
qualified laboratory. The three detectors are taken from the
same wafer and are nominally identical. However, they present
different breakdown voltages, respectively of 80.7, 71.6, and
63.7V. In a structure as in Fig. 1(b), the higher is the enrich-
ment dose, the lower is the breakdown voltage, so we would
have expected an increase of the dose moving from device A
to C. However, by calculating the enrichment dose from the
SIMS profiles, we observed an increase of 5.1% moving from
device A to B, but a reduction of 3.4% from device B to C.
This non-monotonic behavior of the enrichment dose is clearly
incompatible with the measured breakdown voltages and can
be attributed to the limited precision of SIMS techniques in
assessing doses in the order of some 1013 atoms/cm−2, as
those typically present in a SPAD multiplication region. The
problem is strictly related to the strong dependence of the

breakdown voltage on the enrichment dose. For example, for
a typical sizing of the structure in Fig. 1(b), simulations allow
us to assess that a variation of 1% in the enrichment dose can
result in a breakdown change as high as a few volts.

C. Capacitance-Voltage

The weaknesses of SIMS measurements can be addressed
by complementing SIMS profiling with alternative techniques.
Among them, the most widely used is the capacitance-vs-
voltage (C-V) profiling. [38].

This technique can be adopted when a depletion region is
available and its extension can be modulated by changing the
applied voltage, as it happens for example with pn junctions,
Schottky barrier diodes, and MOS capacitors. The method
exploits the dependence of the small-signal capacitance C =
dQ/dV on the doping concentration N(xd) at the edge xd

of the depletion layer. In fact, when the applied voltage is
increased of an amount dV , the space charge region expands
on an amount dxd, and a charge dQ = qN(xd)dxd is removed
at its edge. From this relation it is clear that dQ, and hence
C, contains information on the doping concentration in xd; if
the edge of the space charge region is swept across the device
by progressively increasing the voltage V, the doping profile
can be attained by resorting to the following equations [38]:

N(W ) =
2

q · εr · ε0 ·A2 · d(1/C2)
dV

(1)

W =
εr · ε0 ·A

C
(2)

where N is the doping concentration, W and A respectively
the extension and the area of the depletion layer, C the
differential capacitance, V the applied DC voltage, q the elec-
tron charge, and εr · ε0 the permittivity of the semiconductor
material.

C-V profiling has some distinctive advantages over SIMS:
it provides better sensitivity at lower doping concentrations, is
non-destructive, and can be easily and quickly performed with
LCR meters, which are relatively inexpensive and available
in most electronics laboratories. These properties make C-
V profiling appealing not only to complement SIMS data in
lowly doped regions, but also to carry our additional investiga-
tions. For example, differently from SIMS, C-V measurements
can be easily performed on a large number of devices across
a wafer to elucidate the causes of process non-uniformities.
However, C-V profiling is also affected by some limitations.
For example, differently from SIMS, C-V can only probe the
doping concentration at the edge of a depleted region. This
means that the doping profile near the junction cannot be
extracted due to the extension of the zero-bias space-charge
region; similarly, an upper limit to the probing depth is set
by the breakdown voltage. Also, the C-V method returns the
doping concentration as a function of the space charge width,
see (1), rather than as a function of the distance from the
silicon surface. These aspects are especially critical for SPAD
modeling because they prevent a direct calculation of the
electric field profile from the results of a C-V measurement.
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Even more importantly, (1) and (2) have been derived under
the assumption of charge neutrality, depletion approximation,
and unilateral one-dimensional junction. Not complying en-
tirely with these assumptions might have an adverse effect on
the extracted doping profile; this issue has been extensively
investigated in literature [39]–[45]. For the sake of conve-
nience, the main results will be summarized in the following.
Firstly, charge neutrality assumes that the carrier concentration
is equal to the dopant concentration in each point of the
detector outside the depleted region. However, when a dopant
gradient is present, carriers diffuse from the regions with
a higher concentration to those with a lower concentration,
leaving behind partially uncompensated dopants in the former
region and generating excess carriers’ accumulations in the
latter. An equilibrium is eventually reached when the electric
field generated by charge-unbalance compensates the diffusion
process. Kennedy et al. [46] concluded that, in this case, (1)
should be replaced by:

c(W ) =
2

q · εr · ε0 ·A2 · d(1/C2)
dV

(3)

where c(W ) is the majority carriers’ concentration. Therefore,
the C-V technique allows to retrieve the majority carriers’
concentration rather than the doping concentration that would
be needed for the calculation of the electric field. The two
concentrations may differ more or less significantly depend-
ing on the specific doping profile. Secondly, the so-called
depletion approximation assumes the existence of a sharp
boundary between the depletion layer and the quasi-neutral
layer, such that the carriers’ concentration on one side of the
boundary is zero and abruptly rises to the equilibrium value
on the other side. Actually, the transition is smoother and
happens on a distance of a few Debye lengths. Johnson and
Panousis [47] showed numerically that the resulting effect is
an averaging of the extracted profile on a distance comparable
with the local Debye length. Therefore, the C-V technique may
not be able to resolve sharp transitions, especially at small
dopant concentrations where the Debye length is relatively
large. Thirdly, if the junction is not strongly asymmetrical,
the depletion layer expands on both sides of the junction as
the voltage is increased. Consequently, the value returned by
(3) is a combination of the carriers’ concentration at the two
boundaries of the depletion layer. Many solutions have been
proposed to account for this issue, but no one can be easily
applied. Finally, if edge effects and parasitic contributions
affects the value of the measured capacitance, the extracted
doping profile can be distorted significantly. An example of
this effect will be provided in Section V.

IV. INVERSE DOPING PROFILING

In the previous section we highlighted that the C-V tech-
nique is potentially very interesting because of its sensitivity,
inexpensiveness, and non-destructiveness. However, it can be
rarely used to directly extract the doping profile in a SPAD
because the extraction procedure relies on hypotheses which
are hardly satisfied in real detectors.

Fig. 2. Flowchart illustrating the proposed doping extraction technique: the
doping profile in a SPAD-model is adjusted until the simulated C-V curve
matches the experimental data; the initial guess is generated starting from
SIMS and/or process simulations.

To benefit of the advantages of the C-V technique without
suffering of the limitations of the direct extraction procedure,
we adopted the inverse approach illustrated in Fig. 2. The
approximate doping profile obtained either from SIMS or from
process simulations is used as a starting point to build a
numerical model of the device under test (DUT). A C-V curve
is calculated from the model (through a device simulator) and
is compared with the one obtained experimentally from the
DUT. Assuming that any difference between the two curves
can be ascribed to a mismatch between the doping profile in
the model and in the real device, the former doping profile is
modified until a perfect match between the experimental and
the simulated C-V curve is obtained.

The inverse approach of Fig. 2, also known as inverse
modeling [48], does not suffer of the limitations of the direct
extraction because non-idealities (e.g. edge effects, carriers
diffusion, etc.) can be accounted for in the model. So, provided
that the model is an accurate description of the DUT, the
simulated C-V curve matches the experimental one when the
doping profile in the model corresponds exactly to the one in
the real device. The doping profile in the model represents
therefore the outcome of the extraction process.

The use of inverse modeling to assess the doping profile of
certain semiconductor devices from C-V measurements have
already been presented in literature. For example, Khalil et al.
[49], [50] have successfully applied the method to determine
the two-dimensional doping profile of a submicron MOSFET.
However, the implementation of an inverse modeling is strictly
related to the type of device and to its structure.

In the following sub-sections we will describe how we apply
the inverse modeling to extract the doping profile of a one-
dimensional and a two-dimensional SPAD; then we will briefly
comment on our implementation on how it compares to other
examples reported in literature.

This article has been accepted for publication in IEEE Journal of Selected Topics in Quantum Electronics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSTQE.2023.3341349

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



IEEE JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS, VOL. X, NO. X, X X 6

Buried Layer

p-

x

0

xi-1
xi

Quasi-Intrinsic Layer

Enrichment
Charge Layer

p+

p+
n+

Fig. 3. One-dimensional SPAD structure, corresponding to the central region
of the device depicted in Fig. 1.(b). The shaded area indicates the extension of
the space charge region at the i-th step of the extraction procedure. The green
and red arrows indicate respectively the regions where the doping profile has
been and has not been already corrected.

A. One-dimensional SPAD structure

For the sake of simplicity, we start by illustrating our
method on the one-dimensional SPAD structure depicted in
Fig. 3.

We assume that a reasonably good estimate of the doping
profile along the detector is available either from SIMS or
process simulation. The aim of the method is to refine the
knowledge of the boron profile in the region that spans from
the np junction to the upper boundary of the buried layer. The
doping profile of this region is especially important because it
determines the electric field in the detector.

To sweep the region of interest with the lower edge of the
depleted region, the reverse voltage applied to the structure is
progressively increased from a minimum value VMIN close to
zero to a maximum value VMAX slightly below the breakdown
voltage. Let’s indicate with Vi the voltage applied at the i−th
step of the procedure, xi the lower boundary of the depleted
region, Cmeas,i and Csim,i respectively the value of mea-
sured and simulated capacitance. If the simulated capacitance
matches the measured capacitance in all the previous steps (i.e.
from 0 to i − 1), then we can assume that the boron profile
NB(x) is correct from the junction down to xi−1, and that
an error ∆Ci = Cmeas,i − Csim,i would be exclusively due
to a mismatch in the doping concentration around xi. In such
case, the boron concentration NB(x = xi) can be modified
until the error ∆Ci vanishes, and the procedure can move on
to the next step (i.e. step i+ 1).

Regarding the adjustment of the doping concentration
around xi, an iterative approach is adopted in which NB(x =
xi) is changed until the capacitance error drops below a preset
tolerance. At each step of the iteration, NB(x = xi) is either
decreased or increased of a percentage ε− or ε+ respectively if
the simulated capacitance exceeds or falls behind the measured
one:

NB(xi) =

{
NB(xi) · (1− ε−), if Csim,i > Cexp,i

NB(xi) · (1 + ε+), if Csim,i < Cexp,i

(4)

Such procedure is justified by the fact that a larger (smaller)
doping concentration results in a narrower (wider) space-
charge region and consequently in a higher (lower) capacitance
value.

Buried Layer p+

Quasi-Intrinsic Layer p-

p+
n+

Charge Layer

x

0
x*

x>x* x>x*

Fig. 4. Two-dimensional SPAD structure. The shaded area indicates the
extension of the space charge region (SCR) when a certain voltage V ∗ is
applied. x∗ is the SCR depth in center of the device. Green and blue boxes
highlight the regions where the SCR extends beyond x∗.

Actually, at each step, the aforementioned correction is
applied for every x ≥ xi, rather than only in x = xi. This
strategy is suggested by the fact that the doping profiles are
continuous and slowly varying. So, for example, if the doping
concentration has been underestimated in xi, there is a good
chance that it has been underestimated also in the region right
beneath xi. If this is not the case, the error is fixed anyway in
the following steps. However, this approach usually accelerates
the convergence of the algorithm in the following steps.

B. Two-dimensional SPAD structure

Many of the test structures used for C-V measurements have
non-negligible edge effects. To account for them properly,
the simulations and the iterative doping adjustment must be
performed on a two-dimensional model.

To illustrate how the extraction method is implemented in
the two-dimensional case, we will refer to the structure of
Fig. 4. Depending on the thickness of different layers and on
the presence or absence of the charge layer, such a structure
can represent either a thin or a red-enhanced SPAD. In both
cases, to a first instance, the p-type area can be divided into
two regions characterized by different boron profiles: a central
region in which the boron profile NB,center(x) includes the
enrichment implantation, and a lateral region whose boron
profile NB,lateral(x) does not.

The shaded area of Fig. 4 represents the space charge region
when a certain voltage V ∗ is applied to the device. As the
space charge extends beyond the central region, ∆C can be
due to an error in the doping concentration either in the central
or in the lateral region. That raises the question of how to
adjust the doping profile to extinguish ∆C (i.e. by adjusting
NB,center, NB,lateral, or both). To address this problem, we
can split the extraction procedure in two phases.

Let’s initially assume to know exactly the doping concen-
tration NB,lateral in the lateral region. In this case, for any
applied voltage V ∗, the corresponding error ∆C(V ∗) can be
ascribed only to the central region of the device. Thereby,
the doping concentration in central region, NB,center, can be
adjusted following the same procedure outlined in the previous
sub-section (i.e. by progressively increasing the bias voltage
V from VMIN to VMAX ). However, before performing the
correction in central region, we must determine accurately
the doping profile in the lateral region. To this purpose we
can resort to the structure represented in Fig. 5, which is
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Fig. 5. Two-dimensional SPAD structure without the enrichment. The shaded
area indicates the extension of the space charge region (SCR) when a certain
voltage V ∗ is applied. x∗ is the SCR depth in center of the device. The dotted
boxes highlight that the SCR in this case do not extend beyond x∗.

identical to the one in Fig. 4 except for the absence of the
enrichment. As in this structure the boron profile is uniform
across the device and equal to NB,lateral, the correction can be
performed again as in the 1D case. In summary, the extraction
procedure requires the availability of the two structures of Fig.
4 and Fig. 5. The one without the enrichment is used in the
initial phase to attain the lateral profile NB,lateral(x). This
profile is mandatory to build a good model of the structure
with the enrichment, which is then used in a second phase to
extract NB,center(x). It’s worth noting that the fabrication of
the structure of Fig. 5 requires only a minimal modification in
the SPAD layout, consisting in removing the enrichment mask
from the detector area.

The approach adopted for the two-dimensional structures
deserves some additional comments:

1) The procedure outlined above assumes the knowledge
of the doping profile in the cathode region. Since SIMS
measurements provide only 1D profiles, the 2D dop-
ing profile at the edge of the cathode can be either
assessed with process simulations or built analytically
by convolving the vertical SIMS profile with a lateral
roll-off function (e.g. Gaussian). Multiple simulations
allowed us to conclude that the shape and the width of
the transition have a negligible effect on the calculated
capacitance and on the extracted boron profile.

2) When a voltage V ∗ is applied to the structure of Fig. 5
the depth of the depletion region reaches its maximum
x∗ in the center, while it is smaller at the edges.
Therefore, the capacitance depends not only on the
boron concentration in x∗, but also in x < x∗. However,
as the boron concentration in x < x∗ has already been
corrected in the previous steps, we can assume that the
error is entirely due to the doping concentration in x∗;
hence, the correct doping profile is again obtained by
adjusting NB(x

∗) until ∆C vanishes.
3) We previously assumed that the boron-doped region can

be sharply separated in a central and a lateral region.
However, during high temperature processing steps, the
boron in the enrichment diffuses laterally, so there is a
smooth transition between the two regions. The lateral
shape of the enrichment profile can be modeled with
the same approach adopted for the cathode. Simulation
results allowed us to conclude that the shape and the
extension of this transition region plays only a minor

role in determining the value of the capacitance. Conse-
quently, for the sake of simplifying the implementation,
we perform the doping extraction assuming an abrupt
transition between the regions.

4) Differently from the case in Fig. 5, when a voltage V ∗

is applied to the structure of Fig. 4, in some regions the
depletion layer extends also beyond x∗. Consequently,
the capacitance C(V ∗) will depend also on the boron
concentration at x > x∗. This is not an issue for the
lateral regions indicated by the green boxes in Fig. 4.
In fact, in these regions the doping profile has already
been corrected during the first phase of the extraction,
so they do not contribute to the capacitance error.
However, the depleted layer expands beyond x∗ also at
the edges of central region (see shaded areas indicated
by the blue boxes in Fig. 4). Here the doping profile is
NB,center which is still not corrected for x > x∗. As
the correction algorithm tries to zero ∆C by changing
only the doping profile at x = x∗, this may lead to
an error in NB,center(x = x∗). This problem is dealt
with by repeating multiple times the second phase of the
correction procedure. Every time this phase is iterated,
the boron profile in x > x∗ is closer to the correct
profile, so the correction in x = x∗ is performed with
better data and the error in x = x∗ reduces as well at
each iteration (provided that the initial guess is good
enough).

C. Implementation

The method described in this paper has been implemented
by using a combination of Matlab and of the TCAD suite
Sentaurus by Synopsys. In particular, given a certain device
structure (i.e. a 1D or 2D doping distribution) and a set
of applied voltages, the device simulator Sentaurus Device
solves the semiconductor equations and calculates the relevant
electrical properties. Then, the C-V curve and the boundaries
of the space charge region are calculated and exported by
using Sentaurus Visual, a tool designed to elaborate and plot
the results produced by the TCAD tools. The exported data
are analyzed in a Matlab script, which calculates the updated
doping profile on the basis of the comparison between the
experimental and the simulated C-V curves. Finally, the new
profiles are fed to Sentaurus Process to build the device
structure for the next iteration. Beside calculating the updated
profiles, the role of the Matlab script is to automate the
execution of the algorithm by running the right sequence of
tools with the proper inputs. The typical running time on a
desktop computer ranges from about 10 minutes for a 1D
structure to some hours for a large 2D device.

Compared to most of the works previously reported in
literature, the method presented in this paper differs in some
respects. Firstly, in many inverse schemes (see for example
[51] and [52]) the doping profile is described by some analyt-
ical functions and their parameters are adjusted to minimize
the error. Although simple, this solution is not well-suited to
reproduce accurately real doping profiles, the shape of which
is affected by second-order effects. Secondly, even in those
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cases in which the doping profile has been discretized over a
suitable mesh, a different approach has been used to find the
solution. For example, Khalil et al. [53] use a global approach
in which the doping concentration in each point is changed
simultaneously to minimize the overall distance between the
experimental and the simulated C-V curve. By contrast, in
this paper a local approach has been adopted in which, for
each voltage V ∗, only the doping concentration at the edge
of the space charge region is modified to minimize the error
on C(V ∗) . This solution allows to reduce the computational
complexity and to work with much larger meshes for a better
description of the doping profile and of the edge effects.

V. NUMERICAL VALIDATION

The effectiveness of the inverse method described in the
previous section can be verified by showing that the iterative
scheme converges to the correct solution when starting from
an incorrect doping profile. As in real devices the doping
profile is not precisely known, it is preferable to perform
this validation on a simulated structure, whose doping profile
is perfectly known. As a first step, the C-V curve of such
a reference structure is obtained by numerical simulation.
Then a new structure, with a slightly different boron profile,
is considered. The iterative method is applied to the new
structure, which will be called test structure, until its C-V
curve matches the one of the reference device. The extracted
doping profile is then compared with the reference profile to
verify its correspondence. In this section we will apply this
procedure to a 1D and a 2D case to show the effectiveness
of the inverse method. Moreover, a comparison with a direct
doping extraction from C-V measurements will be done in
order to highlight how all the limitations of the classical
method are overcome with our procedure.

A. One-dimensional SPAD structure

The procedure outlined above has been initially applied to
the one-dimensional structure depicted in Fig. 3.

The gray curve in Fig. 6(a) represents the boron profile
in the reference structure, while the green curve the initial
guess in the test structure. The initial guess differs from the
reference doping profile in two aspects: the enrichment dose
is 15% lower, and the intrinsic layer is about 500 nm thinner
(so the buried layer is closer to the enrichment). The red
curve represents the extracted profile obtained by applying
the iterative method on the test structure. From Fig. 6(a) it
is clear that the iterative method succeeds in correcting both
the types of error in the initial guess, leading to an extracted
profile that closely matches the reference profile. The only
notable differences are a few steps of non-negligible amplitude
in the region where the boron concentration approaches its
minimum value. The presence of these steps can be explained
by considering the procedure with which the doping profile is
adjusted. For a certain voltage V ∗, the correction algorithm
changes the doping profile of a factor ϵ (see (4)) for each
x > x∗, thereby introducing a step in the doping concentration.
As the correction is repeated until the error ∆C falls below
a certain threshold, the amplitude of these steps is usually

(a)

(b)

(c)
Fig. 6. (a) Inverse doping profiling procedure applied to the 1D structure
of Fig. 3. Gray, green, and red curves represent respectively the reference
profile, the initial guess, and the result of the extraction procedure. (b)
Comparison between the electric fields calculated from the reference (gray)
and the extracted (red) doping profiles. (c) Doping concentration obtained
with a direct extraction, i.e. by applying (1) and (2) to the C-V data. An
acceptable matching between the reference profile (gray) and the extracted
data (dashed-blue) is obtained only after the curve has been shifted (solid
blue) of an amount which is not known in real measurements.

very small. However, in the considered region, the C-V curve
presents a weak dependence on the doping profile. Therefore,
the error can fall below the threshold even when the mismatch
between the extracted and the reference doping profile is not
so small.

While it could be possible to reduce the steps amplitude
by reducing the preset error-threshold and the voltage step in
the C-V measurement, this is typically not necessary. Indeed,
the electric field profile, which is the quantity of real interest
for SPADs simulations, has in turn a weak dependence on
the doping concentration in the same region. This concept is
exemplified in Fig. 6(b), in which the electric fields attained
from the reference and the extracted profile are compared.
From the figure it is clear that no significant differences
between the electric fields are present despite the residual
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errors in the low doping concentration region.
For the sake of comparison, Fig. 6(c) reports the profile

obtained by using a direct extraction from the C-V curve. As
(1) and (2) provide the doping concentration as a function
of the depleted layer extension, rather than from the silicon
surface, the resulting curve has been translated of a suitable
amount to allow a comparison with the reference doping
profile. While the matching is good in the central region, some
notable errors are present for x < 1 µm and for x > 1.6 µm.
Even more important, the results obtained from the direct
extraction are of small practical use for SPAD modeling. In
fact, the lack of information on the doping profile close to the
junction and the need for translation of an amount which is
not precisely known prevent the calculation of the electric field
profile. Conversely, as clear from Fig. 6(b), the calculation
of the electric field is straightforward with the information
provided by the inverse method.

B. Two-dimensional SPAD structure

The same validation scheme has been applied to a two-
dimensional structure such the one depicted in Fig. 4. The
simulated structure has an active area diameter of 50 µm. The
reference boron profile in center and in the lateral regions are
represented in gray respectively in Fig. 7(a) and 7(b). A two-
phase procedure like the one described in Section IV-B has
been applied to extract the lateral boron profile first, and then
the central boron profile. As in the one-dimensional case, the
initial guess for the boron profile has an enrichment dose 15%
lower than in the reference profile and an intrinsic layer which
is 500 nm thinner.

During the first phase, a test structure without the enrich-
ment region (such the one depicted in Fig. 5) has been used
to extract the lateral profile NB,lateral. Fig. 7(a) represents in
green the initial guess, and in red the lateral profile extracted
by using the inverse method. The correspondence between the
reference and extracted profile is good, apart the small steps
discussed earlier. The extracted lateral profile has then been
used to build the test structure used in the second phase. Fig.
7(b) represents in green the initial guess for the boron profile
in the central region, while in red the extracted profile at the
end of the procedure.

For comparison, Fig. 7(c) reports the result obtained by
using a direct extraction from the C-V curve. In addition
to the same limitations outlined for the 1D case, here it is
visible a remarkable discrepancy between the reference and
the extracted profiles. The reason can be ascribed to the edge
effects, which play a significant role despite the size of the
central area is not especially small (50-micron diameter). By
contrast, from Fig. 7(b) it is evident how edge effects do not
impact significantly on the quality of the profile extracted with
the inverse method, as they are properly accounted for in the
numerical model.

VI. EXPERIMENTAL VALIDATION

A direct validation of the proposed method against exper-
imental data is challenging because of the limited accuracy
with which the doping profile can be measured in real devices.

(a)

(b)

(c)
Fig. 7. Inverse doping profiling procedure applied to a 2D SPAD structure as
in Fig. 4. In particular, (a) reports the lateral profile obtained during the first
phase, in which the extraction procedure is applied to a device without the
enrichment; (b) shows the central profile obtained at the end of the extraction
procedure. For comparison, (c) reports the results of the direct extraction
procedure before (dashed-blue) and after (solid blue) translation. The large
error in the extracted profile is due manly to edge effects.

Actually, the limited accuracy in measuring certain doping
profiles is exactly the reason that led us to develop this method.
To bypass this problem, we used the extracted doping profile
to calculate the breakdown voltage of the device under test
and we compared it with the experimental value. Although this
solution does not allow us to verify directly the accuracy of the
extracted profile, nevertheless it represents a very significant
test as the breakdown voltage is extremely sensitive to small
variations in the doping profile, as shown for example in
Section III-B.

To provide a convincing validation of the proposed method,
we applied the procedure outlined above to a variety of devices
characterized by different breakdown voltages and different
electric field profiles, depending on the details of the fabri-
cation process (e.g. implantation doses, thermal treatments,
etc.). These devices belong to the two categories introduced
in Section II, i.e. thin and red-enhanced SPADs, and have
been fabricated by some of authors at the Cornell NanoScale
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Fig. 8. Flowchart illustrating the calculation of the breakdown voltage Vbd:
the interval Vbd,min - Vbd,max containing Vbd is progressively narrowed
by using the bisection method until its amplitude becomes smaller the preset
error threshold Vbd,err .

Science and Technology Facility (CNF), Cornell University,
Ithaca (USA). The RE-SPADs have been extensively described
in [54], while the structure and the performance of the thin
SPADs are in line with those presented in [55].

Before discussing the methods applied to and the results
obtained with RE- and thin SPADs, in the following sub-
section we will briefly outline the procedure adopted for
the calculation of the breakdown voltage from the extracted
doping profiles.

A. Breakdown voltage calculation

Given the extracted doping profile, the breakdown voltage
Vbd has been calculated applying the bisection method on an
interval, the upper and lower limits of which are respectively
above and below the breakdown voltage. The procedure is
illustrated in detail in Fig. 8. At each iteration, the electric
field at the midpoint of the interval is calculated and used
to evaluate if, at this voltage, the detector is in breakdown
or not; the interval is then restricted accordingly. The pro-
cedure is iterated until the size of the interval allows to
identify the breakdown voltage with an uncertainty lower than
a preset threshold (typically 100mV). To evaluate whether
the detector is in breakdown or not, at each step of the
iteration the avalanche probability is calculated. The device
is considered in breakdown if, at the edge of the depleted
region, this probability exceeds a pre-set threshold (typically
10−4). However, the attained results are largely independent
from the choice of the threshold value, given the steep increase
of avalanche probability around the breakdown voltage. By
contrast, the choice of the ionization coefficients is crucial
for attaining accurate results. Indeed, in most silicon SPADs
the multiplication field has a peaked shape with significant
variations over a distance comparable with the dead space,

i.e. the distance a carrier must travel to acquire an energy high
enough to impact ionize. In these circumstances, the effect of
the dead space must be considered explicitly by resorting to
non-local ionization coefficients [56]. In particular, we adopted
the model introduced by Okuto and Crowell in [57]. In this
case the avalanche probability cannot be calculated with the
relations introduced by Oldham et al. in [58], therefore we
used the corresponding equations by McIntyre [59].

B. Thin SPADs

Thin-SPAD wafers used in this work contain test structures
specifically designed for performing C-V measurements. They
have the same doping profile as in regular SPADs, but with
a square geometry having a side length of about 500 µm
and rounded corners to avoid edge breakdown. Given the
large dimension, the transition regions in the space charge
at the edge of the enrichment and of the cathode give a
negligible contribution to the overall capacitance. Thereby, the
total capacitance Ctot has been modeled simply as the sum
of two contributions, Cenrich and Cno−enrich, proportional
respectively to the central area, where the enrichment is
present, and to the lateral area, where the enrichment is absent.
The specific contribution (i.e. per unit area) of Cno−enrich

has been assessed by performing C-V measurements on test
structures with no enrichment, and has been subtracted from
the measured Ctot in order to obtain Cenrich. As Cenrich

corresponds to a uniform region, the doping profile has been
extracted by using the 1D version of the algorithm described
in Section IV-A. The breakdown voltages calculated from
the extracted profiles are reported in Fig. 9 (blue box) and
compared with experimental results. The breakdown error
is smaller than 1V for most of the SPADs and reaches a
maximum of 1.59V only for a detector in which the initial
guess is especially far from the actual profile.

C. RE-SPADs

Differently from thin SPADs, the red-enhanced wafers used
in this work did not contain test structures specific for C-V
measurements. Therefore, the C-V measurements have been
performed on regular SPADs and the doping profile has
been extracted by using the 2D version of the algorithm
described in Section IV-B. In particular, for the extraction of
the lateral boron profile NB,lateral, a 50 µm diameter SPAD
has been used, in a modified version with no enrichment
implantation. By contrast, during the second phase that leads to
the extraction of central boron profile, C-V measurements have
been performed on SPADs with active diameters of 50, 100,
200, and 500 µm. The use of multiple diameters has allowed
us to verify the robustness of the proposed method against
different capacitance values and different contribution of the
edge effects. To this regard, for the SPADs with the smaller
diameters (i.e. 50 and 100 µm) a stray capacitance Cstray of
some tens of femtofarads has a non-negligible effect on the
extracted doping profile. This capacitance, due for example
to the residual effects of package pins and connections to
the LCR meter, can be assessed and subtracted from the C-
V measurements before applying the extraction algorithm. A
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Fig. 9. Comparison between experimental and simulated breakdown voltages obtained from multiple thin and RE SPADs with different doping profiles.

convenient option for the assessment is to notice that the
SPAD capacitance reaches an almost constant value, once that
the intrinsic layer has been fully depleted and the expansion
of the space charge region is limited by the buried layer.
As the position of the buried layer is typically known with
good accuracy (thanks for example to SIMS measurements),
and small changes do not impact significantly the results,
this depletion capacitance can be calculated from device
simulation. Cstray can be attained as the difference between
the measured and the expected values of the capacitance at the
higher voltages (i.e. when the intrinsic layer is fully depleted).
By applying this procedure, we attained extracted profiles
which are independent from the SPAD diameter in the range
50 – 500 µm.

From Fig. 9 it is possible to notice that a good matching
between calculated and experimental breakdown voltages has
been obtained also for RE-SPADs. Compared to thin SPADs,
the error is larger, spanning from 2.13 and 3.78V. This is
a consequence of the thicker p- layer, which produces a
larger deviation in the breakdown voltage given a certain error
in the multiplication field [8]. However, for essentially the
same reason, RE-SPADs are operated at higher overvoltages
compared to thin SPADs, with typical values of 20 vs 5V.
Consequently, the larger error in the calculated breakdown
voltage is of no concern from a practical point of view.

Finally, it’s worth noting that the procedure for assessing
Cstray described in this section cannot be easily applied to thin
SPADs. In fact, in most thin SPADs the tails of the enrichment
and buried layer profiles are partially overlapped, and there is
not a clear region in which the capacitance does not change
with the applied voltage. Therefore, the extraction procedure
can be applied on small structures only with a setup in which
the stray capacitance is well controllable and measurable.

VII. DISCUSSION AND CONCLUSIONS

The method presented in this paper allows to extract an
accurate profile of the doping concentration along a SPAD’s
depleted region. It starts from approximated data obtained
from process simulations and SIMS measurements and refine
it iteratively until the simulated C-V curve matches the one
acquired experimentally. Such an inverse approach allows to

overcome the limitations of the direct doping extraction from
C-V data, and to fully benefit of the excellent sensitivity
of this technique. Owning to the inherent nature of C-V
measurements, the accuracy improvement in the doping profile
is limited to the detector depleted region. This is actually the
region where high accuracy is especially needed, because most
SPADs metrics show a strong dependence on the electric field
in the multiplication region. On the contrary, the accuracy pro-
vided by SIMS and process simulation is typically sufficient
to characterize the doping profile in the quasi-neutral regions
for the sake of SPAD modeling.

To verify the accuracy improvement provided by the pro-
posed method compared to SIMS, we resorted again to the
three RE-SPADs (namely A, B, and C) described in Section
III-B. For each of them the breakdown voltage has been
calculated starting from the raw SIMS data and from the
profile extracted using the proposed method. Obtained results
are reported in Fig. 10, along with experimental breakdown
values. The benefit of refining SIMS data with the proposed
inverse modeling scheme is clear.

As an application example, the method has been used to
calculate the breakdown voltage of various SPADs character-
ized by different structures and doping profiles. As seen in
Section VI, simulations results are in good agreements with
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Fig. 10. Breakdown voltage of the three RE-SPADs indicated as A, B, and
C. For each of them the breakdown voltage has been calculated using the
procedure described in Section VI-A applied either to raw SIMS data (SIMS)
or to the doping profile extracted by using the proposed method (Our method).
The comparison with the experimental data (Experimental) shows that the
proposed method provides a significant improvement compared to SIMS.
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experimental data. Two aspects makes these results especially
interesting. On the one hand, the good matching has been
obtained on a wide range of SPADs that includes different
detector structures (thin and red-enhanced), breakdown volt-
ages ranging from 18 to 84V, and peak electric field from
about 400 to 540 kV cm−1. On the other hand, the good
agreement between simulated and experimental breakdown-
voltages has been obtained straight from the extracted profiles
with no need of additional fitting procedures. In particular, the
values of the ionization coefficients used for the calculation
of the breakdown voltage are those originally proposed by
Okuto and Crowell in [57]. This represents an improvement
compared to what has been previously reported for example in
[60], where the carriers’ mean free path has been modified to
match the experimental breakdown voltage. Notably, in [60]
the doping profile was obtained from SIMS measurements,
and modified ionization coefficients provided good results only
for thin SPADs. Taking all this into account, we believe that
the proposed method may enable a truly predictive modeling
of SPAD performance, which must not rely on case-by-case
calibrations that are valid only on a limited range of detector
designs.

Another interesting aspect is the fact that all the results
reported in Fig. 9 have been obtained starting from the same
two initial guesses, one for RE structures and the other one
for thin devices. On the one hand, this shows that the method
converges to the correct doping profile even starting from
initial guesses that are relatively far from the actual profile; on
the other hand, it means that only a few SIMS measurements
may be sufficient to study a whole family of detectors, even
characterized by considerably different peak electric fields and
breakdown voltages.

Finally, the possibility of applying the proposed method not
only to purposely developed test-structures, but also to real
SPADs opens up some interesting opportunities. For example,
the doping concentration across a wafer can be mapped
more extensively, the measurements not being limited to the
few regions where a suitable test-structure is available. Also,
the possibility of measuring the doping profile in a specific
detector allows to investigate possible second-order effects like
the dependence of SPAD properties on the detector diameter
or layout.

Although the implementation of the technique presented in
this paper is specific for the two investigated SPAD structures,
(RE and thin), the methodology is quite general, and we
believe it can be adapted to other SPAD structures. However,
some details of the algorithm (e.g. the extraction of the doping
profile in the lateral regions) must be treated with a case-by-
case approach to account for the presence of specific regions
(e.g. doping wells, guard rings, etc.). The effectiveness of the
method on a specific structure can be verified with a numerical
validation, like the one presented in Section V.

In summary, we believe that the proposed method may
represent a valuable tool in two distinct fields: on the one
hand, it can support the development and validation of new
and more accurate SPAD models; on the other hand, it can help
troubleshooting possible issues like process non-uniformities.
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