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Abstract—Time-Correlated Single-Photon Counting (TCSPC)
is a well-renowned technique allowing to reconstruct light signals
with high sensitivity and resolution. Nevertheless, to this day, its
use in applications requiring a fast analysis of the sample is
limited due to its long acquisition time. The reason is twofold:
on one hand, it is based on a statistical method thus requiring
the collection of a large number of events to properly reconstruct
the signal waveform; on the other hand, the average number of
photons impinging on the sensor has to be kept particularly low
to avoid artifacts. Indeed, the existence of dead time of both
single-photon detectors and electronics can lead to distortion
in the reconstructed waveform, which can be mitigated only if
the count rate is kept below few percentage of the excitation
frequency. Recently, it has been demonstrated that an appropri-
ate tuning of detector dead time allows to remove such power
restriction, but, unfortunately, this constraint also sets a limit
to the maximum count rate of the detector. In this paper, we
present a novel method for TCSPC measurements, which ensures
negligible distortion at unprecedented rates without requiring
any constraint on either illumination power or detector dead
time. We will show that this is possible thanks to the acquisition
of additional information on the status of TCSPC system. The
theoretical analysis reported in this paper is supported by
analytical computation and numerical simulation, taking into
account also potential non idealities of a real implementation.

Index Terms—TCSPC, pile-up, speed enhancement, correction
algorithm.

I. INTRODUCTION

When faint and fast signals have to be measured with
pico-second resolution, time-correlated single-photon count-
ing (TCSPC) is one of the techniques of election. Thanks
to its non-invasive nature, it has gained importance in life
sciences, where the analysis of fluorescence phenomena can
give specific and functional information about the sample. For
instance, biochemical parameters of the micro-environment
such as pH, oxygen content, viscosity, ions concentration and
many other can be measured quantitatively [1] by means of
fluorescence lifetime imaging microscopy (FLIM), which is
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based on TCSPC. In this case, a laser beam periodically
excites the sample under test and the re-emitted photons are
detected through a single photon detector. Historically, photo
multiplier tubes (PMT) were used, but thanks to advances in
single photon avalanche diode (SPAD) technology, they have
been gradually replaced by the latter [2]. Every time a photon
is detected, a dedicated timing circuit (such as a Time-to-
Amplitude or a Time-to-Digital Converter) measures its time
of arrival with respect to the laser pulse. This information is
saved by the elaboration unit (usually a field programmable
gate array, FPGA) and it is used to build a photon arrival
time histogram, which, at the end of the experiment, will have
the same shape of the fluorescence signal produced by the
sample [3]. The waveform of interest is thus reconstructed
in a statistical way, meaning that a large number of samples
has to be collected in order to limit the committed error.
The repetitive nature of TCSPC can easily lead to a long
acquisition time. To surpass this limitation, in principle the
intensity of illumination could be raised to obtain a high
number of events in a short time interval. Unfortunately,
this is not a viable solution. Indeed, the presence of a finite
dead time of both detector and conversion electronics prevents
the recording of all events in a real system, easily leading
to distortion on the reconstructed waveform. More precisely,
there are three sources of distortion [3], [4]: classic pile-up,
conversion dead time pile-up, and detector dead time pile-up.
Classic pile-up derives from the impossibility for the system
to acquire more than one event in each excitation period,
meaning that only the first detected photon is processed, while
the following ones are systematically discarded. On the other
hand, conversion and detector dead time pile-up originate
from the fact that both single-photon detectors and conversion
electronics typically require some time to process one event
and during this time interval (so-called dead time) they are
insensitive to any other stimulus. While classic pile-up and
conversion dead time pile-up could be significantly mitigated
by recently-developed multi-hit [5] and high-speed converters
[6], the main limitation is currently due to the finite dead time
of the detector. Considering the exploitation of a SPAD, for
example, its dead time is controlled by means of a specific
circuit, known as active quenching circuit (AQC). In the last
few years, AQC architectures have been proposed to minimize
the dead time, exploiting both high-performance custom de-
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tectors [7] or integrated CMOS SPADs [8]–[10], achieving in
this field a dead time of few nanoseconds [11] or even below
1 ns [10]. In addition, new hybrid photodetectors have been
presented as an alternative to SPADs, offering a pulse duration
of few nanoseconds and thus enabling high count rates [12].
Unfortunately, even a short dead time can easily lead to
distortion in TCSPC if the illumination power is too high.
For this reason, a classic solution to avoid pile-up distortion
consists in limiting the average number of photons per period
to be far less than one, resulting in a maximum count rate of
the single acquisition channel equal to only a few percentage
of the excitation rate (typically 1% to 5%). For example, with
a typical excitation rate of 80 Mcps, the speed of the single
TCSPC acquisition channel is limited to a few Mcps. The main
workaround to this limitation has relied on the development
of multichannel systems. Assuming to have N channels, the
overall system counting capability is expected to increase by
the same factor. To this attempt, many multichannel systems
based on SPAD arrays have been presented in literature [13]–
[15]. However, despite their high potential, the large amount
of data potentially generated by dense SPAD arrays cannot
be fully extracted because of the limited bandwidth towards
the external elaboration unit, thus the real speed increment is
lower than a factor N [4]. Unfortunately, the development of
efficient read-out architectures able to fulfil the requirements
of variegated TCSPC measurement scenarios is still an open
challenge mainly due to implementation complexity [16]. A
real turning point was made in 2017, with the introduction of
a new solution [17], which aims at removing pile-up distortion
and the power constraint deriving from it. In particular, it was
demonstrated that matching the detector dead time with an
integer multiple of the laser period leads to have a distortion
lower that 1%, whatever the illumination power is. In this
way, the operating speed of a single acquisition channel can
be increased. In [18] a speed increment by a factor 8 with
respect to classic TCSPC systems has been experimentally
demonstrated with a single-channel SPAD-based system, a
solution that can be extended to a multichannel system to
further increase the system speed. Nevertheless, the necessity
to fix a dead time value to prevent distortion intrinsically
forces a limit to maximum speed, since dead time cannot be
further reduced. The problem of distortion can be managed
differently: it can be corrected at the end of the experiment,
leveraging some fitting algorithms, such as least square method
(LSM) or maximum likelihood (ML). An interesting example
is presented in [19]. The correction method adopted not only
uses LSM or ML, but it also incorporates losses of events due
to pile-up, removing deterministic errors otherwise present.
Unfortunately, to be fully effective it needs to know in advance
the shape of the signal, which is not the case in most of real
cases.
In this paper, we present a novel approach to carry out
distortionless TCSPC measurement without any constraint. We
will show that combining information about the status of the
system with the classic TCSPC histogram, the reconstructed
fluorescence signal features near-zero distortion, even though
there are no restrictions on illumination power and detector
dead time. The method does not require any a priori knowledge

of the signal shape and the acquisition speed of the single
channel can experience a significant increase. All existing
limitations are removed, opening the way to the development
of constraint-less TCSPC single and multi-channel systems.
The paper is organized as follows: starting from the theory
behind the reconstruction of the signal in a TCSPC experiment,
a brief explanation of pile-up and counting-loss will be done in
Sec. II. Knowing that the former is the real problem, in Sec. III
a recently proposed solution to completely avoid it will be
revised. After discussing the limits of that solution, in Sec. IV
a novel approach will be presented, by means of mathematical
computations and numerical simulations. To make the analysis
exhaustive, the effect of non idealities of a real implementation
will be presented as well. Finally, conclusions will be drawn
in Sec. VI.

II. SIGNAL RECONSTRUCTION

The idea behind TCSPC is to reconstruct a signal starting
from the function which describes in time the rate of impinging
photons. In general, the rate function r(t) can be defined as
follows:

r(t) = N · p(t) (1)

where N is the mean number of events in the time interval
of interest and p(t) is the probability density function (pdf) of
the event. In a TCSPC experiment, Eq. 1 becomes:

rimp(t) = P · pimp(t) (2)

where rimp(t) is rate of impinging photons, P is their mean
number in a time interval equal to the laser period Tlaser, and
pimp(t) is the probability density function. The pdf can have
whatever shape but, for sake of simplicity, in this article the
case of a single exponential decay function will be considered;
the obtained results do not depend on this choice and they can
be extended to a general case. In this scenario, rimp can be
described with the formula below:

rimp(t) = R0 · e
−t
τ · u(t) (3)

where R0 is a constant proportional to the power of the
incident signal, τ is the decay time constant, and u(t) is
the Heaviside function, also called step function. It is worth
underlining that the product rimp(t) · dt is the mean number
of photons that impinge on the detector in an infinitesimally-
sized interval dt centered around t. Ideally, all the photons
impinging on the detector are registered in a histogram, which
at the end has the same shape of rimp(t). Unfortunately, in a
real system detector and conversion electronics can be both
characterised by a finite dead time, i.e. a period of time

Dead time
t

Fig. 1. Graphical representation of system dead time.
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during which they are not available (Fig. 1). As a consequence,
photons arriving during this interval are lost and the histogram
does not precisely reconstruct rimp(t). In particular, it will
be proportional to the function which describes the rate of
recorded photons in a laser period, rrec(t). Nevertheless,
rimp(t) and rrec(t) are somehow linked and the rate of
impinging photons can be obtained starting from the latter.
Considering to be limited only by detector dead time (see
Sec.I), the recording rate can be written as the product between
the impinging rate rimp(t) and the probability that the system
is active, namely it is able to detect photons at the time instant
t of interest. Referring to [17], rrec(t) can be computed as:

rrec(t) = rimp(t)·

1− t∫
t−Tdead

∞∑
i=−∞

rrec(t
′ + i · Tlaser) dt

′


(4)

where the summation takes into account the periodic behaviour
of rrec(t) and Tdead is the detector dead time.
The quantity between brackets can be summarized in the
parameter α. Thus Eq. 4 becomes:

rrec(t) = rimp(t) · α (5)

Depending on whether α is a constant or a function of time,
two cases can be distinguished that will be discussed in the
following.

Counting-Loss

Due to the presence of a finite dead time of the detector
some photons are lost. As a consequence, the total number
of recorded events is lower than in the ideal case, thus the
counting efficiency of the system is reduced. The latter is
defined as:

η =
Prec

P
(6)

where Prec and P are the average number of recorded and
impinging photons in a period, respectively.
Since Prec is always lower than P , η cannot be greater than
one. When the probability to lose a photon is uniformly
distributed within the excitation period, the shape of the
reconstructed fluorescence signal is not changed and we are
in presence of only counting-loss. In this condition, there
is no loss of useful information, consequently no distortion.
Referring to Eq. 4, it corresponds to considering α as a
constant:

rrec(t) = rimp(t) · α = rimp(t) · η (7)

Clearly, rrec(t) has the same shape of rimp(t), but with a
reduced amplitude, thus the impinging rate can be obtained
simply dividing by η the recording rate. To maximize the
efficiency and, consequently, the measurement speed, dead
time must be minimized, exploiting, for example, fast Active
Quenching Circuits (AQCs) with SPADs [7]–[9].

Pile-up distortion

Unfortunately, a real system does not suffer only from
counting-loss and the aforementioned solution is not effective

to increase the acquisition speed because of distortion due to
pile-up phenomena, as discussed in the Sec. I. At the beginning
of each excitation cycle, the first photon impinging on the
detector triggers a dead time, masking subsequent events that
are unavoidably lost. At high impinging rate this happens
systematically, changing the shape of the reconstructed rate
rrec(t) and hence introducing distortion. This effect is even
more serious if the rate function has an initial peak, like in
the case of an exponential: combining a reduction of Tdead

with an increase of the illumination, the loss of photons and
the distortion are enhanced. In general, the situation can be
mathematically described considering a variation in time in the
proportionality factor between rrec(t) and rimp(t). Recalling
Eq. 4, it becomes:

rrec(t) = rimp(t) · α(t). (8)

Given that pile-up corrupts useful information, invalidating
the analysis on the sample, it has to be avoided in any way.

Historically, the problem of pile-up has been limited keeping
the number of impinging photons per period well below one,
typically 0.01-0.05. This approach has become the standard
for TSCPC measurement and the idea behind it does not rely
on removing distortion, but on keeping it under a negligible
level. Considering a widely used laser frequency of 80 MHz
[3] and a count rate of 4MHz (i.e., 5% of the excitation rate),
the resulting error is limited to about 1.25% [3]. This result
can be explained also referring to Eq. 4. Assuming that rimp(t)
is quite small, even the detection rate rrec(t) is low and the
integral term can be removed. Thus, even though α is still
function of time, it can be neglected and rrec(t) approaches
rimp(t):

rrec(t) ≈ rimp(t). (9)

Nevertheless, imposing a limit to the maximum count rate, the
overall measurement speed is impaired. Indeed, according to
statistics, to make the extracted information reliable a certain
number of events have to be recorded. This means that if a
constraint on the acquisition rate is posed, the time needed to
reach the appropriate number of samples increases.

III. DISTORTION-LESS RECONSTRUCTION

As seen in Sec. I, different solutions have been proposed
to increase acquisition speed, still keeping distortion under
a reasonable level. Nevertheless, none of them removes the
problem of pile-up. In 2017, a novel approach was presented
in the literature, which demonstrates that, thanks to a fine
tuning of the detector dead time, it is possible to completely
avoid pile-up distortion [17]. A dedicated system has been
implemented [20] and real measurements have been performed
[18] proving the effectiveness of this method.
To better understand the proposed idea, it is necessary to anal-
yse the effect of Tdead on distortion. To this end, a numerical
simulation has been carried out, reproducing the reconstruction
of a mono-exponential decay fluorescence signal exploiting
TCSPC technique. Indeed, this signal shape allows to quantify
in a simple way distortion. Knowing that the latter arises when
the measured time constant τmeas differs from the ideal one
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(i.e., τ ), firstly it is necessary to extract the value of τmeas.
This can be done applying the center of mass method on the
recorded histogram:

τmeas =

Tlaser∫
0

t · h(t) dt

Tlaser∫
0

h(t) dt

. (10)

where h(t) is the recorded histogram and Tlaser is the laser
period.

Then, to quantify the degree of distortion introduced, the
fractional estimation error E is computed:

E =
τmeas − τ

τ
(11)

This process is repeated for different values of detector dead
time and, at the end, the trend of E with respect to Tdead can
be plotted. For instance, in Fig. 2 the result of a simulation
is shown, for τ= 1ns, a variable intensity of illumination P
and a laser period Tlaser of 12.5 ns. As it can be observed,
the error E has a periodic behaviour, with period equal to
Tlaser, and, for certain values of Tdead, it is zero, whatever
is the intensity of illumination. In particular, this happens at
integer multiples of the laser period, thus the idea is to match
detector dead time with these values, in order to completely
eliminate distortion [17]. For the first time, the historical limit
on the rate has been removed, enabling acquisition speed to
be improved overcoming the pile-up problem.
The effect just explained can be also described considering
Fig. 3. When a photon impinges on the detector, it triggers a
dead time equal to the laser period. At the end of this interval,
rrec(t) restarts from the same point it stopped in the previous
period. Overall, considering the shape of rrec(t), it is like the
system features no dead time and so there is no distortion.
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Fig. 2. Fractional estimation error E as a function of detector dead time
Tdead, for different illumination power P . Considered fluorescence time
constant τ=1 ns.
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=

Fig. 3. Effect of a detector dead time Tdead equal to a laser period. rimp is
the impinging rate, while rrec,i is the recording rate for each period. Merging
all portions of rrec,i, the same trend of rimp is obtained.

Mathematical demonstration
A rigorous demonstration of what has been shown graphi-

cally can be given.
In the case of a dead time equal to an integer number n of
laser periods (Tdead = n · Tlaser), Eq. 5 can be simplified.
Indeed, the area of the recording rate rrec(t) is equal to that
of the single pulse multiplied by n; thus rrec(t) becomes:

rrec(t) = rimp(t) ·

1− n ·
Tlaser∫
0

rrec(t
′) dt′

 (12)

The quantity between brackets is not a function of time, but it
is constant. Thus, referring to Eq. 5, it is the same to consider
α as a constant equal to the counting efficiency η: the system
is affected only by counting-loss. In this case η can be defined
as follows:

η =

1− n ·
Tlaser∫
0

rrec(t
′) dt′

 (13)

This demonstrates that no distortion is affecting the mea-
surement and the system features only counting-loss, for any
illumination power.

Counting efficiency
While the dead time matched to the laser period can avoid

distortion, it still prevents the detector from registering all
events, thus limiting the maximum speed of the experiment.
An idea to solve the problem could be to raise the illumination
power, in order to increase the overall number of photons
reaching the sensor and, thus, their probability to be recorded.
Unfortunately, often this is still not a viable solution because
the sample could be damaged, e.g. by the so called photo-
bleaching phenomenon [1]. In this condition, it is interesting to
evaluate the mean number of recorded photons in a period as a
function of the dead time Tdead and the power of illumination,
with a particular attention to the case Tdead = n·Tlaser. To this
aim, the integral over [0;Tlaser] of Eq. 4 has to be computed:

Prec =

Tlaser∫
0

rimp(t) ·

1− t∫
t−Tdead

∞∑
i=−∞

rrec(·) dt′
 dt.

(14)
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Fig. 4. Counting efficiency Prec as a function of detector dead time Tdead,
for different illumination power P . Considered fluorescence time constant
τ=1 ns.

where Prec is
Tlaser∫
0

rrec(t) dt.

Usually, the equation can be solved only numerically, but in
case of Tdead = n · Tlaser, it is possible to obtain a closed
form expression for Prec.
Indeed, starting from Eq. 12, it results:

Prec = P ·

1− n ·
Tlaser∫
0

rrec(t
′) dt′

 = P · η (15)

since the quantity between brackets does not depend on t and
it is equal to the counting efficiency. Referring to Eq. 13, the
latter can be rewritten as:

η = 1− n · Prec. (16)

Substituting η in Eq. 15, Prec becomes:

Prec =
P

1 + P · Tdead

Tlaser

. (17)

where n has been replaced with Tdead/Tlaser.
This expression can be obtained also solving Eq. 4 for a
constant illumination. Indeed, in this case, the rate functions
are constant during the entire experiment and they have an
area equal to P or Prec over a laser period, allowing to solve
the equation. Fig. 4 shows Prec as a function of the dead time,
for different average number of impinging photons P . Curves
for pulsed illumination are plotted together with the one for
constant illumination, in dashed line.

It is evident that the former decreases as a staircase. This
behaviour can be explained considering the duration of Tdead

with respect to the fluorescence signal. As long as the dead
time is shorter than the signal duration, Prec decreases as Tdead

increases. Conversely, if the dead time becomes longer than
the signal but it does not influence the subsequent period,
its increase has no effect on Prec, which features a plateau.
When this condition does not hold anymore, Prec has a step
down. This trend is more and more evident as the intensity of

illumination is raised. Furthermore, it can be seen that for
integer multiples of Tdead the two types of curve crosses.
Nevertheless, what is really important to highlight is that Prec

is never equal to P , if a finite dead time is present. It is evident
that the new approach of [17] has a limitation: in the best case,
the system is forced to wait at least for a laser period before
being ready again. This means that, even though acquisition
speed can be increased, the system is not exploited to its full
potential.

IV. TOWARDS A CONSTRAINT-LESS TCSPC
A real turning point in speeding up a TCSPC measurement

could be removing all existing constraints about detector dead
time and intensity of illumination. However, in this way the
reconstructed waveform would feature pile-up distortion and
it could not be used as it is. Solutions have been proposed in
literature to correct distortion using dedicated algorithms after
the measurement. Unfortunately, they have some intrinsic lim-
itations which prevent their adoption in all situations. Often,
algorithms base the fitting only on the shape of the photon
arrival time histogram [21], without considering additional
information deriving from the system. However, this approach
may be ineffective in presence of several time constants, for
instance. In other cases, a model for the expected results is
needed for the correction to be effective [22], limiting the
field of application.
In the following a novel idea will be disclosed, in which
the additional information about the status of the system
enables the reconstruction of the signal, even when its shape
is completely unknown.
To this end, let’s come back to Sec. II and remember that the
rate function of recorded photons rrec(t) and the rate function
of impinging photons rimp(t) are linked through the parameter
α. Considering a situation in which no limitations are posed,
the histogram obtained with photons arrival times is affected
by pile-up distortion, thus α changes with time and the relation
between the two rate functions is expressed by Eq. 8. Now, if
α(t) is given or can be somehow reconstructed, rimp(t) could
be extracted simply dividing rrec(t) by this function:

rimp(t) =
rrec(t)

α(t)
. (18)

At this point, a way to recover α(t) is needed. The novel idea
is based on the construction of another histogram representing
the probability of the system to be active with a method similar
to the one used in a classical TCSPC experiment, as shown in
Fig. 5.

For each laser period Tlaser,i that composes the TCSPC
measurement, the status of the system is evaluated. In a general
case, the system is active if detector and conversion electronics
can register an impinging photon, which means that there is
not an ongoing dead time, while it is blind in the other case.
Every time the first condition is met, the number of counts in
the corresponding dt belonging to Tlaser,i is increased by one
(the bin width dt could be in the order of tens of ps.). If the
system is characterised only by detector dead time, the number
of counts in the bin dt could be increased by an amount
which varies between 0 and 1 with continuity. This is because,
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Fig. 5. Construction of the histogram representing the probability to be active
hα.

the value to be inserted corresponds to the photon detection
efficiency (PDE) of the detector, which can assume a decimal
value in the interval [0; 1]. Repeating this procedure at every
excitation cycle, an histogram hα is created, which gives the
desired probability function α(t), once it is divided by the total
number of recorded counts. It is important to highlight that the
method works only if it is possible to precisely measure the
detector dead time, otherwise the status of the system cannot
be defined correctly and the resulting histogram is not reliable.
For instance, if the detector used is a SPAD, the status of the
system can be recovered exploiting the AQC connected to it.
Indeed, this circuit can signal the beginning and the end of
the dead time, thus distinguishing between a status of activity
or inactivity of the system. This information could be stored
in the memory of an FPGA and it could be used to properly
construct hα.
The method discussed so far has been implemented through a
numerical simulation and the obtained curve of α(t) is shown
in Fig. 6, where a detector dead time Tdead =2 ns and a power
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Fig. 6. Probability to be active α(t) considering a time constant τ=1 ns, a
detector dead time Tdead =2 ns and an illumination power P=1.
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Fig. 7. Comparison between measured and reconstructed signal after the
division by the function α(t), with time constant τ=1 ns, detector dead time
Tdead =2 ns and illumination power P=1.

of illumination P = 1 have been considered. In this case, bin
width dt of 10 ps has been chosen. For sake of simplicity,
PDE has been assumed to be either 0 or 1, excluding decimal
values.

Now, combining the histogram of rrec(t) and the histogram
of α(t), the waveform of rimp(t) is reconstructed and it fea-
tures nearly zero distortion. Considering a mono-exponential
decay with τ = 1ns for the fluorescence signal, Fig. 7 shows
the comparison between the distorted rrec(t) and the final one.
It is evident that all deviations from the shape of the ideal
signal are compensated and the final rrec(t) perfectly follows
the true signal shape, proving that the proposed method is
effective. To quantify the remaining degree of distortion, the
fractional estimation error E is computed for different values
of detector dead time, by means of Eq. 11. As it can be seen
from Fig. 8, distortion is always around that 1%, meaning that
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Fig. 9. Probability to be active α(t) for a detector dead time Tdead which
varies from 0 ns to 12.5 ns. Considered time constant τ=1 ns and illumination
power P = 1.

the limit of E = 1.25% imposed by classic TCSCP is never
overcome, regardless of the illumination power. Even though
the dead time cannot be completely removed, the acquisition
speed can be raised, because it is possible to exploit all dead
time values including those in the range [0;Tlaser].

V. NON IDEALITIES

The real nature of the system introduces several non ide-
alities that can affect α(t), consequently changing the shape
of the reconstructed signal. Indeed, the latter is obtained from
rimp(t), which is the result of the division of rrec(t) by α(t).
Thus, any deviation of measured α(t) from its true shape can
impact negatively on the impinging rate function shape.
In the following, main non idealities will be discussed, always
considering a dead time belonging to [0;Tlaser]. The obtained
results are valid even for a longer Tdead, but we focus on the

aforementioned interval because it is where this solution can
be a true game changer and thus the most likely case for a
future real implementation.

Minimum of α(t)
The probability to be active α(t) needs a particular attention,

being the key element underlying the new proposed approach.
Specifically, the dependence of its shape on detector dead time,
illumination power and fluorescence time constant has to be
analysed.

First, the effect of Tdead is considered, which is shown
in Fig. 9. At the beginning, the probability to be active is
high. This can be explained considering how this function is
obtained: at the end of each excitation period, it is unlikely to
have an impinging photon, thus the histogram is frequently
updated with a new count, making the initial value quite
high. Then, entering the new Tlaser, several photons start
to impinge on the photodetector, triggering a dead time and
drastically reducing the probability to be active, which reaches
a minimum. The longer is the dead time, the higher is the
period of inactivity, which results in the creation of a plateau
of α(t). Once the dead time ends, the curve comes back to
the initial value. What is interesting to observe is that in all
cases α(t) is characterised by a minimum. This demonstrates
that the system is affected by pile-up: the high photon rate in
the initial part of the excitation period causes the system to
be immediately blind, making secondary photons unlikely to
be recorded and distorting the reconstructed signal. If Tdead is
equal to Tlaser, the probability to be active becomes constant
again, proving that in this condition only counting-loss arises.
Referring to Fig. 9, the value of α(t) reached in this condition
can be computed remembering that this function becomes
equal to the counting efficiency η. Hence, the result is:

η =
1

1 + P
(19)

where this expression is derived from Eq. 17, imposing
Tdead = Tlaser.
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Fig. 10. Dependence of α(t) with respect to the illumination power P (a) and the fluorescence time constant τ (b), for a detector dead time Tdead =2 ns.
In (a), a time constant tau= 1ns has been considered, while in (b) an illumination power P = 1 has been used.
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Fig. 11. In (a), the reconstructed signals for different time constant τ and an illumination power P = 1. In (b),the reconstructed signals for an illumination
power of P = 1 and P = 5. In both cases a detector dead time Tdead =2 ns has been considered.

Substituting P = 1 in the equation, η = 0.5 as in the plot.
It is worth mentioning that for any dead time beyond Tlaser,
α(t) shows the same trend but shifted downwards. Indeed, the
system is less prone to be active, being for the majority of
the time unavailable. Before going on, it is worth highlighting
that α(t) could be seen as an index of distortion: if its shape
changes with time it means that the system is affected by pile-
up and the reconstructed waveform for sure will be distorted.
On the contrary, if it is constant, only counting-loss is present
and distortion is null.

A similar analysis can be done by varying the illumination
power and the value of the time constant τ . Fig. 10 shows the
effect of these parameters on α(t), with a fixed dead time of
2 ns. In Fig. 10a, τ=1 ns has been chosen. It is evident that
the higher the average number of impinging photons, the lower
the minimum of α(t). Indeed, Increasing P , the probability for

the system to record an event increases in the first part of the
excitation cycle, consequently reducing the probability to be
active right after that. Moreover, as the photon rate rises, new
minima appear, as it can be observed from the curve for P = 5.
On the other hand, Fig. 10b shows a different behaviour of the
system when the time constant changes from 1ns to 2.5ns and
P = 1. As τ increments, the minimum is shallower and larger.
The phenomenon can be explained referring to Fig. 11a. Since
the area of the curves must be the same, its initial value is
a function of the time constant and it is different for the two
signals, specifically it is lower for the curve with τ=2.5 ns.
This means that, in the first time bins, it is more unlikely to
detect a photon, resulting in an increased probability for the
system to be active. Overall, it is important to highlight that
the shape of α(t) strongly depends on the working condition
and it is not known in advance, hence it must be reconstructed
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Fig. 12. Effect of a deterministic error of 200 ps in the measure of detector dead time Tdead. In (a), the fractional estimation error E after the correction
with the estimated function α(t). In (b), the comparison between the ideal α(t) and the measured function. As expected, the latter is shifted backward due
to the reduced detector dead time Tdead. Curves are obtained for a time constant τ=1 ns, an illumination power P = 1 and a dead time Tdead = 2 ns.
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Fig. 13. Distortion in the reconstructed waveform due to the correction with
the ideal curve of α(t), when there is a deterministic error of Tdead of
200ps. Even though the fractional estimation error E is low, there is a visible
deviation from the ideal trend. A time constant τ=1 ns and illumination power
P = 1 have been considered in this case.

during the experiment.
Another aspect that it is interesting to evaluate is the

effect of α(t) on the noise. Comparing the histogram of the
probability to be active (Fig. 6) with the one of rrec (Fig. 7),
it can be clearly seen that the former is characterised by a
lower noise, even difficult to observe. It means that it does
not introduce any significant contribution to the overall noise
during the reconstruction process (i.e., the division of rrec(t)
by α(t)). This is due to the large number of events collected
in the histogram hα(t) during a TCSPC measurement, since
it is updated more frequently. Nevertheless, the histogram of
rrec(t) is quite noisy both before and after the correction. This
is due to the lower number of samples collected, which makes
the noise derived from the statistics of light more relevant.

Indeed, starting from rrec(t), the division is able to reconstruct
the global trend of rimp(t), but it cannot compensate for the
poor statistics of the recorded rate function. Moreover, there is
a correlation between the depth of the minimum in α(t) and
the noise of rrec(t): lower is the value reached by α(t) and
higher is the noise. The phenomenon can be clearly observed
by increasing the power of illumination. In this condition,
the system is often blind, reducing the number of photons
that can be recorded, unavoidably worsening the statistics. For
instance, let’s compare the signals obtained after the correction
for P = 5 and P = 1, shown in Fig. 11b. It is evident that
the curve for P = 5 is characterised by a higher noise with
respect to the curve for P = 1, which is a consequence of the
deeper minimum of α(t), visible from Fig. 10a. This effect can
be explained also referring to Eq. 2: a small value of α(t),
corresponds to an overall amplification of rrec(t), meaning
that also the superimposed noise is enhanced. A solution
to the problem could be to perform gated measurements in
correspondence of the minimum. Specifically, the detector
could be selectively activated when it is expected to have the
minimum, in order to acquire a larger number of samples in
this time interval and thus reducing noise.

Dead time errors

Dead time measurement could be affected by a deterministic
error and a statistical error, i.e. the so called jitter. Unavoid-
ably, the shape of hα changes and, in turn, rimp(t) is modified.
This is a problem because a fundamental prerequisite for the
proposed approach to be effective is the capability to precisely
measure the detector dead time Tdead. Indeed, knowing that
there is an ongoing dead time and how much it lasts, enables
the update of the histogram of α(t) in accordance. If this is
not the case, distortion arises and the extracted information is
no longer reliable. In our simulator we introduced, at first, a
deterministic error of 200 ps with respect to the nominal value
of Tdead. In Fig. 12, a nominal value of 2 ns for the dead time
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Fig. 14. Effect of a jitter of 100 ps r.m.s. of the value of detector dead time Tdead. In (a), the fractional estimation error E after the correction with the
estimated function α(t). In (b), the comparison between the ideal α(t) and the measured function for a time constant τ=1 ns, an illumination power P = 1
and a dead time Tdead around 2 ns. The curves perfectly overlap, meaning that the effect of the jitter is negligible.
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Fig. 15. Fractional estimation error E as a function of detector dead time Tdead, for variable illumination power P , when there is a timing error in the
recording of reset events. In (a), E considering a linear variation of both PDE and timing shift. In (b), E considering an exponential variation of both PDE
and timing shift. In the second case, E is lower. A finite reset time of 2 ns has been considered.

has been chosen, but the measured Tdead is 1.8 ns. In this
situation, the measured α(t) appears to be shifted with respect
to the ideal curve. Nevertheless, focusing on the estimation
error E, the use of a correction method seems to be effective
since curves are still centered around 0 (except for very
high illumination power). Instead, analysing the shape of the
reconstructed signal, sometimes it is severely distorted, even
though the computed error is low. For instance, considering an
illumination power P = 1, the expected error is only 2%, but
observing the reconstructed signal is quite distorted compared
with the ideal one (Fig. 13). This depends on the method used
to estimate τmeas. Indeed, exploiting a different approach with
respect to the center of mass, the final error E could be higher
and in accordance with the observed signal shape.
It is also worth to underline that if the system is able to

measure the deviation from the nominal Tdead, the fluores-
cence waveform is not impaired. Now, let’s consider a situation
in which Tdead randomly changes from one detected photon
to another. These fluctuations around the mean value can be
modelled as a statistical variable following a Gaussian distribu-
tion with a certain standard deviation σ. Considering an AQC
operating a 50-µm custom SPAD, the maximum measured
dead time jitter is 90 ps rms [23], hence a reasonable value
for this parameter to be used in simulation is 100 ps rms.
Similarly to what has been observed for the deterministic error,
only when intensity of illumination becomes quite high dead
time jitter causes distortion to drastically increase, while in all
other cases it does not have an appreciable effect (Fig. 14).
Overall, whenever the measured dead time is different from
the nominal value for various reasons, but it is possible to
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Fig. 16. Fractional estimation error E as a function of detector dead time Tdead, for variable illumination power P , when there is not a timing error in
the recording of reset events. An exponential variation for the PDE is considered. In (a), resulting E when a finite reset time is not considered during the
construction of α(t). In (b), the probability to be active α(t) considering or not the presence of a finite reset time.
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Fig. 17. Fractional estimation error E as a function of detector dead time
Tdead, for variable illumination power P, when there is not a timing error
in the recording of reset events and a finite reset transition is considered in
α(t).

measure its drift, the reconstruction process is not impaired.

Finite dead time transitions

Up to now, an ideal dead time has been considered. This
means that its characteristic transitions are thought to be
instantaneous, resulting in a rectangular dead time window.
In a real system, these transitions are smoother and the
reconstructed waveform could suffer from it. As a case study,
consider a SPAD detector, which is characterised by a quench
and a reset phase [24]. The latter is the most critical, because
the detector becomes active again but its performance changes
over time, since the bias voltage is restored gradually. Indeed,
due to the reduced overvoltage across the SPAD, the ability of
a photon to trigger an avalanche is reduced, resulting in a lower
PDE and a delayed recording of the event [25]. Obviously, this
can introduce errors in rrec(t) and α(t) histogram, that can
cause distortion to increase.
In order to study this phenomenon a gradual change of the
PDE and the timing delay has been simulated, using two types
of curves with a complementary trend: as PDE increases, the
delay decreases. At first, a linear variation of these quantities
has been considered. Although this is an unrealistic shape,
it represents a simple case to start with. It has been chosen a
variation from 500 ps to 0 ps for the delay, while PDE changes
from 0 to 1. The resulting fractional estimation error E is
shown in Fig. 15a, together with the histogram of rrec(t) and
rimp(t), for a reset period lasting for 2 ns.
It is immediate to note that distortion drastically increases for
low and high dead times, while for values in the middle it
is not significantly influenced. The reason is that, in the latter
case, Tdead is not long enough to cover the entire fluorescence
signal, but it expires in its last part, where events are rare,
thus the probability to record a photon during the reset is
small and this finite transition has no effect. Then, a more
realistic situation has been analysed, in which both delay and

PDE have an exponential variation. As can be observed from
Fig. 15b, the only difference with respect to the previous case
is the lower value reached by the error, meaning that the linear
trend of both PDE and the delay leads to an overestimation
of the distortion.
To make our analysis exhaustive, it must be considered also
the case in which the timing information of photons in the
reset phase is correctly extracted, meaning that the recording
delay is zero. In this condition, if the system does not consider
the presence of a finite reset time, distortion becomes quite
high, even though there are no timing errors, as it is shown
in Fig. 16a. This is due to the fact that the obtained α(t) sub-
stantially differs from the ideal one, thus distortion correction
is not fully effective. On the contrary, if the shape of the PDE
during the reset transition is known or it can be reconstructed,
the histogram hα can be updated in accordance (Sec. IV) and
distortion becomes negligible, as it can be observed from
Fig. 17.
In conclusion, the effect of this non ideality could be removed
provided that the duration of the reset transition is correctly
measured and timing errors are corrected.

VI. CONCLUSIONS

The study of fluorescence signals in biology and medicine
has become of great interest in recent years. To this aim, a
technique capable of reconstructing faint signals with high
resolution and sensitivity is needed; this is the case of Time
Correlated Single-Photon Counting (TCSPC). Although it has
several advantages with respect to analog techniques [3], it
has been historically characterised by long acquisition times,
preventing its use in those applications where real time anal-
ysis is requested. In addition, the necessity to avoid pile-up
distortion, keeping the photon rate under a reasonable level,
worsen the situation and makes it necessary to find a solution.
This paper, at first, reviews a solution proposed in 2017 [17].
By matching the detector dead time with an integer multiple
of the laser period, pile-up distortion is completely removed
for whatever photon rate, allowing to increase by almost an
order of magnitude the speed of the single acquisition channel.
Nevertheless, measurement velocity is still limited by a dead
time equal at least to a laser period. At this point, a new
groundbreaking method is presented, which guarantees zero
distortion, whatever is the photon rate and the detector dead
time. The idea is to acquire additional information on the
system status and us it to correct pile-up effect in the data
histogram. The new constraint-less TCSPC opens the way to
unprecedented speed and performance with dedicated systems.
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