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Rolling Horizon Based Time-Triggered Distributed
Control for AC/DC Home Area Power Network

Daud Mustafa Minhas

Abstract—An energy-efficient smart home generally integrates
renewable energy sources (RESs) with intelligent energy devices
(IEDs) to make itself cost-efficient. However, the stochastic nature
of the RESs and IEDs makes the power network uncertain, and
it degrades the economic efficiency of the smart home. Hence a
co-simulation based intelligent home energy management system
(HEMS) is proposed in this article. It interconnects the rolling
horizon-based model predictive energy scheduling mechanism with
robust control strategies. It manages the load following energy sup-
ply entities (ESEs) optimally and efficiently. A time-ahead sched-
uler integrates an optimal algorithm to estimate the cost-optimal
(e.g., minimizing total energy cost) decision signals for various ESEs
by incorporating component based losses and efficiencies. Besides,
areal-time distributed robust control strategy is established execut-
ing a coordinated energy sharing mechanism by incorporating an
auxiliary power source. Time-triggered low-jitter wireless commu-
nication architecture is adopted to transfer the optimal decision
signals from the central scheduler to the distributed device level
local controller. A scenario based comparison of various ac/dc
models of a home area power network evaluates the strength of
the prospective HEMS.

Index Terms—Distributed control, energy optimization, power
scheduling, time-triggered communication.

1. INTRODUCTION

ANO-GRID (NG) is a significant building block of a smart
N grid. It integrates various energy supply entities (ESEs),
energy storage devices (ESDs), and intelligent energy devices
(IEDs) within a single power network [1], [2]. Recently, a hybrid
ac/dc NG configuration is introduced, that takes the advantage
of both ac and dc configurations along with off-grid mode
support [3], [4]. This configuration reduces the power conversion
stages and provides an efficient integration of distributed energy
resources (DERs) [5]. Since a hybrid NG is a complex power
network, so the power management framework would also be
obscure. The power management strategies based on the ISA-95
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TABLE I
LIST OF ACRONYMS
Abbr. M Abbr. M
AWGN | Additive white guassian noise IEDs Intelligent energy devices
DERs Distributed energy resources MPC Model predictive control
ESDs Energy storage devices MPPT | Maximum power point tracking
ESEs Energy supply entities MILP Mixed integer linear programming

GAS Grid auxiliary storage NG Nanogrid

HAPN Home area power network QAM Quadrature amplitude modulation
HEMS Home energy management system | SNR Signal to noise ratio
HBS Home battery storage VSI Voltage source inverter

standard are widely adopted that consists of hierarchical control
scheme [1]. This control scheme from bottom to the top includes
primary (decentralized), secondary (centralized), and tertiary
(global) control levels. However, in this article, the control
levels are defined based on the execution time-frame of the
control variables and the setting of the control loop [6]. The
primary control architecture (e.g., the local controller requires
local voltage values) allows the dispatchable device to act au-
tonomously in balancing and securing the power network. It
implements a grid forming robust control strategy to operate the
overall system [7]. Whereas, the centralized secondary control
mechanism (e.g., energy scheduler) is in charge of performing
various optimization operations. It optimizes the energy flow,
performing load demand and solar energy forecasting, economic
dispatch, and power scheduling [2]. This control phenomenon
usually predicts energy prices, power demands, and determines
the amount of power that can be exchanged among various
interconnected ESEs. A smart residential NG is also known
as a home area power network (HAPN) comprised of various
IEDs. Most of these IEDs are capable of being controlled and
monitored wirelessly (e.g., internet of things devices). Real-
time and accurate information exchange between controllers
and IEDs is needed for efficient HAPN operations. The best
candidate to implement such information sharing mechanism
would be the wireless sensor and actuator networks [8]. advance-
ment of communication technologies [8]. Distributed power
systems are usually limited by the energy constraints and the
data transmission bandwidth [9]. It is also beneficial to use the
communication networks effectively and economically. In this
regard, a significant contribution has already been made when
a robust distributed control strategy based on communication
was proposed to restore voltage and frequency under the condi-
tion of fixed time delay communication [10]. A discrete-time
distributed communication scheme is presented in [11] that
regulates the power flow and restoration of voltage/frequency
during plug-and-play device operations. A continuous exchange
of information between the distributed DERs is inefficient and
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can lead to congestion [12]. The above literature describes the
techniques of power-sharing that are continuously under stress
due to the sharing of high volumes of data between controllers
and IEDs resulting in frequent packet drops and increased de-
lays [13]. There are two ways to reduce communication traffic;
time-triggered and event-triggered communication strategies.
As an event-triggered control, because of less control update,
there is a little requirement for data transmission and comput-
ing power [9]. Furthermore, it is more resilient in supporting
different configurations without making a new system de-
sign [14]. In the literature, several work has been reported on
event-based control, e.g., primary local voltage control [15],
frequency control [16]-[18], and optimum power flow con-
trol [19]. However, when more DERs are to be controlled,
latency and jitter are more likely to occur [20]. Problems arise
when several control loops have to be serviced. Lowering the
latency in one control loop can affect the quality of the control
signal of another control loop. Using the time-variant controller,
a jitter correction is possible. However, it makes the algorithm
more complex and involves additional functions of the system,
such as timestamps [21]. On the other hand, time-triggered
techniques improve predictability by lowering latency jitters
and increase the performance [22]. Compared to event-triggered
architectures, these often contribute to greater latency, but if all
of the network’s contributing nodes are aligned to a global time,
then there is no jitter [8]. The time-triggered transmission is
regulated by predefined time windows having a time division
multiple access technique that leads to the benefit of a par-
tial deterministic behavior during periodic services. Therefore,
time-triggered communication is likely suitable for offline task
scheduling in any control network. Hence, in this work, we adopt
a time-triggered simplex communication approach to transfer
decision signals from the scheduler to the device-level robust
controller.

Moreover, the above literature identifies many of the major
research problems at the microgrid level, and to the best of our
knowledge, there are only a few HAPN-based studies. More-
over, the abovementioned literature did not address the solu-
tion strategies for hybrid ac/dc systems in HAPN that includes
system losses, nor they achieved optimal cost minimization
together with the equivalent energy sharing in both ac and
dc subgrids. Besides, the energy scheduling among intercon-
nected microgrids was achieved through the dc network or ac
network to reduce the complexity of the energy flow. Mostly
articles considered grid power flow as a single-controlled entity.
While our work demonstrates two-staged scheduling and control
framework as a distributive optimization strategy for minimizing
power losses during power distribution.

A. Our Contribution

The fundamental entanglement of this article is to demonstrate
a cost-optimal power-sharing phenomenon. To address the gaps
in the literature review, and to demonstrate a new practical
approach for optimized power flow in a smart grid, we propose
a scenario of HAPN with a hierarchical control framework as
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shown in Fig. 1. This control hierarchy comprises of two fun-
damental control frameworks classified into stage 1; secondary
control rolling horizon-based scheduler, and stage 2; primary
distributed coordinated control. Both stages are interconnected
with the help of wireless communication infrastructure.

At the first stage, the optimization problem of obtaining
cost-optimal scheduling signals for various ESEs is discussed.
Originally, the parameters associated with the optimization al-
gorithm are initiated and execute a forecasting algorithm [23] to
predict the future load demands and electricity price informa-
tion. The analytical models for PV source, storage, and HAPN
architecture are proposed here. These models further define the
working rules and the system constraints, which increases the
complexity of the power system under investigation. Also, it
determines the convergence challenges for the proposed optimal
algorithm. The scheduling decisions are optimized iteratively
on a time-ahead basis for the receding horizon of 24-h. The
optimal signals obtained from the scheduler are then transmitted
to various IEDs installed at home through wireless transmission.
To demonstrate a realistic communication phenomenon, we
incorporate packet-based transmitter and receiver in our model.
To make it more challenging, a multipath fading channel along
with additive white Gaussian noise (AWGN) is introduced.

Whereas, at the second stage, a robust control strategy tracks
down the signals received at the specific IED. It ensures the
operation of the device according to the optimal decision values
obtained from the scheduler. Hence, it always tracks the pre-
viously obtained values unless a new signal is received by the
controller. Moreover, a distributed power-sharing phenomenon
can also be observed at this stage by implementing a proportional
energy sharing strategy involving energy reserves (in form of
fuel cell, capacitor, or battery storage) for auxiliary operations
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during grid disconnection, demand uncertainties, and scheduler
signal loss.

This work is a significant extension of our earlier effort
illustrated in [1]. Here, we optimize the overall cost of the
energy and share the power more efficiently among various
IEDs, considering an efficient low latency communication link
and system inefficiency. In comparison to the previous works,
the major contributions of this study include:

1) Introducing an extensive component-based novel hybrid
ac/dc NG model for a HAPN. This model incorporates
real operational constraints for the power supplied by
conventional and renewable energy sources (RESs) at the
home level. Besides, it incorporates the cost of battery
life loss and the component-based cost of power losses
during energy exchange among dc and ac subgrids. While
previously, like in [24]-[26], the ac/dc power models were
developed for higher-level distributed microgrids ignoring
significant component’s power losses.

2) Moreover, in comparison to [25], [27], [28], where only
proportional power sharing was addressed. In this work,
a novel two-stage co-simulation framework is adopted
to implement multitime scale energy management and
control strategy. First, an offline optimization scheduling
strategy is proposed to minimize the total energy cost
through an optimal dispatch of ac/dc hybrid NG. Sec-
ond, a real-time coordinated power sharing mechanism is
adopted to balance the power flow in the power network.

3) Previously suggested distributed event-triggering commu-
nication in [14], [17], and [26] depends only on local
control data and local parameters. While in our work, a
local robust controller tracks the optimal data obtained
from the scheduler using time-triggered communication.
However, we idealize a lossless communication between
device-level control and the actuators. Our proposed time-
triggered data transmission between the offline sched-
uler and the local controller will significantly reduce the
transmission latency, jitter, and computing power asso-
ciated with the communication by using the time stamp
feature.

4) As compared to the conventional hierarchical control
structure of microgrids [24]-[27], the proposed architec-
ture is comprised of both secondary predictive control and
primary distributed robust control layers. It improves the
system predictability, redundancy and enables the plug-
and-play feature in HAPN. The secondary control layer
implements the analytical model of the HAPN, while the
primary control layer is comprised of a current-controlled
physical model of the HAPN components.

5) A performance comparison is made with some previous
works (i.e., [3], [4], [24]) based on the inclusion of various
types of losses and system topologies. Moreover, the im-
pact of the hierarchical control framework on the stability
and the economic operation of the ac/dc hybrid HAPN is
thoroughly analyzed.

The rest of this article is organized as follows. In Section II, the
problem formulation and system architecture are described that
includes the individual components modeling, their efficiencies,
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and the cost associated with these models. Section III presents
multistag power scheduling and sharing control framework. It
suggests the optimal and distributed control solutions using pro-
posed HEMS schemes. A comparison case study is presented in
Section IV followed by discussing the effects of communication
failures and the uncertainties in the power network. Finally,
Section V concludes this article.

II. PROBLEM FORMULATION AND SYSTEM ARCHITECTURE

The presented approach comprises of three-layer system
architecture for hybrid ac/dc HAPN is shown in Fig. 1. It
includes the optimal scheduling layer, cyber communication
layer, and electrical physical layer integrating robust coordinated
controller. The electrical physical layer includes the integra-
tion of the power distribution network and power electronic
components. A physical device is connected to the scheduler
through a cyber network from where it gets the reference power
signal for its operation. The cyber layer allows the data from the
scheduler to be shared with various power electronics converters.
Moreover, an auxiliary energy reserve device (for emergency
operations) is coordinated by a local energy sharing controller.
This coordinated control is attached to the physical network via
sensors and the actuators.

A. Model Dynamics for Energy Entities

1) Battery Storage Model: To demonstrate the cost-optimal
solution of a storage system, a model is required that describes
the overall power losses (P 10ss(t)) associated with the storage
system [2]. It may also includes the battery efficiency (1) and
the efficiency (1.on ) related to the converter attached to a battery

(M "Neon — 1) Po.den(t) = (1 ¢on — 1) Po.den(t)
Pb.loss(t) = (nbncon - I)Pb.ch(t) = (nb.con - I)Pb‘ch(t)
Pb.self (t); if Py ach(t)  Pp.cn(t)=0
(D

where discharging rate (P 40 (t)) is established when power
is positive, and the charging rate (P, .1 (t)) is established when
power sign is negative.

In addition, the difference in energy levels (Ep(At)) of a
battery during varying time slots (At = ¢ — (¢ — 1)) depends on
the battery charging, discharging rates, (dis)charging efficiency
factor (1p.con), and the battery self discharge (P seir(2))

Ey(A) = M.conPo.cn (t) — My bon Po.den (t)
— Pb.self(t)- YVt € {2 s T} . (2)
E,(t) also known as state of charge (SoC') that is the recipro-
cal of battery depth of discharge (DoD): SoC = (1 — DoD).

Whereas, the battery SoC is limited to its maximum FE} and the
minimum £, threshold

E, < Ey(t) < Ey, Wt (3)

where E, = (1 — DoD)E},. Furthermore, P, .(t) and
Py gcr(t) are also bounded by the maximum and minimum
values at any time ¢, such as

Pyon < TacyPocn(t) < Poen, Vt 4)
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Py aen < Tp.dacPo.den(t) < Pyaen, Vi (5)

where z4.p € {0,1} and 4. € {0, 1}.

2) Inverter Efficiency Model: The inverter acts as intercon-
necting converter to transfer power from the dc to the ac subgrid.
There is loss of power inside the inverter in the form of heat.
While transferring power, the inverter defines the phase angle of
the current being injected into the ac line. The current transferred
to the ac line is limited to upper threshold of the power (?mv,ac)
handled by the inverter,

Hence, it is established that an inverter may experience power
loss due to the power flow. This power can be from PV or
the battery. However, if it is impossible then this power can
be requested from the main grid. The self consumption of the
inverter is determined by the inverter’s efficiency data provided
in the datasheets or by 7iny = Sinv.ac/ Pac.iny-

3) Energy Demands Model: We have used a day-to-day en-
ergy request profile of a single home already set up in [2]. The
Center of Renewable Energy System Technologies develops
this model. In this model, the power utilization information for
the number of residents is gathered. It includes their everyday
activities in the home and the probability of activating a certain
appliance on the day of a week basis for the whole year [29].

B. HAPN Architecture

The HAPN architecture under consideration is shown in
Fig. 2. The service grid line is connected directly to the HAPN’s
ac subgrid and via an ac/dc converter to the dc subgrid. PV-array
and home battery storage (HBS) are coupled to the dc line
directly using their built in dc/dc converters. The dc subgrid
is further joined with ac line using a dc/ac inverter. Control-
lable switches are added in the system to implement the binary
operational constraints in the NG.

1) Grid-Tie Line: It is assumed that the dispatched power
(Sg.disp(t)) from utility grid is always lesser than the available
power (Sg.av(t)). Whereas, the utility grid is upper bounded by
its maximum threshold S,,.

Sg,disp(t) < Sg_av(t) < gg. Vt. (6)

The power available from utility at ac subgrid (S ac(t)) is

Sg.ac(t) = Sg.disp(t) - xg.dc(t) (n&i/dC)Pg.dc(t)) , vt (7
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where xg.4c(t) € {0, 1} and 7,c/qc) Tepresents converter effi-
ciency. The power available from utility grid at dc subgrid
(Py.4c(t)) is shown in (8); given that, z, . (t) € {0, 1}.

Pg-dC (t) = T(ac/dc) (Sg.disp(t) - xg.aC(t)Sg,ac (t)) .Vt (8)

2) PV-Array Connection: The dispatched power (Fpy disp())
from PV-array is limited to the available power (Ppyay(t))..
which is always lesser than the maximum of power harvested by

the PV (P, (1)), because some of it is lost during the processing
by maximum power point tracking (MPPT) algorithm.

va,disp(t) < va,av(t) < va(t)a vt (9)
given zpvac(t) € {0,1}. The power available from PV at dc
subgrid is

va.dc(t) = Tpv.dc (t)va.disp(t)a vi.

3) Battery Storage Connection: The NG integrates a battery
acting as a storage and a buffer with available power (P} ay(t))
limited by the capacity of the battery (E}) such as

Pb.av(t) < Eb. Vt.

(10)

an

The power available from the battery at dc subgrid (P qc())
during discharging is

Pyac(t) = min [Py gen(t), Po.av(t)] 2p.ac(t), Vit

where 3, 4.(t) € {0, 1}. The power available from dc line to
battery (Pyc.»(t)) is shown in (13), given that z4. ,(¢) € {0, 1}

Pae.s(t) = min [Puc(t), Po.cn(t), By — Pyay(t)], V& (13)

12)

where (Py.(t)) is the power available at dc subgrid.
4) DC Subgrid Connection: The power exchanged at dc bus
is
Tg.ae(t) Py.ac(t) + Tb.ac(t) Poac(t) + - ..
Zpy.dc (t)va.dc(t) = xdc.b(t)Pdc.b(t) cee
+ Zdc.inv (t)Pdc.inv(t)a vt

where Zqc.iny(t) € {0, 1}. Whereas, the further constraints ap-
plied at dc subgrid include: The battery’s charge and discharge
process can not take place concurrently

Tpae(t) + Taep(t) < 1. VL.

(14)

5)

DC subgrid cannot takes in the power from the grid at the time
when it is transferring power toward ac subgrid through the

inverter
l'g.dc(t) +xdc‘inv(t) <1, Vvt (16)

The discharging of the battery and the power from the utility
grid cannot be activated simultaneously
Tpde(t) + 2g.ac(t) <1, Vit 17)
5) AC Subgrid Connection: The power exchanges at ac
subgrid is
xg.ac<t)sg.ac(t) + xdc.inv(t)sinv.ac(t) = Sac.load<t); vt (18)
where
Sinv‘ac(t) = Pdc.inv (t) -

Pinv‘losth- (19)



MINHAS AND FREY: ROLLING HORIZON BASED TIME-TRIGGERED DISTRIBUTED CONTROL FOR AC/DC HOME AREA POWER NETWORK

Remark 1: The home occupants’ comfort is further guaran-
teed by making the supply power always greater than the load
demands i.e., Sreq.i0ad (t) < Sac.ioaa(t)-

C. Entities Cost Modeling

1) Battery Lifetime Loss Cost: Battery lifetime is usually
expressed as number of storage life cycles given by the man-
ufacturers. To obtain the storage life loss estimate, a generalized
ampere-hour (Ah) life-cycle storage model is used. At each
stage, the storage life loss (L (t)) is the ratio of the effective
consumed power (A. = Asoc(t) x A’c(t)) to the total effective
capacity (Aol = Mp.con X Ep) [30] and is shown as

Lf (t) = Ac/Atotal- Vt. (20)

The battery bank’s effective consumed power depends on both
the actual consumed power (A’,(¢)) and the storage’s operating
SoClevel (Asoc(t)) as seen in [30]. Whereas the average produc-
tive capacity of any lead-acid battery is determined on the basis
of data from deep-cycle lead-acid battery manufacturer [31].
That means, discharging battery at high SoC will increase the
lifetime of the storage. The calculated L¢(t) in (20) can be
used to establish a lifetime loss cost for the battery state and
is illustrated as

Coi(t) =Ls(t)Coin, Vt 2D

where C}, ;y is the investment cost of the battery bank.

2) Grid Energy Pricing: In this article, a real-time pricing
information is obtained from [32] to demonstrate the effective-
ness of dynamic grid pricing schemes C,(¢) for demand side
management strategies in smart homes.

3) Inverter Power Cost: Inverter power is actually the power
from battery, PV, and the losses induced by the inverter itself.
So, the inverter power cost (Ciyy.ac(t)) would be the operating
cost of the battery (¢) and PV (¢) and is illustrated in (22). This
operating cost per watt is a function of aggregated investment
cost to the working cycle of the component.

Oinv.ac(t) = @va.dc (t) + ¢Pygc. VI (22)
III. MULTISTAGE POWER SCHEDULING AND SHARING
CONTROL FRAMEWORK

The HAPN is a single energy network that combines power
in-feed from the electricity grid, photovoltaic arrays, residential
energy storage. Additionally, it provides power at a fixed voltage
standard to the residential appliances [33]. In this article, the
energy allocation strategies and robust real-time power sharing
mechanism are demonstrated by implementing a home energy
management system (HEMS) integrating power scheduling and
control strategies. Where, a primary control unit tracks down the
reference signals obtained from the scheduler, and activates the
devices accordingly. Furthermore, it compensates the voltage
deviations during load uncertainties or grid disconnection. It
activates distributed coordinated control for energy balancing
mechanism using reserve emergency power source, which in
our case is the grid auxiliary storage (GAS). GAS with energy
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status (Fgas(k)) is responsible for supplying HAPN with an-
cillary services (i.e., assistance for island operation and power
quality problems) [34]. With its dispersed organized control unit
consisting of a proportional and integral control system, GAS
power management monitors the disparity of the power network.
It consumes the network’s surplus capacity and provides power
through power shortages.

A two-staged model predictive control (MPC) based sched-
uler and control infrastructure is proposed in Fig. 3. At the first
step, an energy scheduler is installed at the secondary control
level, which means that the net cost of generated energy is min-
imized. It combines a prediction module with an optimization
algorithm that predicts the generation of time-ahead PV and the
load requests of the customer. Whereas, an optimal algorithm
optimizes the scheduling of ESEs, and generates the optimal
decision signals in the form of device power set-points. These
set-points are transmitted through a communication connection
to the primary controller of the system.

In addition, a rolling-time horizon based forecasting and
scheduling approach is proposed to reduce forecasting errors.
This acts on a time scale of several minutesi.e.,t € [1,2,...,T].
Whereas a robust control power allocation method is imple-
mented in the second level, operating at a time-scale of seconds,
ie.,k €[1,2,...,k],andis based on coordinated energy sharing
strategy. A system controller’s robust control mechanism contin-
uously monitors the received reference signal and thus regulates
the activation of the device along with its power levels [1], [35].

The energy management strategy focused on two-stage
scheduling and controlling mechanism is demonstrated in the
following algorithm. A linear programming based algorithm is
used to operate the scheduling strategy that takes the duration of
the whole day into account and analyses the future knowledge
of the resources and the load demands. The optimal values of
the control variables are estimated using mixed integer linear
programming (MILP) that minimizes the objective function
illustrated in (23). As a result, the statistical horizon shifts to
the next period in time and the whole process is repeated. The
sampling time is chosen to be ¢ = 15 min and the prediction
horizon length is 7" = 24 h.
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Algorithm 1: Algorithm for Power Cost/Balance Reci-
procity.

procedure Dynamic Scheduling & Control algorithm
System Initialization
Set parameter values
Set system bounds
Determine control variables initial values
for (t <T —1)do
Executing PV and load demand prediction strategy
Initialize system constraints
Initialize components constraints
while 21 # min(Cost) do
Executing optimal scheduling algorithm
end while
Store scheduling variables set (uZ(1) & u%(1))
Transmit decision signal to the device level controller
through WLAN.
Initializing distributed robust control
for (k<K —1)do
Executing robust control scheme on received signals
Tracking and applying signals decisions set
(uZ(k) & u (k)
while &2, # max(Balance) do
Executing coordinated control strategy for auxiliary
power sharing
Integrate real-time control variable set
(uen (k) & ugen(k))
end while
kE+—Fk+1
end for
tt+1
end for
end procedure
Conclude total energy utilization cost
Conclude real-time balancing phenomenon
Conclude ESEs utilization factor and penetration level
Conclude EEs loss factor and loss cost

A. Rolling-Horizon Based Optimal Power Scheduling

The goal is to minimize the total cost of energy provided by
the ESEs. This dilemma is conceived as a time-to-time energy
scheduling problem, such as

T
> {C(8)(Sguac(t)

t=1

P =

min
u? (t),uf(t)

+ Pyac(t)) + Co.i(t) + Ciny.ac(t)}-

st (1)—=(19). (23)

The consumption of PV power has a focus in our control
strategy. So, if it is unable to fulfill the load specifications,
the battery power would be used. If required, the power can
be fed from the grid. For any time frame ¢ the power demands
(Sreq.10ad (1)) must be fulfilled by a variation of the ESEs. Besides,
the problem can be solved under the influence of some security
constraints already discussed in Section II.
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A computational analysis of the problem to be assessed is
addressed as follows. Considering a HAPN, which requires a
collection of energy dispatchable entities 2 = {1,2,...,n"}
all associated with a single operating domain (Home). Let u?g €
R be the power shared at time-slot t € = {r,..., 7+ T —
1} by the particular energy entity and uZ € R is the entities’
binary activation set. A subset of entities (i.e., grid power, load
requirements) Pac is attached to the HAPN ac line, while a tuple
of generators (i.e., PV, HBS) Zpc is attached to the dc line.
HEMS evaluates the objective functions set &7 : R+ — R+,
sets the electricity supply costs for households at time-slot ¢,
and balances the power network at time-slot k.

1) Time-Triggered Communication Strategy: In this article,
we establish a model of HAPN incorporating time-triggered
WLAN 802.11ac high throughput communication link [36]. It
also integrates an AWGN fading channel [37] to demonstrate
the noise disturbances in the channel during transmission. Since
the scheduler and the IEDs are in close proximity within a
house, so apparently less noise and uncertainty in communi-
cation link is expected. We assume that the IEDs are in a
stationary condition, and the communication between HEMS
and IEDs is carried out in low-bandwidth simplex mode. This is
a simple unidirectional time-triggered communication strategy
that significantly reduces the unnecessary transmissions and
bandwidth consumption, making effective utilization of the
communication link. In this article, we demonstrate that the
signals are transmitting periodically at equidistant sampling
instants. As the time windows for all actions are predefined
by the offline scheduling, the outcome is a time system with
continuous latencies and no jittering. The delays are constant,
meaning a global synchronization is realized, and there is no
jitter. Regardless the number of IEDs are operating, each of
these has its own dedicated time slots to communicate with the
scheduler and the time invariant algorithms are used. MATLAB
communication toolbox related to TCP/IP-specific identifica-
tion, retransmission, as well as control of the queue length of
the router using the algorithm of random early detection, and
congestion avoidance are utilized for data transmission. The
communication model has three main components:

a) Transmitter: It comprises of two main communication
network layers including the data link layer and physical layer.
Data link layer generates data and control information signals.
It provides protocol and service information transfers between
peer layers of communicating IEDs. A transmitter creates a
physical layer convergence procedure service data unit and
encodes the bits to create a single packet waveform. Besides,
a quadrature amplitude modulation (QAM) technique is used
for transmitting data.

b) Channel: Our WLAN model operates using an unlicensed
radio frequency spectrum of 2.4 GHz, having a bandwidth of
20MHz with maximum throughput up to 800 Mbps. WLAN
channel bandwidth is defined to be 5 MHz.

¢) Receiver: The working concept of a receiver is to recover
a message from the transmitted packet. The receiver has two
components: packet detection and packet recovery. The task the
receiver has to implement including packet detection, time and
frequency synchronization, carrier frequency offset correction,
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(b)

Fig. 4. HAPN components architecture (Primary robust control perspective).

MIMO channel estimation, received packet demodulation, and
decoding the required data information.

B. Robust Power Tracking Control

1) ESDs Converter Control: The dc buck/boost converter
attached to the ESDs usually supports the voltages level both at
the storage side and as well as on dc subgrid side. The schematic
of a converter and the associated control framework is shown
in Fig. 4(a). The relevant control parameters associated with
the converter are the output voltage on dc subgrid side is Vi
while on storage side is V; and the current flowing through the
converter is ;. Whereas the control law for storage is based
on conventional robust control strategy comprised of the outer
voltage control loop and the inner current control loop. Both
loops include proportional and integral (PI) controllers to track
the reference voltage and current values, respectively [38]. The
reference input voltage V¢ is the voltage at which the dc
subgrid operates.

2) PV Power Support Control: Fig. 4(b) presents the PV
power converter topology and the control strategy to facilitate
the flow of energy from the PV generator. The solar panels are
attached to the dc subgrid using MPPT converter. The voltage
across the terminals of the PV panel is represented as Vy.
Whereas Vi is the output voltage and I,y is the output current
of the solar panel.

Practically, the voltage and the current values from the PV
panel are feed to the MPPT controller, which in return gives
out the reference voltage value to be controlled by the primary
controller attached to the converter. The MPPT controller is
based on the perturbation and observation method [38]. While
the primary control strategy is comprised of a PI controller along
with two-staged control loops, e.g., the outer voltage loop and
the inner current loop. Through PI-based voltage controller the
PV voltage V,y is forced to follow the reference voltage value
Vet obtained from MPPT.

C. Distributed Coordinated Control for Energy Balancing

Due to the preplanned schedule or unplanned disruptions, the
NG may work in off-grid operational mode. Therefore, reserve
energy sources must also be used in voltage/current-controlled
inverter (VSI) mode to provide fast voltage/frequency support.
VSI may provide active and reactive power support for HAPN
by compensating for a portion of the power required for voltage
and frequency reconstruction. Here, the objective is to balance

the supply and demand within the HAPN. The dilemma is then
formulated as a problem of real-time energy balancing and is
demonstrated as

P = min) {Sg~a0(k) + Pg~d0<k) + PpV~dC<k) + Pp.ac (k)

Ugas(
+ ugas(k) - Sac.]oad(k) - Pdc.b(k)}aVk
st (24)

Bgas.ch < ugas(k) Poas.dchs vk

where Ugys(k) = [Zgas (k) Peas(E)] is the control signal for acti-
vating auxiliary storage power (Py(k)). The available energy
in a GAS is bounded by upper (Egas) and lower (Egas) energy
thresholds. Although the charging and discharging rates of the
storage are constrained at any time k by the maximum and
minimum values as seen in (24).

1) Voltage Source Inverter Control: This section demon-
strates the topology and the control schematic of the inverter.
In this article, the power load is attached to the ac subgrid
and the priority is given to the dc supply to fulfill the load
requirements over the ac grid supply. To ensure the maximum
transfer of power from the dc subgrid to the ac subgrid the
voltages at the dc subgrid must be consistent. Due to which
the inverter is continuously under stress. A voltage controlled
VSI is implemented so that the unpredictable conduct of the
sustainable power sources could be controlled. Fig. 4(c) shows a
schematic of the grid-connected VSI and its control framework.
As indicated, the outer voltage control loop determines the dc
subgrid voltages for the inverter input. The voltage regulator
fundamentally decides the magnitude of the current to be infused
into the ac bus. While the dc bus voltage remains constant. PI
controllers are generally used to actualize the voltage regula-
tor [39].

The power shared by the GAS through VSI can be described
as [26]

Py = 09490 4 099497 Qs = 099790 — 9999 (25)

where 9 and 799 are the direct and quadrature components
of the ac bus current [, respectively, while v9% and v97 are
the direct and quadrature components of the ac bus voltage
Ve, respectively. A d—q reference frame transition is adopted,
which rotates with the common reference frequency (w), apply-
ing VSI control. The idea is to reproduce the working concept of
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Fig. 5.
(d) Grid DC power in-feed. (¢) HBS power exchange. (f) HBS state of energy.

TABLE II
SYSTEM PARAMETERS

Par: Value Par: Value Par: Value
Sear 5kVA Pprac LOSKW  Epjees  5kWh
SoEinitiar  2kWh Nb.con 0.95 8 0.8
Ep)gas 2KWh Nimv/Nacfac ~ 0.95 Nacjae  0.95
Ch.ive 2000 0] 0.001 @ 0.0012
t 15 min k 1 sec

synchronous generators and modify the input power as a function
of power, frequency, and voltage. To synchronize the system’s
phase angle, the phase-locked loop is used. Furthermore, L and
R reflect the inductance and resistance between the VSI and the
feeder bus forming an output filter. The local power control is
always compatible with the voltage of the bus (i.e., v9% =
and v99 = () can be interpreted as

P =990 Q = —p99499,

ac

(26)

It is also clear that the currents 79¢ and 97 will regulate the
active and reactive force, as long as these currents track the
current references /% and 7%, respectively. Further dynamics
of the VSI current controller can be expressed as [26]

Vid=v9?—wLi% + KT (%5 —i99)+ K! / (199~

ac™

9 dt (27)

9q
ref

Vid=091 — wLi9+ K P (i93—i99)+ K / (i93—97) dt  (28)

where K1 and KT are coefficients of the PI control.

IV. PERFORMANCE VALIDATION

To evaluate the performance of the scheduling algorithm and
the real-time control strategy an architecture of ac/dc HAPN
shown in Fig. 2 is used, along with proposed energy allocation
scenarios. A case study from [2] is adapted that integrates
electricity price indicators, load profiles, and solar radiation
profiles. The parametric values of various power entities used
are illustrated in Table II.

We also implemented a quantitative energy demand model
that realizes the exact amount of energy needs for a single house-
hold energy usage. The estimated number of active inhabitants in

AC/dc bus (w/o losses) versus ac/dc bus (with losses). (a) House occupants and their energy demands. (b) PV power in-feed. (c) Grid AC power in-feed.

TABLE III

HOME APPLIANCES ACTIVITIES AND CLASSIFICATION
Activity Appliance type l;)/[;izrc(y\i};:
Cooling Refrigertaor 110

Cassette / CD-player 15

Hi-Fi 100

Tron 1000
Consumer  Personal computer 141
electronics  Printer 335

TV 124

VCR / DVD 34

TV receiver box 27

Oven 2125
Cooking Microwave 1250

Kettel 2000

Small cooking 1000

Dish wascher 1131
Wet . .

Washing machine 406
Lighting Bulbs 190

ahousehold and their overall energy needs are shown in Fig. 5(a)
with a time resolution of 1 min. Whereas the the list of commonly
used power devices is illustrated in Table III.

Using optimization toolbox of “MATLAB,” the optimization
technique of MILP is used to obtain the optimal solution. A
feasible solution (the minimum requirement of convergence
guarantee) is sought using the MILP solver “intlinprog.” The
complexity of our dilemma is very immense, means

1) It has total of 12 binary and continuous optimization

variables.

2) It has 3 linear equality constraints.

3) Ituses 3 linear inequality constraints.

4) Ttuses 12 bounding condition constraints.

It takes 3 s for each iteration to take an integer solution to the
necessary optimality stage. In this problem, the necessary degree
of optimality is “integer feasible solution” and a relative gap of
0. The above investigation indicates that in the offline household
appliances scheduling situation, it is promising to implement the
suggested system.
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TABLE IV
ESES UTILIZATION FACTOR AND PENETRATION LEVEL

Parameters | Scenario A Scenario B Scenario C  Scenario D
PV ulitization factor (PV.y) 0.80 0.74 0.60 0.80
PV loss factor (PVyy) - 0.05 0.05 0.05
PV penetration level (PV,1) 0.46 0.43 0.35 0.46
HBS ulitization factor ~ (HBS,) 0.80 0.82 0.63 0.73
HBS loss factor (HBS;y) - - 1.5 2.5
HBS penetration level ~ (HBS,;) 0.17 0.20 0.09 0.16
Grid ulitization factor  (Gyy) 0.04 0.04 0.045 0.04
Grid loss factor (Gyy) - - - 0.005
Grid penetration level  (G) 0.52 0.55 0.64 0.6
Inverter loss factor [0 f) - - - 0.00018
TABLE V

ENERGY COST ESTIMATIONS
Parameters (“cent/day”) \ Scenario A Scenario B Scenario C  Scenario D
PV energy cost Cp) 31 29 24 31
HBS energy cost (Cp) 14 16 7 13
HBS lifecyle loss cost (Cpa) 2.7 2.8 2.7 2.5
Grid energy cost (Cg) 202 204 240 221
Total energy cost (Croral) 250 252 274 268

A. Comparison Study for Power Scheduling Scenarios

In the first part of discussing results, we have created five
different HAPN architectural scenarios to compare the results
obtained from the scheduler. These scenarios are illustrated as
follows:

1) A: AC bus without losses [1].

2) B: Hybrid ac/dc bus with PV losses [3].

3) C: Hybrid ac/dc bus with PV and HBS losses [2].

4) D: Allin Scenario C' with additional converter losses.

A correlation is made based on cost estimation of utilizing
energy from various ESEs. Moreover, we also observe the
utilization factors and the penetration levels of various power
generators in a HAPN. Hence, the previously mentioned sce-
narios A, B, C, and D are compared in Table IV and V.

Primarily, while looking into Table IV, the PV utilization
factor is highest in scenario D. It is due to the utilization of the
excess energy to compensate losses in converters as compared
to other scenarios. The power losses in the system are mainly
compensated by the dc subgrid. It is cheap to use PV and battery
to supply power in comparison to energy obtained from the ac
subgrid. While, the cost is relatively very high due to the utility
grid in-feed, especially for power loss compensation. However, it
isthe lowestin scenario C' as there is no converter loss involved,
and it is not so cheap to get supply from dc bus. Besides, it
uses an ac bus when the utility grid energy prices are relatively
lower. Moreover, the PV loss factor is almost the same for all the
scenarios because the efficiency factor is constant for any given
value of the power. Whereas the PV penetration level is highest
in scenario A and scenario D indicates that most loads are
supplied with PV source and it is lowest in scenario C.

In addition, HBS utilization factor is high in scenario B
followed by scenario A as shown in Table IV. One of the
reasons is that these scenarios did not take in the battery losses,
so it is efficient to use a maximum of battery in these scenarios
to supply power to the loads. In contrast, it is the lowest in
scenario C because the battery losses are considered. Further-
more, in scenarto D, the battery losses are increasing again
because it is cheap to use the battery to compensate converter
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losses. So, as the utilization factor of HBS increases, the loss
factor is also increased with it. Whereas the HBS penetration
level is highest in scenario B and lowest in scenario C. It
may be the same case as the utilization factor.

Furthermore, the grid utilization factor is high in scenario C'
because the power from the utility is cheap to use and also to
charge the battery attached at dc bus. A little of which is used
to compensate for the ac—dc converter losses. However, it is
lower in other scenarios because the HBS and converter loss are
neglected in those scenarios. The grid loss factor is increased
with introducing converter losses as shown in scenario D.
The penetration level is also increased with the utilization
factor.

The ESEs cost analysis mainly depends on the utilization
factor. Hence, if we look into Table V, we can see that the opera-
tional cost for PV source is high in scenario D and scenario A
and lowest in scenario C'. Similarly, the HBS operational cost is
highin scenario B, while lowest in scenario C. Moreover, the
battery life-cycle loss cost is highest in scenario B because the
battery is deeply charged, and according to the (22) the battery
degradation accounts a lot in this scenario. While it is lowest in
scenario D involving lesser variations in battery state of energy
(SoE). Power from grid costs higher in scenario C, where the
grid penetration level is a bit higher than the rest of scenarios.
In the end, while analyzing the overall operational costs and
the component loss factors of the HAPN, we suggest the best
architectural scenario operate with is scenario D.

Moreover, the graphical comparison of two extreme scenarios
is illustrated in Fig. 5. It shows a comparison of two ac/dc
topologies of a HAPN for lossless and lossy power network.
Scenario A has no loss while scenario D includes all the
losses. As shown in Fig. 5(b) the PV in-feed in both scenarios has
the same trend for the whole day with little variations. However,
the PV in-feed in scenario A is more fluctuating as compared
to scenarto D. This is due to the additional power required
to compensate for losses. Moreover, grid’s ac in-feed is much
higher in the network without losses as shown in Fig. 5(c).
Because the combined in-feed from battery and PV is lower as
compared to the network with losses. However, grid dc in-feed
is opposite to it as demonstrated in Fig. 5(d). It is due to power
loss compensation that is usually done by the dc bus. So, there
is always room to charge the battery from ac power using ac—dc
converter. In Fig. 5(e), the battery power exchange rates are
quite similar following the same pattern. But power rates are
more fluctuating in scenario A. Besides, the SoE of battery
considering losses is more often lower indicating high utilization
for power loss compensations.

The further analysis for scenario D is shown in Fig. 6,
indicating power utilization along with converter losses. This
scenario is more realistic and practical in nature as it demon-
strates the actual losses induced in the system due to the power
flow through various converters. For example, in Fig. 6(a), the
actual dispatched power from the PV module is always less than
the power obtained from the PV array. It is because of the losses
induced by the dc/dc converter attached to the PV array for
MPPT operation purposes. The converter efficiency is suggested
to be around 0.95 [2]. The zoom-in figure shows the clear picture
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TABLE VI
COMMUNICATION SYSTEM PARAMETERS

Model Parameters Channel Parameters

Distance within Tx & Rx 3 m Breakpoint distance 10 m
Carrier frequency 5.25¢9 Hz  RMS delay spread 50 ns
Channel bandwidth 20 MHz Maximum delay 390 ns
Modulation 16-QAM Rician K-factor 3 dB
Noise model AWGN Number of clusters 3
SNR 28 dB Number of taps 18
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Fig. 7. Frequency spectrum and data symbols output.

of the losses induced with the actual power obtained from the
PV module.

Furthermore, the utility grid power contribution to the dc bus
is shown in Fig. 6(b). As illustrated in Fig. 2, the ac supply is
attached to the dc bus through an ac/dc converter, which exhibits
an inefficiency of 0.5. Therefore, during power transfer, one can
see these power losses. This power transfer is usually activated
when the utility grid energy price is relatively atits minimum and
the batteries are being charged exploiting this benefit in off-peak
times.

In addition, the simulation for power exchange through the
battery is shown in Fig. 6(c). The charging and discharging rates
are activated alternatively according to (2). The efficiency factor
of a battery is already discussed in (1), which is the combination
of losses of the converter and the battery itself. The battery
may experience losses during both charging and discharging
operations. These losses are shown more clearly in the zoomed
window of the figure. Moreover, an inverter is placed between
dc and ac bus to supply the power from dc energy sources (i.e.,
Battery and PV array) to the ac loads. This inverter is capable of
providing power to the load side. As described in Section II, that
during power transfer the inverter exhibits some power losses,
which could possibly be released in the form of heat.

Hybrid ac/dc bus with losses. (a) PV power and losses. (b) Grid DC power and losses. (c) HBS power exchange and losses.
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Fig. 8. Master slave communication experimental setup.
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Fig. 9. Time-triggered communication setup between nodes.

B. Communication Link Performance Parameters and
Experimental Setup

The parameters of the communication system under investi-
gation are given in Table VL.

Furthermore, the signal strength is evaluated by the signal-
to-noise ratio (SNR). It affects the system’s output [e.g., the
signal strength gets lower if SNR reduces increasing bit error
rate (BER)] and declines the sensitivity. Fig. 7(a) shows the
difference of SNR in transmitted and received signal or can be
perceived as a path loss that accounts for about 50 to 60dB
of segregation among the waveforms before and after it passes
through the communication channel. This path loss originates
because of the distance of 3 m between the transmitter and
receiver incorporating shadowing effects and AWGN noise. The
received signal level deviations indicate the frequency selectivity
of the channel delay profile across the frequency spectrum. The



MINHAS AND FREY: ROLLING HORIZON BASED TIME-TRIGGERED DISTRIBUTED CONTROL FOR AC/DC HOME AREA POWER NETWORK

4031

§~ 0.5 E 0.5 E 0.5
£ 1 g 3
T ] T =
(=] o o
a.0.5 a.0.5 o .0.5
00:00 12:00 23:59 00:00 12:00 23:59 00:00 12:00 23:59
Time(sec) Time(sec) Time(sec)
(a) (b) ()
Fig. 10.  Real-time HAPN operation. (a) Load demand uncertainty. (b) Grid auxiliary storage power exchange. (c) System balancing.

SNR ratio we calculated for good communication is 28 dB.
Below this SNR value, the probability of error goes higher.

Moreover, the equalized data symbols for each packet pro-
cessed are displayed in Fig. 7(b). The figure shows the constel-
lation of the equalized symbols at the output. It indicates the
midpoint of each QAM constellation is almost with no error and
the red dots around the midpoint depict the analytical position
of each data point with noise. The less spreading (lower range
of constellation spread) of these data points indicates low bit
error rates. Increasing the channel noise may cause to spread
of the distinct constellation points resulting in elevating error
rates. In this work, a total of 1.416 x 10% packets are generated
and transmitted over a period of 24 h. In the current design,
we have used raspberry pi as master (secondary controller)
and slave (primary controller) nodes and have implemented
a communication channel between them as shown in Fig. 8.
One of the raspberry pi acts as a slave collecting information
from the devices/sensors (i.e., internet of things) and acts as a
local primary controller to control those devices. Whereas the
other one acts as a scheduler generating optimal control signals.
The existing infrastructure of the network stack in the Linux
operating system of raspberry pi is used for communication. In
this case, TCP with underlying IP as a network layer is used.
The decision is made based on the priority of data integrity over
speed. Besides, we have planned to make use of the existing
internet infrastructure. Because of these reasons TCP/IP was
used for communication between the master and slave nodes.
Moreover, the master—slave communication between two nodes
can be seen in Fig. 9. The decision of choosing TCP/IP is also
justified here as no packet is lost and all the packets, which are
lost are retransmitted. The data transmitted from the secondary
controller and received at the primary controller is evaluated
with good accuracy.

C. Power Sharing During Communication Failure and
Load Uncertainties

A Simulink model of a NG presented in Fig. 1 is utilizes to test
the real-time control policy for scenario D. To address the load
demand dynamics, an unforeseeable volatile load demand model
composition is assimilated into the real-time power system as
seen in Fig. 10(a). To preserve the power balance of the energy
network auxiliary storage is attached, which looks after any
imbalance in the system resulting from the unforeseen changes
in the solar power output, the load demands, or the loss of
signal from the scheduler. Finally, in the previously expected
load demand model, a load interruption model is consolidated.

For instance, the foretold power load is disengaged for 3600 s at
20h of the day possibly due to the communication interruption.
This phenomenon models an uncertain situation for a primary
controller to handle with immediate action. The GAS deals with
both the load addition and the load discontinuity. As seen in
Fig. 10(b), it acts as a buffer that absorbs additional energy in
the system and adds energy while the system is lower in energy.

There are some power spikes visible in Fig. 10(c) demon-
strates the start of power network asymmetry. The auxiliary
storage fixes the irregularity in a timely manner by adding
extra power during the night while the load is disconnected.
During load disruption and ambivalence, the ESEs are still
programmed to supply energy in compliance with the scheduler
management decision. The GAS is therefore remunerating the
expected imbalance energy. Here, it is worth specifying that the
HAPN could be directly balanced by the grid. However, massive
on-demand energy prices can increase the cost to the customer.
Insignificant differences in the zoomed pane of Fig. 10(c) show
the chattering effect induced by the action of the controller.

V. CONCLUSION

This work presents a rolling horizon-based time-trigged
scheduling and distributed coordinated control for power sharing
in a hybrid ac/dc HAPN. A novel three-layered multitime scale
HEMS is introduced. For different dispatchable ESEs using a
MILP-based approach, the suggested secondary control sched-
uler offers the optimum cost scheduling decision vector. The
wirelessly distributed decision signals to the local device level
control are influenced by additive noise and restricted band-
width limits. Besides, the signals received at the local primary
controller are used as a reference value for operating the target
physical device using power electronics. The robust control
strategy employing proportional and integral control guarantees
the tracking of those reference signals. Furthermore, during
signal loss or power imbalance, a distributed coordinated control
successfully achieves the power sharing utilizing grid auxiliary
reserve power source by autonomously compensating the im-
balance. A comparative analysis of various HAPN architectural
scenarios shows the impact of losses on overall energy cost. In
addition, through MATLAB/SimPowerSystems, the output of
the proposed control strategy is validated. We will concentrate
on extending this work to multiagent control framework at the
microgrid level in our further work. For both offline scheduling
and online robust control mechanisms, we would also like to
introduce hybrid time/event-triggered communication schemes.
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