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Abstract— Reconfigurable intelligent surfaces (RISs) represent1

a promising candidate for sixth-generation (6G) wireless net-2

works, as the RIS technology provides a new solution to control3

the propagation channel in order to improve the efficiency of4

a wireless link through enhancing the received signal power.5

In this paper, we propose RIS-assisted receive quadrature space6

shift keying (RIS-RQSSK), which enhances the spectral efficiency7

of an RIS-based index modulation (IM) system by using the8

real and imaginary dimensions independently for the purpose9

of IM. Therefore, the error rate performance of the system is10

improved as all RIS elements reflect the incident transmit signal11

toward both selected receive antennas. At the receiver, a low-12

complexity but effective greedy detector (GD) can be employed13

which determines the maximum energy per dimension at the14

receive antennas. A max-min optimization problem is defined to15

maximize the received signal-to-noise ratio (SNR) components at16

both selected receive antennas; an analytical solution is provided17

based on Lagrange duality. In particular, the multi-variable18

optimization problem is shown to reduce to the solution of a19

single-variable equation, which results in a very simple design20

procedure. In addition, we investigate the average bit error21

probability (ABEP) of the proposed RIS-RQSSK system and22

derive a closed-form approximate upper bound on the ABEP.23

We also provide extensive numerical simulations to validate24

our derivations. Numerical results show that the proposed25

RIS-RQSSK scheme substantially outperforms recent prominent26

benchmark schemes. This enhancement considerably increases27

with an increasing number of receive antennas.28

Index Terms— 6G, reconfigurable intelligent surface (RIS),29

spatial modulation (SM), space-shift keying (SSK), quadrature30

space-shift keying (QSSK), greedy detector (GD).31
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I. INTRODUCTION 32

IN WIRELESS communications, the recent emergence of 33

many new applications and services necessitates the advent 34

of new technologies in order to support a very large number 35

of mobile devices as well as massive machine-type com- 36

munications. To this end, several new technologies have 37

emerged in fifth-generation (5G) wireless networks, including 38

massive multiple-input multiple-output (MIMO) (mMIMO), 39

millimeter-wave (mmWave) communications and small cells. 40

However, these technologies intensify the use of energy and 41

the hardware cost, which makes practical targets difficult to 42

reach. In addition, 5G appears to be insufficient to meet the 43

forthcoming requirements of next-generation wireless com- 44

munications, as 5G technologies only target the endpoints 45

of a wireless link, and make no attempt to influence or 46

design the wireless environment which plays a major role 47

in degrading the link’s efficiency. Therefore, controlling the 48

propagation channel has received growing attention in the last 49

few years, and accordingly the technology of reconfigurable 50

intelligent surfaces (RISs) is a potentially key approach for 51

sixth-generation (6G) wireless networks [1], [2], [3], [4], [5], 52

[6], [7], [8]. 53

RISs are electromagnetic surfaces that can be electronically 54

controlled by the network operator. An RIS consists of an 55

array of small, low-cost and nearly-passive scattering elements 56

that can induce a pre-designed phase shift in the incident 57

wave. Thus RISs can modify in an energy-efficient manner the 58

scattering, reflection and refraction of the environment with a 59

view to enhancing the efficiency of a wireless network. 60

In [9], an RIS was deployed to enhance a communication 61

system in two different scenarios: an RIS-based single-input 62

single-output (SISO) scheme, where an RIS acts as a reflector 63

and helps to perform beamforming, and an RIS-access point 64

(RIS-AP) scheme, in which an RIS is utilized as a transmitter 65

(access point) to convey the information bits through the 66

phases of the RIS elements. For each scheme, the symbol error 67

probability (SEP) of the system was analyzed and an enor- 68

mous benefit was demonstrated compared to the conventional 69

wireless system without the RIS. An RIS was deployed in 70

a multiple-input single-output (MISO) system in [10], where 71

the RIS, in addition to beamforming, also conveys its own 72

information data via reflection pattern modulation (RPM). An 73

alternating optimization (AO) algorithm was used to optimize 74
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active and passive beamforming, respectively, at the transmitter75

and RIS, in order to maximize the signal power at the receiver.76

A multi-user RIS-based downlink communication system was77

considered in [11] and an optimization problem was defined to78

maximize the energy efficiency of the system; again, an AO79

algorithm was applied to optimize both the transmit power80

allocation and the phases of the RIS elements. In [12], the81

projected gradient method (PGM) was used to maximize82

the achievable rate in an RIS-based MIMO communication83

system.84

On the other hand, spatial modulation (SM), or more85

generally index modulation (IM), has been widely under86

investigation in the last decade due to its inherent energy87

efficiency. Massive connectivity results in enormously increas-88

ing energy consumption, while in IM part of the information89

is conveyed by the indices of the available resources, e.g.90

transmit or receive antennas, frequency-domain subcarriers,91

etc., such that only a subset of the energy-consuming resources92

are activated at any time; this characterizes IM as an energy-93

efficient solution. Therefore, IM has been recognized as94

another promising technology in 6G systems, thus motivating95

researchers to develop RIS-based IM systems. In particular,96

RIS-space-shift keying (RIS-SSK) and RIS-spatial modulation97

(RIS-SM) systems were introduced in [13], where indices98

of receive antennas can be considered to realize IM, while99

an RIS was deployed at the transmitter as an access point.100

The bit error rate (BER) performance of these systems was101

investigated and compared to that of the RIS-AP scheme102

in [9]. Inspired by [13], the authors in [14] analyzed the BER103

performance of a MISO RIS-assisted space-shift keying (SSK)104

system where the index of the transmit antenna conveyed105

the information. In [15], a new RIS-based SM paradigm106

was proposed in which the indices of both the transmit and107

receive antennas are selected in order to convey information;108

hence, the spectral efficiency is increased at the expense of109

a higher receiver complexity. Inspired by quadrature spatial110

modulation (QSM) proposed in [16], which implements SM111

independently on the real (in-phase) and imaginary (quadra-112

ture) dimensions, RIS-aided receive quadrature reflecting mod-113

ulation (RIS-RQRM) was proposed in [17]. In this approach,114

the RIS elements are divided into two equal groups each of115

which independently performs SM. Although this technique116

doubles the spectral efficiency, it suffers from a degraded BER117

performance compared to RIS-SM. The concept of SM has118

been extended to generalized spatial modulation (GSM) in [18]119

and [19] to increase the spectral efficiency of the RIS-based120

wireless system. However, in these schemes, the RIS elements121

are divided into a number of groups in order to maintain122

beamforming toward multiple selected receive antennas, which123

yields a reduction in the received signal power. Another124

RIS-based SSK scheme (SSK at the transmitter side, similar125

to [14]) was proposed in [20]. In this scheme, however,126

the RIS was assumed to have no knowledge regarding the127

transmit data, and therefore an optimization problem was128

defined to maximize the minimum squared channel-imprinted129

Euclidean distance at the receiver. The authors also proposed130

an extension to the scheme such that the RIS, in addition131

to reflecting the incident SSK signal, also transmits its own132

information via an Alamouti space-time block code (STBC). 133

In [21] and [22], the concept of IM has been applied within 134

the RIS entity, in which the RIS elements are divided into 135

two groups so that IM can be implemented on these groups 136

in order to transmit environmental data to the receiver, similar 137

to the reflection pattern modulation (RPM) scheme of [10]. 138

However, in all of the aforementioned studies, each group 139

of RIS elements separately targets one receive or transmit 140

antenna for the purpose of implementing SM. Despite the 141

advantages of SM, the spectral efficiency of SM needs to 142

be improved, and this can be performed by introducing other 143

variants of SM such as quadrature spatial modulation (QSM) 144

or GSM, which require two or more antennas to be activated. 145

The proposed solutions so far, however, cut down the effec- 146

tive number of RIS elements. Hence, the spectral efficiency 147

increases only at the cost of a reduction in the received signal 148

power. 149

Against this background, in this paper we introduce a 150

new paradigm for RIS-based IM in which the information is 151

conveyed through the indices of two selected receive anten- 152

nas. The resulting approach has the property that all RIS 153

elements can independently perform beamforming onto the 154

two selected receive antennas. The contributions of this paper 155

are as follows: 156

• Inspired by QSM, we propose a novel RIS-assisted IM 157

scheme, namely RIS-assisted receive quadrature space- 158

shift keying (RIS-RQSSK), in which all RIS elements 159

simultaneously maximize the signal-to-noise ratio (SNR) 160

of the in-phase and quadrature components of the 161

received signal at the selected antennas. That is, the SNR 162

associated to the real part of the signal at one antenna 163

and the SNR associated to the imaginary part of the 164

signal at the second antenna are maximized in order to be 165

detectable by a simple greedy detector (GD). Therefore, 166

the spectral efficiency is increased compared to con- 167

ventional SSK, without significant additional complexity 168

or cost. 169

• We propose a max-min optimization problem in order 170

to maximize the two relevant SNR components. Since 171

this problem is non-convex, we determine its dual prob- 172

lem, which is convex and admits an analytical solution. 173

Specifically, the joint optimization of the RIS phase shifts 174

reduces to solving a single-variable equation in order to 175

determine each optimal RIS phase shift. We also show 176

that with a large number of RIS elements the solution of 177

this equation tends to a constant value, thus providing a 178

very simple design procedure to control the phase of the 179

RIS elements. 180

• We analyze the average bit error probability (ABEP) of 181

the RIS-RQSSK system. We also use approximations in 182

order to derive a closed-form approximate ABEP which 183

is tight in the SNR range of interest for a large number 184

of RIS elements. 185

• Finally, we investigate the BER performance of the 186

RIS-RQSSK system through numerical simulations and 187

compare the results with those of the most prominent 188

recently proposed schemes. The results show that the 189

proposed RIS-RQSSK system significantly outperforms 190
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Fig. 1. A schematic representation of the proposed RIS-RQSSK system.

these benchmark schemes, and that the performance191

enhancement improves with an increasing number of192

receive antennas.193

The rest of this paper is organized as follows. We describe194

the RIS-RQSSK system model in Section II. In Section III,195

we formulate the optimization problem and investigate its196

analytical solution. The ABEP performance of the proposed197

RIS-RQSSK system with and without polarity bits is analyzed198

in Section IV. Numerical simulations and comparisons with199

the benchmark schemes are provided in Section V. Finally,200

Section VI concludes this paper.201

Notation: Boldface lower-case letters denote column vec-202

tors, and boldface upper-case letters denote matrices. v > 0203

(resp., v ≥ 0) indicates that all elements in vector v are204

positive (resp., non-negative). u � v represents the element-205

wise product of two equal-sized vectors u and v. The206

superscripts (·)T and (·)H denote transpose and Hermitian207

transpose, respectively. (·)R and (·)I denote the real and208

imaginary components of a scalar/vector, respectively. E {·}209

and V {·}, respectively, denote the expectation and variance210

operator. N (
μ, σ2

)
(resp., CN (

μ, σ2
)
) represents the normal211

(resp., complex normal) distribution with mean μ and variance212

σ2. χ2
d and χ2

d (λ) denote central and non-central chi-square213

distributions, respectively, with d degrees of freedom and non-214

centrality parameter λ. Finally, the set of complex matrices of215

size m × n is denoted by Cm×n.216

II. SYSTEM MODEL217

The proposed RIS-assisted receive quadrature space-shift218

keying (RIS-RQSSK) system is illustrated in Fig. 1. In this219

scenario, we consider an RIS-AP1 scheme in which the RIS220

forms part of the transmitter and it reflects the incident wave221

emitted from a single RF source which is located in the vicinity222

of the RIS such that the path loss of the link between the223

RIS and the RF source is negligible. The RIS is equipped224

with N reflecting elements whose phases are controlled225

by the transmitter through the RIS controller. We assume226

that the receiver, which is equipped with Nr antennas, can227

only receive the signal reflected from the RIS elements.2228

1It is also possible to use a phased array antenna to implement the proposed
RQSSK system; however, RIS is a very promising new technology which
has many advantages over existing technologies (nearly-passive operation,
full-duplex capability without significant self-interference, etc.), and is being
considered as a potential candidate for future smart radio networks. For this
reason, we investigate the use of the RIS-AP in this research work.

2Note that this is not a naive assumption; if a direct path from the RF
source to destination exists, this is mathematically equivalent to the addition
of another RIS element, in the sense that the channel model is still given by
an expression of the form of (1).

The concept of RIS-AP was first introduced in [1] and [9]; 229

later, in [13], this model was extended to cover RIS-aided 230

wireless communication systems using IM techniques. 231

The baseband receive signal at receive antenna l is given by 232

yl =
√

Eshlθ + nl, (1) 233

where hl = [hl,1, hl,2, . . . , hl,N ] ∈ C1×N is the l-th row 234

of H ∈ CNr×N , which is the channel matrix of the link 235

between the RIS and the receiver whose elements are i.i.d and 236

distributed according to CN (0, 1). θ ∈ CN×1 is the vector 237

that consists of the reflection coefficients of the RIS elements, 238

such that |θi| = 1 for i = 1, 2, . . . , N (here we assume lossless 239

reflection from the RIS). Es is the transmitted energy from the 240

RF source per IM symbol, and nl ∈ C is the additive white 241

Gaussian noise at the l-th receive antenna that is distributed 242

according to CN (0, N0). Hence, the SNR is equal to Es/N0. 243

In the proposed RIS-RQSSK system, the input data bit 244

stream is split into blocks of R = 2 (log2 Nr + 1) bits; one 245

packet of log2 Nr + 1 bits is mapped to an in-phase (real) 246

signal, while the other packet of log2 Nr +1 bits is mapped to 247

a quadrature (imaginary) signal. In each of the two constituent 248

packets of (log2 Nr +1) bits, the first log2 Nr bits are mapped 249

to one receive antenna index and the final bit determines 250

the corresponding polarity. In fact, the transmitted data bits 251

determine the indices of two selected receive antennas. Unlike 252

RIS-SSK [13], where the transmitter aims to maximize the 253

SNR at one specific receive antenna, in the proposed scheme 254

the transmitter independently selects two receive antennas. 255

That is, the transmitter aims to simultaneously maximize the 256

SNR of the real part of the signal at the first selected receive 257

antenna, while also maximizing the SNR of the imaginary part 258

of the signal at the second selected receive antenna. Recalling 259

RSM techniques within MIMO systems, receive antenna selec- 260

tion can be performed via implementing a precoding matrix 261

along with a transmit vector at the transmitter; however, in the 262

RIS-AP scheme, where the transmitter (RF source) is equipped 263

with only one antenna, passive beamforming via adjusting the 264

phase of the RIS elements conducts the antenna selection 265

task. In the next section, we will show in detail how the 266

RIS reflection coefficient vector θ is optimized to perform 267

the so-called passive beamforming. Note that in this work, 268

we assume that the transmitter has perfect knowledge of the 269

channel state information (CSI) that is needed in order to 270

calculate the optimal RIS phase shifts. 271

Suppose that m and n are the selected antenna indices for 272

the real and imaginary parts, respectively. After expanding (1) 273

for selected antennas m and n, and separating the real and 274

imaginary parts, we have 275

yR
m =

√
Es

[
hR

mθR − hI
mθI

]
+ nR

m, (2) 276

yI
n =

√
Es

[
hR

n θI + hI
nθR

]
+ nI

n. (3) 277

The receive signal components (2) and (3) suggest that θ 278

needs to be optimized in order to maximize the relevant SNRs. 279

After this SNR maximization has been performed, a simple but 280

effective greedy detector (GD) can be employed to detect the 281

selected receive antennas without the need for any knowledge 282
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of the CSI at the receiver. Then, the GD operates via283

m̂ = arg max
m∈{1,2,...,Nr}

{(
yR

m

)2}
, (4)284

n̂ = arg max
n∈{1,2,...,Nr}

{(
yI

n

)2}
. (5)285

That is, the GD estimates the antenna indices by indepen-286

dently searching over the instantaneous energy of the real287

and imaginary parts of the signal at the receive antennas and288

choosing the one with highest energy in each case (note that289

we may have m̂ = n̂). After this, the polarity bits can be290

detected simply by testing the sign of each of the values291

yR
m̂ and yI

n̂ .292

While the GD, being a low-complexity and energy-efficient293

detector, is considered as the superior approach for symbol294

detection at the user side, optimum maximum likelihood (ML)295

detection can also be implemented at the receiver. The ML296

detector operates via297 (
m̂, n̂, d̂m, d̂n

)
298

= arg min
m,n,dm,dn

Nr∑
l=1

(
yl −

√
Eshlθ

� (m, n, dm, dn)
)2

,299

(6)300

where θ� (m, n, dm, dn) is the vector of optimum phase shifts301

of the RIS elements corresponding to both the selected pair of302

antennas (m, n) and the pair of polarity bits (dm, dn). In the303

next section we will show how θ� is related to (m, n, dm, dn).304

We will see later in Section V that the performance of the ML305

detector is considerably close to that of the GD, especially for306

large values of N , so that the additional complexity of ML is307

not worthy of being implemented.308

III. PROBLEM FORMULATION309

In this section, we define the optimization problem for the310

proposed RIS-RQSSK system to find the optimum phase shifts311

of the RIS elements. Here m and n denote the selected antenna312

indices based on the input data bits for the real and imaginary313

parts, respectively (note that we may have m = n). Therefore,314

the transmitter aims to maximize the SNR of the real part of315

the signal at antenna m, denoted by SNR(R)
m , and the SNR316

of the imaginary part of the signal at antenna n, denoted by317

SNR(I)
n , at the same time. Recalling (2) and (3), SNR(R)

m and318

SNR(I)
n may be expressed as319

SNR(R)
m =

2Es

(
hR

mθR − hI
mθI

)2

N0
, (7)320

SNR(I)
n =

2Es

(
hR

n θI + hI
nθR

)2

N0
. (8)321

Note that the same variables exist in (7) and (8), therefore, it is322

not feasible to separately maximize these SNR values. Hence,323

we define a max-min optimization problem to maximize the324

minimum of these two SNRs. This optimization problem can325

be defined as3
326

max
θR,θI

min
(∣∣∣hR

mθR − hI
mθI

∣∣∣ , ∣∣∣hR
n θI + hI

nθR
∣∣∣) 327

s.t.
(
θRi
)2

+
(
θIi
)2

= 1, for all i = 1, 2, . . . , N. (9) 328

Then, re-expressing in the standard form by defining an 329

auxiliary parameter t, the optimization problem can be 330

defined as 331

min
θR,θI ,t

f0

(
θR, θI , t

)
� t 332

s.t. f1

(
θR, θI , t

)
� −

∣∣∣hR
mθR − hI

mθI
∣∣∣− t ≤ 0, 333

f2

(
θR, θI , t

)
� −

∣∣∣hR
n θI + hI

nθR
∣∣∣− t ≤ 0, 334

hi

(
θR, θI , t

)
�
(
θRi
)2

+
(
θIi
)2 − 1 = 0, 335

∀i = 1, 2, . . . , N. (10) 336

This problem is a non-convex optimization problem, as there 337

exist non-linear equality constraints. Hence, to reformulate 338

this problem in the form of a convex optimization prob- 339

lem, we consider the Lagrange dual of this problem. Then, 340

we investigate the analytical solution of the resulting convex 341

problem. Moreover, it is worth noting that due to the appear- 342

ance of the absolute value operation in the definitions of f1 343

and f2, the Lagrange dual function needs to be calculated in 344

four cases: 345

Case 1. 346

hR
mθR − hI

mθI ≥ 0 and hR
n θI + hI

nθR ≥ 0, 347

Case 2. 348

hR
mθR − hI

mθI ≥ 0 and hR
n θI + hI

nθR < 0, 349

Case 3. 350

hR
mθR − hI

mθI < 0 and hR
n θI + hI

nθR ≥ 0, 351

Case 4. 352

hR
mθR − hI

mθI < 0 and hR
n θI + hI

nθR < 0, 353

where each case corresponds to a particular combination of 354

the polarity bits, and it is then required to solve for the 355

optimum phase angles. In the following, we show in detail 356

how this problem can be solved for Case 1; the solution for the 357

other three cases proceeds similarly. In Case 1, the Lagrange 358

function associated with the problem in (10) is defined as [23] 359

L
(
θR, θI , t, λ, ν

)
360

= f0

(
θR, θI , t

)
+

2∑
j=1

λjfj

(
θR, θI , t

)
361

3It is worth mentioning that minimizing the relevant in-phase/quadrature
received energy at the non-selected antennas is also desired; however, this
is not straightforward to achieve via simply adjusting the phase shifts of the
RIS elements, i.e., passive beamforming. Therefore, here we only target the
maximization of the received energy at the selected antennas. In addition,
an insight into the performance of the system can be obtained when our
proposed approach is used, namely, we will see later in Theorems 1-3 that our
proposed solution provides the maximum average signal amplitudes (positive
or negative, depending on the polarity bits) at the selected antennas while
maintaining an average signal amplitude of zero at the non-selected antennas.
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+
N∑

i=1

νihi

(
θR, θI , t

)
362

= (1 − λ1 − λ2) t − λ1

(
hR

mθR − hI
mθI

)
363

−λ2

(
hR

n θI + hI
nθR

)
364

+
N∑

i=1

νi

((
θRi
)2

+
(
θIi
)2 − 1

)
, (11)365

where λ = [λ1, λ2]
T ≥ 0 and ν = [ν1, ν2, . . . , νN ]T are366

vectors of Lagrange multipliers. Considering the Lagrange367

function, the objective function of the Lagrange dual problem368

is computed as369

g (λ, ν) = inf
θR,θI ,t

L
(
θR, θI , t, λ, ν

)
. (12)370

The Lagrange function in (11) is a quadratic function of371 (
θR, θI), therefore, it is lower bounded if ν > 0, i.e., if the372

function is convex quadratic in
(
θR, θI). Therefore, we can373

find the minimizing
(
θR, θI) from the optimality conditions374

∇θRL
(
θR, θI , t, λ, ν

)
375

= −λ1

(
hR

m

)T − λ2

(
hI

n

)T
+ 2ν � θR = 0, (13)376

and377

∇θIL
(
θR, θI , t, λ, ν

)
378

= λ1

(
hI

m

)T − λ2

(
hR

n

)T
+ 2ν � θI = 0. (14)379

Thus, we obtain380

θR
�

i =
λ1h

R
m,i + λ2h

I
n,i

2νi
, i = 1, 2, . . . , N, (15)381

θI
�

i =
−λ1h

I
m,i + λ2h

R
n,i

2νi
, i = 1, 2, . . . , N. (16)382

In addition, L
(
θR, θI , t, λ, ν

)
is a linear function of t;383

therefore, it is bounded below only when the coefficient of384

t is equal to zero, i.e.,385

1 − λ1 − λ2 = 0. (17)386

Then, by substituting (15), (16) and (17) into (11), the387

Lagrange dual can be written as (18), shown at the bottom388

of the page. As a result, the Lagrange dual problem is389

defined as390

min
λ,ν

− g (λ, ν)391

s.t. λ1 + λ2 − 1 = 0 392

λ1, λ2 ≥ 0 393

νi > 0, i = 1, 2, . . . , N. (19) 394

Note that g (λ, ν) is a concave function of ν with ν > 0, thus, 395

the optimal point over ν can be found from the optimality 396

condition ∇νg (λ, ν) = 0, which yields 397

ν�
i =

1
2

√(
λ1hR

m,i + λ2hI
n,i

)2 +
(−λ1hI

m,i + λ2hR
n,i

)2
, 398

(20) 399

for all i = 1, 2, . . . , N . Substituting (20) into (18), the 400

problem (19) is updated as 401

min
λ

N∑
i=1

√
(λ1Ai + λ2Bi)

2 + (λ1Ci + λ2Di)
2

402

s.t. λ1, λ2 ≥ 0, 403

λ1 + λ2 − 1 = 0, (21) 404

where we define Ai = hR
m,i, Bi = hI

n,i, Ci = −hI
m,i and 405

Di = hR
n,i, to simplify the notation. λ2 also can be eliminated, 406

hence the problem can be expressed as 407

min
λ1

N∑
i=1

√
(λ1Ai+(1−λ1)Bi)

2+(λ1Ci+(1−λ1)Di)
2

408

s.t. 0 ≤ λ1 ≤ 1. (22) 409

The Lagrange function associated with this problem is 410

given by 411

L(1) (λ1, α, β) 412

=
N∑

i=1

√
(λ1Ai + (1 − λ1) Bi)

2 + (λ1Ci + (1 − λ1)Di)
2

413

−αλ1 + β (λ1 − 1), (23) 414

where α ≥ 0 and β ≥ 0 are the Lagrange multipliers for 415

this problem. We know that for a convex problem, any points 416

that satisfy the Karush-Kuhn-Tucker (KKT) conditions [23] 417

are both primal and dual optimal. Hence, we write the KKT 418

conditions for the problem (22) with respect to the primal 419

and dual optimal points (λ�
1, α

�, β�) as in (24), shown at the 420

bottom of the page, where the KKT condition 7 is equivalent to 421

∇λ1L
(1) (λ1, α, β) = 0; therefore, the resulting λ�

1 minimizes 422

L(1) (λ1, α
�, β�) over λ1. We can now directly solve these 423

equations to find (λ�
1, α

�, β�). 424

g (λ, ν) =

⎧⎨
⎩−1

4

∑N

i=1

1
νi

[(
λ1h

R
m,i + λ2h

I
n,i

)2
+
(−λ1h

I
m,i + λ2h

R
n,i

)2]−∑N

i=1
νi, λ1 + λ2 = 1, λ ≥ 0, ν > 0,

−∞, otherwise.

(18)

1. λ�
1 ≥ 0 2. λ�

1 − 1 ≤ 0 3. α� ≥ 0 4. β� ≥ 0 5. α�λ�
1 = 0 6. β� (λ�

1 − 1) = 0

7.

N∑
i=1

(Ai − Bi) (λ�
1Ai + (1 − λ�

1)Bi) + (Ci − Di) (λ�
1Ci + (1 − λ�

1)Di)√
(λ�

1Ai + (1 − λ�
1)Bi)

2 + (λ�
1Ci + (1 − λ�

1)Di)
2

− α� + β� = 0; (24)
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To analyze KKT conditions 5 and 6 in (24), we consider425

four possible cases: 1) α� = 0, β� 	= 0, 2) α� 	= 0, β� = 0,426

3) α� = 0, β� = 0 and 4) α� 	= 0, β� 	= 0. It is easy to see427

that the final case is not feasible; therefore, we investigate the428

other three cases, as follows:429

1) α� = 0, β� 	= 0; In this case, from KKT condition430

6 in (24) we find λ�
1 = 1. Since β� > 0, the following431

condition must be satisfied:432

β� =
N∑

i=1

AiBi + CiDi −
(
A2

i + C2
i

)
√

A2
i + C2

i

> 0. (25)433

2) α� 	= 0, β� = 0; Since α� 	= 0, we find λ�
1 = 0 from434

KKT condition 5 in (24). The condition α� > 0 only holds if435

α� =
N∑

i=1

AiBi + CiDi −
(
B2

i + D2
i

)
√

B2
i + D2

i

> 0. (26)436

3) α� = 0, β� = 0; In this case, from KKT condition437

7 in (24) we deduce (27), as shown at the bottom of the page.438

Since {Ai}, {Bi}, {Ci} and {Di} are independent random439

variables (RVs) distributed according to N (
0, 1

2

)
, it can440

be shown using the central limit theorem (CLT) that it is441

extremely unlikely for conditions (25) and (26) to be satis-442

fied for large values of N . Hence, solving the optimization443

problem (10) reduces to solving the equation (27). However,444

considering the fact that the function in (23) is convex in λ1445

and since f(λ�
1 = 1) > 0 and f(λ�

1 = 0) < 0, the solution446

to (27) must be unique. Since (27) does not admit an analytical447

solution, it can be solved numerically to find λ�
1.448

After the optimum λ�
1 has been determined, {ν�

i } can be449

obtained via (20). Substituting ν�
i into (15) and (16), we have450

θR
�

i =
λ�

1Ai + (1 − λ�
1) Bi√

(λ�
1Ai + (1 − λ�

1)Bi)
2 + (λ�

1Ci + (1 − λ�
1)Di)

2
,451

(28)452

for all i = 1, 2, . . . , N , and453

θI
�

i =
λ�

1Ci + (1 − λ�
1)Di√

(λ�
1Ai + (1 − λ�

1) Bi)
2 + (λ�

1Ci + (1 − λ�
1) Di)

2
,454

(29)455

for all i = 1, 2, . . . , N .456

The optimization procedure can be summarized as follows;457

first, parameters {Ai}, {Bi}, {Ci} and {Di} are given by458

Ai = ±hR
m,i, Bi = ±hI

n,i, Ci = ∓hI
m,i, Di = ±hR

n,i,459

for all i = 1, 2, . . . , N, where the polarity of the real part460

of the desired received signal determines the sign used for461

defining parameters {Ai} and {Ci}, and the sign used for462

{Bi} and {Di} depends on the polarity of the imaginary part463

of the received signal. Then, λ�
1 is derived by solving the464

Fig. 2. Histogram of the parameter λ�
1 .

equation (27). After this, the reflection coefficients {θ�
i } can 465

be calculated using (28) and (29). 466

It is worth noting that there is a symmetry between λ�
1 467

and λ�
2 = 1 − λ�

1 in (27); considering the fact that all 468

variables {Ai}, {Bi}, {Ci} and {Di} are RVs identically 469

distributed as N (
0, 1

2

)
, this reveals that λ�

1 and λ�
2 have equal 470

mean, i.e., E {λ�
1} = E {λ�

2}, which results in E {λ�
1} = 1

2 . 471

To gain further insights, we present the histogram of the 472

optimum λ�
1 in Fig. 2. This figure shows the average number 473

of occurrences of the value of λ�
1 in a specific interval in the 474

domain [0, 1]. Here, we used 104 channel realizations, and 475

for each channel realization, (27) has been numerically solved 476

to find the optimum λ�
1. It can be observed that λ�

1 closely 477

follows a Gaussian with mean 1
2 , i.e., λ�

1 ∼ N
(

1
2 , σ2

λ�
1

)
, and 478

that the variance σ2
λ�
1

decreases with an increasing number of 479

RIS elements N , such that it can be neglected for large values 480

of N (e.g., with N = 256, we have σ2
λ�
1

� 6.2 × 10−4). 481

The previous observation will help us to derive an upper 482

bound on the error rate performance of the RIS-RQSSK 483

system with optimized λ�
1. To see this, we present the BER 484

performance of the RIS-RQSSK system in Fig. 3. In this 485

figure, for each value of N we plot the simulation result for the 486

system with optimized λ�
1 and also for a system which simply 487

uses λ1 = 1
2 . As expected, the performance of the system with 488

λ1 = 1
2 provides an upper bound on the performance of the 489

system with optimized λ�
1. This upper bound becomes very 490

tight at low SNR, and also for larger values of N . In practice, 491

the optimized λ�
1 is exactly equal to 1

2 only when m = n, i.e., 492

the same antenna is selected for both the real and imaginary 493

parts. 494

IV. PERFORMANCE ANALYSIS 495

A. RQSSK System Without Polarity Bits 496

In this section, we analyze the theoretical ABEP of the 497

RIS-RQSSK system. For ease of exposition, we will initially 498

f(λ�
1) �

N∑
i=1

(Ai − Bi) (λ�
1Ai + (1 − λ�

1)Bi) + (Ci − Di) (λ�
1Ci + (1 − λ�

1)Di)√
(λ�

1Ai + (1 − λ�
1)Bi)

2 + (λ�
1Ci + (1 − λ�

1)Di)
2

= 0. (27)
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Fig. 3. Impact of unoptimized λ1 = 1
2

on the error rate performance of the
RIS-RQSSK system without polarity bits, for the case Nr = 4.

assume that there are no polarity bits, i.e., 2 log2 Nr bits499

are transmitted per IM symbol, while the polarities are fixed500

and are not “detected” at the receiver. This analysis will501

focus on the GD receiver given by (4) and (5). Here we502

only perform the analysis for the detection of the antenna503

m with active real part; due to the inherent symmetry in504

the expressions, it is easy to show that the ABEP expression505

for the detection of the antenna n with active imaginary part506

is identical. Considering (4), the pairwise error probabilities507

(PEP) associated with the selected antenna m and the detected508

antenna m̂ 	= m is given by509

PEPSSK (m, m̂) = Pr
((

yR
m

)2
<
(
yR

m̂

)2)
510

= Pr

⎧⎨
⎩
(√

Es

N∑
i=1

(
hR

m,iθ
R
i − hI

m,iθ
I
i

)
+ nR

m

)2

511

<

(√
Es

N∑
i=1

(
hR

m̂,iθ
R
i − hI

m̂,iθ
I
i

)
+ nR

m̂

)2
⎫⎬
⎭. (30)512

Considering
{
θRi
}

and
{
θIi
}

given in (28) and (29), and based513

on our discussion in the previous section regarding the average514

value of λ�
1, the PEP can be upper bounded as515

PEPSSK (m, m̂)516

≤ Pr
((√

EsY + nR
m

)2

<
(√

EsŶ + nR
m̂

)2
)

, (31)517

where Y =
∑N

i=1 Yi =
∑N

i=1
A2

i +C2
i +AiBi+CiDi√

(Ai+Bi)
2+(Ci+Di)

2
, Ŷ =518 ∑N

i=1 Ŷi =
∑N

i=1

(
Âiθ

R
i + Ĉiθ

I
i

)
, and we define Âi = hR

m̂,i519

and Ĉi = −hI
m̂,i to simplify the notation. According to the520

CLT, Y and Ŷ both follow a normal distribution, i.e., Y ∼521

N (NE {Yi} , NV {Yi}) and Ŷ ∼ N
(
NE

{
Ŷi

}
, NV

{
Ŷi

})
.522

Hence, the expected value and the variance of Yi and Ŷi need 523

to be evaluated. Since Bi and Di depend on the selected 524

antenna n with active imaginary part, we need to consider 525

three different cases: (i) m 	= n, m̂ 	= n, (ii) m 	= n, m̂ = n, 526

and (iii) m = n, m̂ 	= n. For all three cases, the expected value 527

and variance of Yi and Ŷi can be derived analytically. Hence, 528

by introducing RVs Z1 =
√

EsY + nR
m and Z2 =

√
EsŶ + 529

nR
m̂, the following theorems can be used to further analyze 530

the PEP. 531

Theorem 1: For case (i) where we have m 	= n and m̂ 	= n, 532

Z1 and Z2 follow a normal distribution as 533

Z1 ∼ N
(

N
√

πEs

2
√

2
,
(6 − π)NEs

8
+

N0

2

)
534

and 535

Z2 ∼ N
(

0,
NEs

2
+

N0

2

)
. 536

Proof: The proof is provided in Appendix A. 537

Theorem 2: For case (ii) where we have m 	= n and 538

m̂ = n, Z1 and Z2 follow a normal distribution as 539

Z1 ∼ N
(

N
√

πEs

2
√

2
,
(6 − π)NEs

8
+

N0

2

)
540

and 541

Z2 ∼ N
(

0,
NEs

4
+

N0

2

)
. 542

Proof: See Appendix B. 543

Theorem 3: For case (iii) where we have m = n and 544

m̂ 	= n, Z1 and Z2 follow a normal distribution as 545

Z1 ∼ N
(

N
√

πEs

2
√

2
,
(4 − π)NEs

8
+

N0

2

)
546

and 547

Z2 ∼ N
(

0,
NEs

2
+

N0

2

)
. 548

Proof: See Appendix C.4 549

Therefore, the PEP can be expressed as 550

PEPSSK (m, m̂) ≤ Nr − 2
Nr

Pr (Q < 0|m 	= n, m̂ 	= n) 551

+
1

Nr
Pr (Q < 0|m 	= n, m̂ = n) 552

+
1

Nr
Pr (Q < 0|m = n, m̂ 	= n), 553

(32) 554

where Q = Q1 − Q2 is the difference of the two non- 555

central chi-square RVs Q1 = Z2
1 and Q2 = Z2

2 each having 556

one degree of freedom. It can be easily proved that Z1 and 557

4From Theorems 1-3, we see that the signal at the selected antenna, Z1,
and the signal at a non-selected antenna, Z2, follow normal distributions as
Z1 ∼ N �

μ, σ2
1

�
and Z2 ∼ �

0, σ2
2

�
, where in a noise-free system (i.e.,

SNR → ∞), we have μ, σ2
1 , σ2

2 ∝ N . We know that for a normal RV
Z ∼ �

μ, σ2
�
, we have 1√

2πσ2

� μ+nσ
μ−nσ

fZ (z) dz = 1− ε, where ε � 1 for

n ≥ 2, e.g., with n = 5 we obtain ε � 5.7 × 10−7. Considering this fact
and since μ

σ1
, μ

σ2
∝ √

N 	 1, then it follows that it is highly unlikely to
erroneously detect the SSK symbol, i.e., maximizing the signal at the target
antenna provides a near-optimal approach.
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Z2 are uncorrelated, i.e., E {Z1Z2} = E {Z1}E {Z2} = 0,558

and are therefore independent (recall that Z1 and Z2 are559

both normal RVs). The probability density function (PDF)560

and cumulative distribution function (CDF) of Q can both561

be expressed in the form of an infinite series expansion;562

however, for odd values of the number of degrees of free-563

dom the resulting expression is prohibitively complex [24].564

Hence, we implement numerical methods and approximations565

to obtain the exact or approximated upper bounds on the566

PEP results. The Gil-Pelaez inversion formula [25, Eq. 4.4.1]567

is a numerical method that can be used to calculate the568

CDF of Q as569

FQ (q) = Pr (Q < q) =
1
2
− 1

π

∫ ∞

0

t−1
(
φQ (t) e−jtq

)I
dt,570

(33)571

where φQ (t) is the characteristic function (CF) of Q which572

can be derived from the Laplace transform (LT) of the PDF573

(see (47) in Appendix A, i.e., φQ (t) = L−jt (fQ (q)). Hence,574

the exact upper bound expression on the PEP in (32) can575

be obtained by numerically evaluating the integral in (33)576

for q = 0. However, to obtain further insight into the result-577

ing PEP, we use Pearson’s approximation approach [26],578

where the distribution of a linear combination of non-central579

quadratic form of standard normal RVs {Xi}, i.e. Q′ =580 ∑n
i=1 δi (Xi + bi)

2, is approximated by that of a central chi-581

square RV, i.e.,582

Q′ ≈ c3

c2
χ2

v − c2
2

c3
+ c1, (34)583

where ≈ here means “approximately distributed”,584

ck =
n∑

i=1

δk
i

(
1 + kb2

i

)
, k = 1, 2, 3, (35)585

and586

v =
c3
2

c2
3

. (36)587

We use this approach as it is simple yet remarkably accurate588

in both tails of the distribution. Hence, we obtain589

Pr (Q′ < q) � Pr
(
χ2

v < q̄
)
, (37)590

where591

q̄ = (q − c1)
√

v

c2
+ v.592

Expressing Q as the quadratic form Q′, for case (i) where we593

have m 	= n and m̂ 	= n, we obtain594

δ1 =
(6 − π) NEs

8
+

N0

2
, δ2 = −NEs

2
− N0

2
,595

b2
1 =

πN2Es

(6 − π) NEs + 4N0
, b2 = 0.596

These expressions can be similarly derived for cases (ii)597

and (iii). Substituting the corresponding variables for each598

case into (35) and (36), the details of the approximated599

chi-square RV can be derived accordingly. Hence, considering600

q = 0 in (37), then for each case we have 601

Pr (Q < 0) � Pr
(
χ2

v < q̄
)

602

= F (q̄; v) =
γ
(

v
2 , q̄

2

)
Γ
(

v
2

) =
γ

(
v
2 ,

−c1

√
v/c2+v

2

)
Γ
(

v
2

) , 603

(38) 604

where F (x; k) is the CDF of a chi-square RV with k degrees 605

of freedom, and γ (s, x) =
∫ x

0
us−1e−sdu is the lower 606

incomplete gamma function. Calculating (38) for all three 607

cases in (32), we obtain an approximate upper bound on the 608

PEP. 609

Considering the SNR range N Es

N0
� 1 (which is of interest 610

for large values of N ; note that N � 1), then we have 611

v �

2
(
πN2 Es

N0
+ 4

)3

9
(
πN2 Es

N0

)2 , 612

q̄ �

2
(
πN2 Es

N0
+ 4

)3

9
(
πN2 Es

N0

)2 − 1
6

(
πN2 Es

N0
+ 4

)
. 613

Note that these approximate values of v and q̄ are equal in 614

all three cases (i)-(iii). Then, for SNR values in the range 615

N2 Es

N0
� 1 (which is also valid in the range of interest for 616

large values of N ), we can write 617

v �
2πN2

9
Es

N0
, q̄ �

1
4
v. 618

Then, it can be shown that the Chernoff bound on the lower 619

tail of the CDF of a chi-square distribution F (x; k), where 620

x = zk, is given by 621

F (zk; k) ≤ (ze1−z
) k

2 , 622

hence, (38) can be expressed as 623

PEPSSK (m → m̂) ≤ Pr (Q < 0) �
(

2
e3/8

)−2πN2
9

Es
N0

, 624

(39) 625

which indicates the nature of the error rate performance 626

enhancement that is obtained by increasing N . It is worth 627

noting that (39) is similar in form to the Chernoff bound on 628

the Q-function. Hence, we can conclude that the RIS-RQSSK 629

system model behaves like a Gaussian channel with an average 630

power gain that is proportional to N2. 631

Finally, according to the union bound, the ABEP can be 632

expressed as 633

ABEP ≤ 1
Nr log2 Nr

∑
m

∑
m̂

PEPSSK (m → m̂) e (m → m̂) , 634

where e (m → m̂) is the Hamming distance between the 635

binary representations of symbols m and m̂. It is worth 636

pointing out that the PEP is independent of m and m̂; hence 637

the ABEP can be re-expressed as 638

ABEP ≤ Nr

2
PEPSSK. (40) 639
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B. RQSSK Including Polarity Bits640

Next, we consider the case where two bits in each data641

packet of 2 (log2 Nr + 1) bits is transmitted by the polarities642

of the real and imaginary “active” received signals. Similar to643

the case without polarity bits, we focus only on the real part644

(the analysis for the imaginary part is the same by symmetry).645

The pair (m, dm) represents the super-symbol comprised of646

SSK bits and the polarity bit, where m denotes the antenna647

index with active real part and dm denotes the polarity bit.648

Hence, considering erroneous and correct detection of the649

antenna index separately, an upper bound on the ABEP can650

be derived as651

ABEP652

≤ 1
2Nr (log2 Nr + 1)

653

×
∑

(m,d)

∑
(m̂,d̂)

PEP
(
m, d → m̂, d̂m

)
e
(
m, d → m̂, d̂m

)
654

=
1

log2 Nr + 1
[1 − (Nr − 1) PEPSSK] PEPPOL|m=m̂655

+
Nr log2 Nr

2 (log2 Nr + 1)
PEPSSK

(
1 − PEPPOL|m �=m̂

)
656

+
Nr

2 log2 Nr + Nr − 1
log2 Nr + 1

PEPSSKPEPPOL|m �=m̂, (41)657

where PEPPOL|m=m̂ and PEPPOL|m �=m̂ are the average PEP658

associated with the pair of polarity symbols
(
dm, d̂m

)
condi-659

tioned on correct and erroneous detection of m, respectively,660

which are given by (42) and (43), as shown at the bottom661

of the page. To calculate these average PEPs, we use Craig’s662

alternative formula for the Q-function [27]. Hence, for an RV663

V we can write664

EV

{
Q
(√

V
)}

=
1
π

∫ π/2

0

MV

( −1
2 sin2 φ

)
dφ, (44)665

where MV (s) is the moment generating function (MGF) of666

RV V . For each case in (42) and (43), the MGF of the667

received SNR can be calculated from the LT of the distribution668

function (see (47) in Appendix A). Finally, by computing669

the integral in (44) for all Q-functions in (42) and (43)670

and substituting (42) and (43), and exact (based on Gil-671

Pelaez formula) or approximate (based on Pearson approach672

or Chernoff bound) upper bound on PEPSSK into (41), the673

desired ABEP for the RIS-RQSSK system with polarity bits674

can be derived.675

V. NUMERICAL RESULTS676

In this section, we demonstrate the performance of the677

proposed RIS-RQSSK system through numerical results.678

Fig. 4. Comparison of the performance of the GD and ML detector in the
proposed RIS-RQSSK system.

As benchmarks, we consider the most prominent recently 679

proposed RIS-based schemes which incorporate the concept of 680

SM, namely RIS-RQRM [17] and RIS-SM [13] systems. First, 681

in Fig. 4 we compare the performance of the RIS-RQSSK 682

system where the GD and ML detector are implemented at 683

the receiver. It can be seen that the GD performs fairly close 684

to the ML detector in terms of the error rate. The performance 685

gap between GD and ML detector reduces with an increasing 686

number of RIS elements. 687

Then, Fig. 5 shows the BER performance of the proposed 688

RIS-RQSSK system as well as that of the benchmark schemes 689

with Nr = 4, for different values of the number of RIS 690

elements N . The phase shifts for the proposed system are 691

optimized according to the solution provided in Section III. 692

Both the RIS-RQSSK and RIS-RQRM systems exploit the 693

polarity of the signals at the receiver to transmit two additional 694

bits; however, in order to have a fair comparison, the RIS-SM 695

system uses 16-QAM modulation in order to compensate 696

for the additional bits transmitted by the quadrature branch. 697

Hence, the data rate is R = 6 bits per channel use (bpcu) in 698

all of the considered schemes. We perform GD at the receiver 699

in all scenarios to detect the spatial symbols, and hence CSI 700

is not required in the RIS-RQSSK and RIS-RQRM systems, 701

while RIS-SM needs to know the channel amplitudes in order 702

to detect the QAM symbols, i.e., partial channel knowledge 703

PEPPOL|m=m̂ =
1

Nr
EY

{
Q

(√
Y 2

2Es

N0

)
|m = n

}
+

Nr − 1
Nr

EY

{
Q

(√
Y 2

2Es

N0

)
|m 	= n

}
, (42)

PEPPOL|m �=m̂ =
1

Nr − 1
EŶ

{
Q

(√
Ŷ 2

2Es

N0

)
|m̂ = n

}
+

Nr − 2
Nr − 1

EŶ

{
Q

(√
Ŷ 2

2Es

N0

)
|m̂ 	= n

}
. (43)
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Fig. 5. Analytical and simulation results of the proposed RIS-RQSSK system, and comparison of the performance with that of RIS-RQRM and RIS-SM
systems. Here Nr = 4 and R = 6. (a) N = 64, (b) N = 128, (c) N = 256.

Fig. 6. Analytical and simulation results of the proposed RIS-RQSSK system, and comparison of the performance with that of RIS-RQRM and RIS-SM
systems. Here Nr = 8 and R = 8. (a) N = 64, (b) N = 128, (c) N = 256.

is required. It can be observed that the proposed system704

significantly outperforms the RIS-RQRM system which is an705

alternative quadrature-based approach for spatial modulation.706

However, in RIS-RQRM, the RIS elements are divided into707

two equal groups each of which targets either the real or the708

imaginary part of the selected receive antenna, which clearly709

deteriorates the performance of the system. The gain of the710

proposed scheme over RIS-RQRM is 6.2 dB and 4.1 dB for711

systems with N = 128 and N = 256, respectively, at a BER712

of 10−5. In the system with N = 64, a larger gain is obtained,713

since in the RIS-RQRM system, the number of RIS elements714

assisting each activated real/imaginary part is N = 32, which715

results in an error floor in the moderate BER range. The716

proposed RIS-RQSSK also provides superior performance to717

RIS-SM. This superiority is due to the fact that the RIS-SM718

system uses 16-QAM modulation to achieve R = 6 bpcu, 719

which results in a diminishing BER performance due to the 720

smaller minimum Euclidean distance between different con- 721

stellation points. The proposed RIS-RQSSK system achieves 722

2.4 dB, 3.2 dB and 3.5 dB performance improvement over 723

the RIS-SM system for systems with N = 64, N = 128 and 724

N = 256, respectively. In this figure, we also plot the analyti- 725

cal and approximate results discussed in the previous section. 726

The exact results based on the Gil-Pelaez inversion formula 727

validate the simulation curves for the proposed system. The 728

tiny difference between the simulation and Gil-Pelaez curves 729

is caused by the fact that we use λ1 = 1
2 in the theoretical 730

analysis, while the optimized λ�
1 is used in the simulations. 731

This difference becomes smaller with increasing N , 732

as expected (c.f., Fig. 3). In addition, it can be seen that the 733
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results based on the Pearson approximation approach are very734

close to that of the Gil-Pelaez formula, especially for larger735

values of N . However, as expected, the resulting Chernoff736

bounds are not quite valid at small values of N , as in this case737

the conditions on the SNR range are not satisfied. However, for738

large values of N , i.e., N ≥ 256, the gap between the Chernoff739

bound and the theoretical curve becomes small enough that it740

can be neglected.741

In Fig. 6, we plot the corresponding results for a system742

with Nr = 8. Here the RIS-SM system uses 32-QAM, and743

hence the data rate is R = 8 bpcu in all scenarios. The744

results show that the BER of the proposed RIS-RQSSK system745

significantly outperforms that of the other schemes. Also, we746

see that this improvement increases with increasing Nr.5 This747

is due to the fact that the number of RIS elements in the748

RIS-RQRM system becomes smaller compared to the number749

of receive antennas, and therefore the RIS system cannot750

efficiently perform beamforming toward the target receive751

antenna. Besides, the use of 32-QAM in the RIS-SM system752

results in a very small minimum Euclidean distance which753

degrades the performance of the system, such that it performs754

even worse than RIS-RQRM in the case where N = 256.755

The proposed RIS-RQSSK designs provide 7.2 dB and 4.4 dB756

improvement over RIS-RQRM with N = 128 and N = 256,757

respectively, and 4.5 dB, 5.6 dB and 6.2 dB gain over RIS-SM758

with N = 64, N = 128 and N = 256, respectively. It is759

worth noting that the RIS-SM scheme requires partial CSI760

at the receiver, while the GD in the proposed RIS-RQSSK761

system performs CSI-free detection. Finally, it can be seen762

that compared to the system with Nr = 4, the gap between763

the theoretical and numerical curves is slightly increased. The764

reason for this is that in a system with Nr = 4, the coincidence765

of m = n is more likely to occur, which, as previously766

mentioned, yields λ�
1 = 1

2 , the same value that is used in767

the theoretical analysis.768

VI. CONCLUSION769

In this paper, we introduced a novel IM scheme for770

RIS-assisted wireless communications, called RIS-RQSSK,771

in which SSK was performed independently in both the real772

and imaginary dimensions. The key advantage of this approach773

is that all RIS elements perform beamforming onto the real774

and imaginary part of the received signal at the selected775

antennas, respectively. Therefore, in addition to realizing an776

enhancement in the spectral efficiency, the error rate perfor-777

mance is also improved. We also defined and formulated a778

max-min optimization problem to maximize the instantaneous779

SNR components at the selected antennas. We provided an780

analytical solution for this non-convex problem, such that the781

multi-variable optimization problem can be transformed to a782

simple single-variable equation. We analyzed the ABEP of783

the proposed scheme, and derived analytical upper bounds784

on the approximate ABEP. The BER performance of the785

5It is worth pointing out that the LTE-Advanced standard supports eight
antennas in the downlink and four antennas in the uplink [28], hence we used
four and eight receive antennas in our simulations, even though the gains
from our proposed scheme become even higher when the number of receive
antennas is increased beyond eight.

proposed RIS-RQSSK system has been demonstrated through 786

extensive numerical simulations. Our numerical results have 787

shown that the proposed RIS-RQSSK system enormously 788

outperforms the recent prominent benchmark schemes such as 789

RIS-SM and RIS-RQRM, thus providing an approach for RIS- 790

aided wireless communications which exhibits a high energy 791

efficiency without compromising on spectral efficiency. This 792

low-powered single-antenna AP system can be a potential 793

candidate for small cells in cellular networks. Moreover, 794

in addition to the use of a simple GD at the receiver, reliable 795

communications can be achieved with simpler channel codes 796

which require lower complexity at the receiver. As a result, 797

the proposed approach can be adopted to serve user devices 798

in the downlink that are energy-constrained and require low- 799

complexity receiver algorithms. Finally, an interesting direc- 800

tion of future research is to develop the proposed system in 801

order to support IQ modulation as well as index modulation 802

to obtain higher data rates. 803

APPENDIX A 804

PROOF OF THEOREM 1 805

Here we analyze the expected value and variance of Yi and 806

Ŷi where m 	= n and m̂ 	= n (case (i)), which are further used 807

to evaluate the expected value and variance of Z1 and Z2. 808

A. Expected Value of Yi = A2
i +C2

i +AiBi+CiDi√
(Ai+Bi)

2+(Ci+Di)
2

809

Yi consists of four terms defined as 810

W1 � A2

√
Z

, W2 � C2

√
Z

, W3 � AB√
Z

, W4 � CD√
Z

, 811

where we define Z � (A+B)2 +(C +D)2 and also we omit 812

the index i in order to simplify the notation. In the following, 813

we evaluate the expected value of each term individually. 814

According to the law of total expectation, the expected value 815

of W1 can be given by 816

E {W1} = EA

{
EW1|A {W1|A}} 817

= EA

{
EW1|A

{
A2

√
Z
|A
}}

818

= EA

{
A2

EZ|A
{
Z− 1

2 |A
}}

, (45) 819

where EZ|A
{
Z− 1

2 |A} is the inverse-fractional moment of 820

Z where A is given, i.e., where A is a constant. For a given 821

A, the RV (A + B) is normal with mean A and variance 1
2 , 822

i.e., (A + B) ∼ N (
A, 1

2

)
, and also (C + D) is distributed 823

according to N (0, 1). Hence, the RV (Z|A) is the sum of 824

two independent chi-square RVs each having one degree of 825

freedom, i.e., 826

(Z|A) ∼ χ2
1

(
A2
)

+ χ2
1. 827

To compute the inverse and fractional moment of (Z|A), we 828

use the definition of the gamma function to write [25] 829

EZ|A
{
Z−c|A} = EZ|A

{
1

Γ (c)

∫ ∞

0

sc−1e−sZds|A
}

830

=
1

Γ (c)

∫ ∞

0

sc−1
EZ|A

{
e−sZ |A} ds. 831

(46) 832
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However, EZ|A
{
e−sZ |A} is the MGF of (Z|A), MZ|A (−s),833

or the LT of fZ (Z|A), Ls (fZ (Z|A)). We know that the LT of834

the PDF of the sum of independent RVs is the multiplication835

of the LT of their individual PDFs, and that the LT of the PDF836

of an RV X =
∑n

i=1 X2
i with Xi ∼ N (

μi, σ
2
)

is given by837

Ls (fX(X)) =
(

1
1 + 2σ2s

)n
2

exp
( −μ2s

1 + 2σ2s

)
, (47)838

where μ2 =
∑n

i=1 μ2
i . Hence, the LT of fZ (Z|A) can be839

expressed as840

Ls (fZ (Z|A)) =
(

1
1 + 2s

) 1
2
(

1
1 + s

) 1
2

exp
(−A2s

1 + s

)
.841

(48)842

Then, (45) can be written as (49), shown at the bottom of the843

page. Considering fA (A) = 1

Γ( 1
2 )

exp
(−A2

)
, and changing844

the order of integrals we have845

E {W1} =
1

Γ2
(

1
2

) ∫ ∞

0

s
1
2−1

(
1

1 + 2s

) 1
2
(

1
1 + s

) 1
2

846

×
(∫ ∞

−∞
A2 exp

(
−A2 1 + 2s

1 + s

)
dA

)
ds.847

Since
∫∞
−∞ x2 exp

(
− x2

2σ2

)
dx = Γ

(
1
2

)
σ2

√
2σ2, we have848 ∫∞

−∞ A2 exp
(
−A2 1+2s

1+s

)
dA =

Γ( 1
2 )

2

(
1+s
1+2s

) 3
2

; hence
849

E {W1} =
1

2Γ
(

1
2

) ∫ ∞

0

s
1
2−1 1 + s

(1 + 2s)2
ds850

=
1

2Γ
(

1
2

) (1
2

∫ ∞

0

s
1
2−1 (1 + 2s)−1 ds851

+
1
2

∫ ∞

0

s
1
2−1 (1 + 2s)−2 ds

)
.852

Considering the type-2 beta function defined as B (α, β) =853 ∫∞
0

tα−1

(1+t)α+β
dt = Γ(α)Γ(β)

Γ(α+β) , with some minor manipulation854

we obtain855

E {W1} =
1

2Γ
(

1
2

)
(

1
2
√

2

Γ
(

1
2

)
Γ
(

1
2

)
Γ (1)

+
1

2
√

2

Γ
(

1
2

)
Γ
(

3
2

)
Γ (2)

)
856

=
3
√

π

8
√

2
.857

By symmetry it is clear that E {W2} = E {W1}.858

Next we determine E

{
W3 = AB√

Z

}
. Considering the law of859

total expectation and expanding this for multiple RVs, we have860

E {W3} = E(A,B)

{
EW3|(A,B) {W3|(A, B)}}861

= EA

{
AEB

{
BEZ|(A,B)

{
Z− 1

2 |(A, B)
}}}

.862

Now, given (A, B), Z is the sum of the central chi-square 863

RV (C + D)2 and the constant (A + B)2. Hence, Z = 864

Z̄ + (A + B)2, where Z̄ = (C + D)2, then we have 865

fZ (Z|(A, B)) = fZ̄

(
Z − (A + B)2

)
. Therefore, 866

Ls (fZ (Z|(A, B))) = Ls

(
fZ̄

(
Z − (A + B)2

))
867

= exp
(
− (A + B)2 s

)
Ls

(
fZ̄

(
Z̄
))

. 868

Hence, given (47), the LT of fZ (Z|(A, B)) can be 869

expressed as 870

Ls (fZ (Z|(A, B))) = exp
(
− (A + B)2 s

)
Ls

(
fZ̄

(
Z̄
))

871

=
(

1
1 + 2s

) 1
2

exp
(
− (A + B)2 s

)
. 872

(50) 873

Using (46), we have 874

E {W3} = EA

{
AEB

{
B

Γ
(

1
2

) ∫ ∞

0

s
1
2−1

(
1

1 + 2s

) 1
2

875

× exp
(
− (A + B)2 s

)
ds

}}
. 876

Using fA (A) = 1

Γ( 1
2 )

exp
(−A2

)
and fB (B) = 877

1

Γ( 1
2 )

exp
(−B2

)
, and after some manipulation we can write 878

E {W3} 879

=
1

Γ3
(

1
2

) ∫ ∞

0

s
1
2−1

(
1

1+2s

)1
2
[∫ ∞

−∞
A exp

(
−A2 1+2s

1+s

)
880

×
(∫ ∞

−∞
B exp

(
−
(
B + As

1+s

)2

1
1+s

)
dB

)
dA

]
ds. (51) 881

Since
∫∞
−∞ x exp

(
− (x−μ)2

2σ2

)
dx = Γ

(
1
2

)
μ
√

2σ2, the inner 882

integral over B can be evaluated as 883

∫ ∞

−∞
B exp

⎛
⎜⎝−

(
B + As

1+s

)2

1
1+s

⎞
⎟⎠dB 884

= −Γ
(

1
2

)
As

1 + s

(
1

1 + s

) 1
2

. 885

Substituting this into (51), the expected value of W3 is 886

given by 887

E {W3} =
−1

Γ2
(

1
2

) ∫ ∞

0

s
3
2−1

(
1

1 + 2s

) 1
2
(

1
1 + s

) 3
2

888

E {W1} = EA

{
A2

Γ
(

1
2

) ∫ ∞

0

s
1
2−1

(
1

1 + 2s

) 1
2
(

1
1 + s

) 1
2

exp
(−A2s

1 + s

)
ds

}

=
1

Γ
(

1
2

) ∫ ∞

−∞
A2

(∫ ∞

0

s
1
2−1

(
1

1 + 2s

) 1
2
(

1
1 + s

) 1
2

exp
(−A2s

1 + s

)
ds

)
fA (A) dA. (49)
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×
(∫ ∞

−∞
A2 exp

(
−A2 1 + 2s

1 + s

)
dA

)
ds889

=
−1

2Γ
(

1
2

) ∫ ∞

0

s
3
2−1

(
1

1 + 2s

)2

ds890

=
−1

4
√

2Γ
(

1
2

)B(3
2
,
1
2

)
= −

√
π

8
√

2
.891

Also, by symmetry we have E{W4} = E{W3}. Therefore, the892

expected value of Yi is given by893

E {Yi} = 2 (E {W1} + E {W3}) =
√

π

2
√

2
. (52)894

B. Variance of Yi = A2
i +C2

i +AiBi+CiDi√
(Ai+Bi)

2+(Ci+Di)
2

895

The variance of Yi is given by896

V {Yi} = E
{
Y 2

i

}− E {Yi}2 .897

However, E {Yi} is given in (52); hence, only the expected898

value of Y 2
i needs to be evaluated. We separate the expression899

of Y 2
i into 4 terms as900

U1 � A4 + A2B2 + 2A3B

Z
, U2 � C4 + C2D2 + 2C3D

Z
,901

U3 � 2A2CD + 2A2C2

Z
, U4 � 2ABC2 + 2ABCD

Z
.902

We can analyze the expected values of U1 to U4 separately.903

However, it is trivial that E {U1} = E {U2}. Therefore, in the904

following we calculate the expected values of U1, U3 and U4.905

• Expected value of U1 = A4+A2B2+2A3B
Z906

According to the law of total expectation, we have907

E {U1}908

= E(A,B)

{(
A4+A2B2+2A3B

)
EZ|(A,B)

{
Z−1|(A, B)

}}
.909

From (46) and (50), E {U1} can be expressed as910

E {U1}911

=
1

Γ2
(

1
2

) ∫ ∞

0

(
1

1+2s

)1
2
[∫ ∞

−∞

∫ ∞

−∞

(
A4+A2B2+2A3B

)
912

× exp

(
−
(
B + As

1+s

)2

1
1+s

)
exp

(
−A2 1 + 2s

1 + s

)
dBdA

]
ds913

=
Γ
(

5
2

)
Γ
(

1
2

) ∫ ∞

0

1

(1 + 2s)3
ds +

1
4

∫ ∞

0

1

(1 + 2s)2
ds 914

=
3
4
· 1
4

+
1
4
· 1
2

=
5
16

. 915

• Expected value of U3 = 2A2CD+2A2C2

Z 916

E {U3} can be evaluated as (53), shown at the bottom of the 917

page. 918

• Expected value of U4 = 2ABC2+2ABCD
Z 919

We can write 920

E {U4} 921

= E(A,B,C)

{
2ABCE(U4/2ABC)|(A,B,C)

{
C+D

Z
|(A, B, C)

}}
. 922

In contrast to the previous calculations where an inverse- 923

fractional moment of a quadratic function of an RV or RVs 924

were required, here the first moment of a quotient of two 925

functions of an RV needs to be evaluated. Positive integer 926

moments of R = Q1
Q2

can be calculated by [25, Eq. 4.5a.2] 927

E {Rc}=
1

Γ (c)

∫ ∞

0

sc−1
2

[
∂c

∂sc
1

MQ1,Q2 (s1,−s2)
]∣∣∣∣

s1=0

ds2, 928

(54) 929

where MQ1,Q2 (s1, s2) is the joint MGF of Q1 and Q2. 930

Further, the joint MGF of quadratic forms Q1 = xT A1x + 931

aT
1 x+d1 and Q2 = xT A2x+aT

2 x+d2, where x ∼ Np (μ,Σ) 932

is a length-p normal random vector, is given by (55), as shown 933

at the bottom of the next page [25, Eq. 3.2c.5]. Hence, the joint 934

MGF of Q1 = C+D and Q2 = (A + B)2+(C + D)2, where 935

(A, B, C) is given, can be expressed as 936

M(Q1,Q2)|(A,B,C) (s1, s2) 937

=
1

(1 − s2)
1
2

exp

(
−C2 + s2 (A + B)2 +

(
1
2s1 + C

)2
(1 − s2)

)
. 938

Substituting this into (54) and considering c = 1, we can write 939

E(U4/2ABC)|(A,B,C)

{
C + D

Z
|(A, B, C)

}
940

=
∫ ∞

0

C

(1 + s2)
3
2

exp
(
−C2 s2

1 + s2

)
941

× exp
(
− (A + B)2 s2

)
ds2. 942

E {U3}= E(A,C,D)

{(
2A2CD + 2A2C2

)
EZ|(A,C,D)

{
Z−1|(A, C, D)

}}
=

2
Γ3
(

1
2

) ∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

(
A2CD + A2C2

)(∫ ∞

0

Ls

(
fZ|(A,C,D)

)
ds

)
exp

(−D2
)
exp

(−C2
)
exp

(−A2
)
dDdCdA

=
2

Γ3
(

1
2

) ∫ ∞

0

(
1

1 + s

) 1
2
(∫ ∞

−∞
A2 exp

(
−A2 1 + 2s

1 + s

)
dA

)

×

⎛
⎜⎝∫ ∞

−∞

∫ ∞

−∞

(
CD + C2

)
exp

⎛
⎜⎝−

(
D + Cs

1+s

)2

1
1+s

⎞
⎟⎠ exp

(
−C2 1 + 2s

1 + s

)
dDdC

⎞
⎟⎠ ds

=
1
2

∫ ∞

0

1 + s

(1 + 2s)3
ds =

3
16

. (53)
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Then, E {U4} can be evaluated as (56), shown at the bottom943

of the page.944

Therefore, the variance of Yi is calculated as945

V {Yi} = E
{
Y 2

i

}− E {Yi}2
946

=
(

2 · 5
16

+
3
16

− 1
16

)
−
( √

π

2
√

2

)2

=
6 − π

8
.947

C. Expected Value of Ŷi = Âiθ
R
i + Ĉiθ

I
i948

Since θRi and θIi are independent of Âi and Ĉi, then E

{
Ŷi

}
949

is calculated as950

E

{
Ŷi

}
= E

{
Âi

}
E
{
θRi
}

+ E

{
Ĉi

}
E
{
θIi
}

= 0.951

D. Variance of Ŷi = Âiθ
R
i + Ĉiθ

I
i952

The variance of Ŷi is given by953

V

{
Ŷi

}
= E

{
Ŷ 2

i

}
954

= E

{
Â2

i

}
E

{(
θRi
)2}

+ E

{
Ĉ2

i

}
E

{(
θIi
)2}

955

+ 2E

{
Âi

}
E

{
Ĉi

}
E
{
θRi θIi

}
956

=
1
2

E

{(
θRi
)2

+
(
θIi
)2}

=
1
2
.957

E. Expected Value and Variance of Z1 and Z2958

Finally, the expected value and variance of Z1 =
√

EsY +959

nR
m and Z2 =

√
EsŶ + nR

m̂ can be derived as960

E {Z1} = E

{√
EsY + nR

m

}
=

N
√

πEs

2
√

2
,961

V {Z1} = V

{√
EsY + nR

m

}
=

(6 − π) NEs

8
+

N0

2
,962

E {Z2} = E

{√
EsŶ + nR

m

}
= 0,963

V {Z2} = V

{√
EsŶ + nR

m̂

}
=

NEs

2
+

N0

2
,964

thus completing the proof of Theorem 1.965

APPENDIX B 966

PROOF OF THEOREM 2 967

Here we investigate the expected value and variance of Yi 968

and Ŷi where m 	= n and m̂ = n (case (ii)). 969

In this case, the expected value and variance of Yi are equal 970

to the corresponding values derived for case (i); however, since 971

m̂ = n, then we have Âi = Di and Ĉi = −Bi. Hence, Ŷi is 972

given by 973

Ŷi =
Di (Ai + Bi) − Bi (Ci + Di)√

(Ai + Bi)
2 + (Ci + Di)

2
. 974

Therefore, E
{
Ŷi

}
and V

{
Ŷi

}
need to be evaluated. It is 975

trivial that E
{
Ŷi

}
= 0, hence, in the following, we calculate 976

V
{
Ŷi

}
= E

{
Ŷ 2

i

}
. 977

Considering the terms in Ŷ 2
i (omitting index i), i.e., 978

Û1 � D2 (A + B)2

Z
, U2 � B2 (C + D)2

Z
, 979

Û3 � −2BD (A + B) (C + D)
Z

, 980

expected value of Û1 can be evaluated as (57), shown at the 981

top of the next page, where we define E = A + B, which is 982

distributed according to N (0, 1). By a similar calculation we 983

can show that E

{
Û2

}
= E

{
Û1

}
. For the expected value of 984

Û3, we can write 985

E

{
Û3

}
= E(B,D)

{
−2BD × E(−Û3/2BD)|(B,D) 986

×
{

(A + B) (C + D)
(A + B)2 + (C + D)2

|(B, D)

}}
. 987

Using (55), the joint MGF of Q1 = (A + B) (C + D) 988

and Q2 = (A + B)2 + (C + D)2 for given B and D can 989

be expressed as (58), shown at the top of the next page. 990

MQ1,Q2 (s1, s2) = det (I − 2s1A1Σ− 2s2A2Σ)−
1
2 exp

[
−1

2
(
μT Σ−1μ − 2s1d1 − 2s2d2

)
+

1
2

(s1Σa1 + s2Σa2 + μ)T (I − 2s1A1Σ − 2s2A2Σ)−1 Σ−1 (s1Σa1 + s2Σa2 + μ)
]

. (55)

E {U4} =
2

Γ3
(

1
2

) ∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
ABC

[∫ ∞

0

C

(1 + s2)
3
2

exp
(
−C2 s2

1 + s2

)
exp

(
− (A + B)2 s2

)
ds2

]

× exp
(−C2

)
exp

(−B2
)
exp

(−A2
)
dCdBdA

=
2

Γ3
(

1
2

) ∫ ∞

0

1

(1 + s2)
3
2

[∫ ∞

−∞

∫ ∞

−∞
AB exp

(
−
(
B + As2

1+s2

)2

1
1+s2

)
exp

(
−A2 1 + 2s2

1 + s2

)
dBdA

]

×
(∫ ∞

−∞
C2 exp

(
−C2 1 + 2s2

1 + s2

)
dC

)
ds2

= −1
2

∫ ∞

0

s2

(1 + 2s2)
3 ds2 = − 1

16
. (56)
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E

{
Û1

}
= E(A+B,D)

{
D2 (A + B)2 EZ|(A+B,D)

{
Z−1|(A + B, D)

}}
=

1√
2Γ2

(
1
2

) ∫ ∞

−∞

∫ ∞

−∞
D2E2

(∫ ∞

0

Ls

(
fZ|(A+B,D)

)
ds

)
exp

(−D2
)
exp

(
−E2

2

)
dDdE

=
1√

2Γ2
(

1
2

) ∫ ∞

0

(
1

1 + s

) 1
2
(∫ ∞

−∞
D2 exp

(
−D2 1 + 2s

1 + s

)
dD

)(∫ ∞

−∞
E2 exp

(
−E2 1 + 2s

2

)
dE

)
ds

=
1
2

∫ ∞

0

1 + s

(1 + 2s)3
ds =

3
16

. (57)

M(Q1,Q2)|(B,D) (s1, s2) =
2(

4 (1 − s2)
2 − s2

1

) 1
2

exp

[
−B2 − D2 +

4B2 (1 − s2) + 4BDs1 + 4D2 (1 − s2)
4 (1 − s2)

2 − s2
1

]
. (58)

E

{
Û3

}
=

−2
Γ2
(

1
2

) ∫ ∞

−∞

∫ ∞

−∞
BD

(∫ ∞

0

BD

(1 + s2)
3 exp

(
−B2 − D2 +

B2

1 + s2
+

D2

1 + s2

)
ds2

)

× exp
(−B2

)
exp

(−D2
)
dBdD

=
−2

Γ2
(

1
2

) ∫ ∞

0

1
(1 + s2)

3

(∫ ∞

−∞
B2 exp

(
−B2 1 + 2s2

1 + s2

)
dB

)(∫ ∞

−∞
D2 exp

(
−D2 1 + 2s2

1 + s2

)
dD

)
ds2

= −1
2

∫ ∞

0

1

(1 + 2s2)
3 ds2 = −1

8
. (59)

Then, considering (54), E

{
Û3

}
is given by (59), as shown991

at the top of the page.992

Therefore, V

{
Ŷi

}
is derived as993

V

{
Ŷi

}
= E

{
Ŷ 2

i

}
= 2 · 3

16
− 1

8
=

1
4
.994

This is then used to determine the variance of Z2, thus995

completing the proof of Theorem 2.996

APPENDIX C997

PROOF OF THEOREM 3998

Here we analyze the expected value and variance of Yi and999

Ŷi where m = n and m̂ 	= n (case (iii)).1000

In this case, the expected value and variance of Ŷi are the1001

same as the corresponding values derived in case (i). Since1002

m = n, we have Ai = Di and Ci = −Bi. Hence, Yi is1003

given by1004

Yi =
1√
2

√
A2

i + B2
i ,1005

which is a Rayleigh RV with E {Yi} =
√

π

2
√

2
and V {Yi} =1006

4−π
8 . The proof of Theorem 3 then follows.1007
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