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Abstract— Reconfigurable intelligent surfaces (RISs) represent
a promising candidate for sixth-generation (6G) wireless net-
works, as the RIS technology provides a new solution to control
the propagation channel in order to improve the efficiency of
a wireless link through enhancing the received signal power.
In this paper, we propose RIS-assisted receive quadrature space
shift keying (RIS-RQSSK), which enhances the spectral efficiency
of an RIS-based index modulation (IM) system by using the
real and imaginary dimensions independently for the purpose
of IM. Therefore, the error rate performance of the system is
improved as all RIS elements reflect the incident transmit signal
toward both selected receive antennas. At the receiver, a low-
complexity but effective greedy detector (GD) can be employed
which determines the maximum energy per dimension at the
receive antennas. A max-min optimization problem is defined to
maximize the received signal-to-noise ratio (SNR) components at
both selected receive antennas; an analytical solution is provided
based on Lagrange duality. In particular, the multi-variable
optimization problem is shown to reduce to the solution of a
single-variable equation, which results in a very simple design
procedure. In addition, we investigate the average bit error
probability (ABEP) of the proposed RIS-RQSSK system and
derive a closed-form approximate upper bound on the ABEP.
We also provide extensive numerical simulations to validate
our derivations. Numerical results show that the proposed
RIS-RQSSK scheme substantially outperforms recent prominent
benchmark schemes. This enhancement considerably increases
with an increasing number of receive antennas.

Index Terms— 6G, reconfigurable intelligent surface (RIS),
spatial modulation (SM), space-shift keying (SSK), quadrature
space-shift keying (QSSK), greedy detector (GD).
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I. INTRODUCTION

N WIRELESS communications, the recent emergence of

many new applications and services necessitates the advent
of new technologies in order to support a very large number
of mobile devices as well as massive machine-type com-
munications. To this end, several new technologies have
emerged in fifth-generation (5G) wireless networks, including
massive multiple-input multiple-output (MIMO) (mMIMO),
millimeter-wave (mmWave) communications and small cells.
However, these technologies intensify the use of energy and
the hardware cost, which makes practical targets difficult to
reach. In addition, 5G appears to be insufficient to meet the
forthcoming requirements of next-generation wireless com-
munications, as 5G technologies only target the endpoints
of a wireless link, and make no attempt to influence or
design the wireless environment which plays a major role
in degrading the link’s efficiency. Therefore, controlling the
propagation channel has received growing attention in the last
few years, and accordingly the technology of reconfigurable
intelligent surfaces (RISs) is a potentially key approach for
sixth-generation (6G) wireless networks [1], [2], [3], [4], [5],
(61, [71, [8].

RISs are electromagnetic surfaces that can be electronically
controlled by the network operator. An RIS consists of an
array of small, low-cost and nearly-passive scattering elements
that can induce a pre-designed phase shift in the incident
wave. Thus RISs can modify in an energy-efficient manner the
scattering, reflection and refraction of the environment with a
view to enhancing the efficiency of a wireless network.

In [9], an RIS was deployed to enhance a communication
system in two different scenarios: an RIS-based single-input
single-output (SISO) scheme, where an RIS acts as a reflector
and helps to perform beamforming, and an RIS-access point
(RIS-AP) scheme, in which an RIS is utilized as a transmitter
(access point) to convey the information bits through the
phases of the RIS elements. For each scheme, the symbol error
probability (SEP) of the system was analyzed and an enor-
mous benefit was demonstrated compared to the conventional
wireless system without the RIS. An RIS was deployed in
a multiple-input single-output (MISO) system in [10], where
the RIS, in addition to beamforming, also conveys its own
information data via reflection pattern modulation (RPM). An
alternating optimization (AQO) algorithm was used to optimize
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active and passive beamforming, respectively, at the transmitter
and RIS, in order to maximize the signal power at the receiver.
A multi-user RIS-based downlink communication system was
considered in [11] and an optimization problem was defined to
maximize the energy efficiency of the system; again, an AO
algorithm was applied to optimize both the transmit power
allocation and the phases of the RIS elements. In [12], the
projected gradient method (PGM) was used to maximize
the achievable rate in an RIS-based MIMO communication
system.

On the other hand, spatial modulation (SM), or more
generally index modulation (IM), has been widely under
investigation in the last decade due to its inherent energy
efficiency. Massive connectivity results in enormously increas-
ing energy consumption, while in IM part of the information
is conveyed by the indices of the available resources, e.g.
transmit or receive antennas, frequency-domain subcarriers,
etc., such that only a subset of the energy-consuming resources
are activated at any time; this characterizes IM as an energy-
efficient solution. Therefore, IM has been recognized as
another promising technology in 6G systems, thus motivating
researchers to develop RIS-based IM systems. In particular,
RIS-space-shift keying (RIS-SSK) and RIS-spatial modulation
(RIS-SM) systems were introduced in [13], where indices
of receive antennas can be considered to realize IM, while
an RIS was deployed at the transmitter as an access point.
The bit error rate (BER) performance of these systems was
investigated and compared to that of the RIS-AP scheme
in [9]. Inspired by [13], the authors in [14] analyzed the BER
performance of a MISO RIS-assisted space-shift keying (SSK)
system where the index of the tframsmit antenna conveyed
the information. In [15], a new RIS-based SM paradigm
was proposed in which the indices of both the transmit and
receive antennas are selected in order to convey information;
hence, the spectral efficiency is increased at the expense of
a higher receiver complexity. Inspired by quadrature spatial
modulation (QSM) proposed in [16], which implements SM
independently on the real (in-phase) and imaginary (quadra-
ture) dimensions, RIS-aided receive quadrature reflecting mod-
ulation (RIS-RQRM) was proposed in [17]. In this approach,
the RIS elements are divided into two equal groups each of
which independently performs SM. Although this technique
doubles the spectral efficiency, it suffers from a degraded BER
performance compared to RIS-SM. The concept of SM has
been extended to generalized spatial modulation (GSM) in [18]
and [19] to increase the spectral efficiency of the RIS-based
wireless system. However, in these schemes, the RIS elements
are divided into a number of groups in order to maintain
beamforming toward multiple selected receive antennas, which
yields a reduction in the received signal power. Another
RIS-based SSK scheme (SSK at the transmitter side, similar
to [14]) was proposed in [20]. In this scheme, however,
the RIS was assumed to have no knowledge regarding the
transmit data, and therefore an optimization problem was
defined to maximize the minimum squared channel-imprinted
Euclidean distance at the receiver. The authors also proposed
an extension to the scheme such that the RIS, in addition
to reflecting the incident SSK signal, also transmits its own
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information via an Alamouti space-time block code (STBC).
In [21] and [22], the concept of IM has been applied within
the RIS entity, in which the RIS elements are divided into
two groups so that IM can be implemented on these groups
in order to transmit environmental data to the receiver, similar
to the reflection pattern modulation (RPM) scheme of [10].

However, in all of the aforementioned studies, each group
of RIS elements separately targets one receive or transmit
antenna for the purpose of implementing SM. Despite the
advantages of SM, the spectral efficiency of SM needs to
be improved, and this can be performed by introducing other
variants of SM such as quadrature spatial modulation (QSM)
or GSM, which require two or more antennas to be activated.
The proposed solutions so far, however, cut down the effec-
tive number of RIS elements. Hence, the spectral efficiency
increases only at the cost of a reduction in the received signal
power.

Against this background, in this paper we introduce a
new paradigm for RIS-based IM in which the information is
conveyed through the indices of two selected receive anten-
nas. The resulting approach has the property that all RIS
elements can independently perform beamforming onto the
two selected receive antennas. The contributions of this paper
are as follows:

o Inspired by QSM, we propose a novel RIS-assisted IM
scheme, namely RIS-assisted receive quadrature space-
shift keying (RIS-RQSSK), in which all RIS elements
simultaneously maximize the signal-to-noise ratio (SNR)
of the in-phase and quadrature components of the
received signal at the selected antennas. That is, the SNR
associated to the real part of the signal at one antenna
and the SNR associated to the imaginary part of the
signal at the second antenna are maximized in order to be
detectable by a simple greedy detector (GD). Therefore,
the spectral efficiency is increased compared to con-
ventional SSK, without significant additional complexity
or cost.

o« We propose a max-min optimization problem in order
to maximize the two relevant SNR components. Since
this problem is non-convex, we determine its dual prob-
lem, which is convex and admits an analytical solution.
Specifically, the joint optimization of the RIS phase shifts
reduces to solving a single-variable equation in order to
determine each optimal RIS phase shift. We also show
that with a large number of RIS elements the solution of
this equation tends to a constant value, thus providing a
very simple design procedure to control the phase of the
RIS elements.

o We analyze the average bit error probability (ABEP) of
the RIS-RQSSK system. We also use approximations in
order to derive a closed-form approximate ABEP which
is tight in the SNR range of interest for a large number
of RIS elements.

o Finally, we investigate the BER performance of the
RIS-RQSSK system through numerical simulations and
compare the results with those of the most prominent
recently proposed schemes. The results show that the
proposed RIS-RQSSK system significantly outperforms
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Fig. 1. A schematic representation of the proposed RIS-RQSSK system.
these benchmark schemes, and that the performance
enhancement improves with an increasing number of
receive antennas.

The rest of this paper is organized as follows. We describe
the RIS-RQSSK system model in Section II. In Section III,
we formulate the optimization problem and investigate its
analytical solution. The ABEP performance of the proposed
RIS-RQSSK system with and without polarity bits is analyzed
in Section IV. Numerical simulations and comparisons with
the benchmark schemes are provided in Section V. Finally,
Section VI concludes this paper.

Notation: Boldface lower-case letters denote column vec-
tors, and boldface upper-case letters denote matrices. v > 0
(resp., v. > 0) indicates that all elements in vector v are
positive (resp., non-negative). u ® v represents the element-
wise product of two e(;}]al-sized vectors u and v. The
superscripts (-)” and (-)" denote transpose and Hermitian
transpose, respectively. (-)™ and (-)* denote the real and
imaginary components of a scalar/vector, respectively. E {-}
and V {-}, respectively, denote the expectation and variance
operator. N (11, 0%) (resp., CN (u,02)) represents the normal
(resp., complex normal) distribution with mean p and variance
o2. x% and x?2 (\) denote central and non-central chi-square
distributions, respectively, with d degrees of freedom and non-
centrality parameter A. Finally, the set of complex matrices of
size m x n is denoted by C™*",

II. SYSTEM MODEL

The proposed RIS-assisted receive quadrature space-shift
keying (RIS-RQSSK) system is illustrated in Fig. 1. In this
scenario, we consider an RIS-AP! scheme in which the RIS
forms part of the transmitter and it reflects the incident wave
emitted from a single RF source which is located in the vicinity
of the RIS such that the path loss of the link between the
RIS and the RF source is negligible. The RIS is equipped
with N reflecting elements whose phases are controlled
by the transmitter through the RIS controller. We assume
that the receiver, which is equipped with N, antennas, can
only receive the signal reflected from the RIS elements.’

't is also possible to use a phased array antenna to implement the proposed
RQSSK system; however, RIS is a very promising new technology which
has many advantages over existing technologies (nearly-passive operation,
full-duplex capability without significant self-interference, etc.), and is being
considered as a potential candidate for future smart radio networks. For this
reason, we investigate the use of the RIS-AP in this research work.

’Note that this is not a naive assumption; if a direct path from the RF
source to destination exists, this is mathematically equivalent to the addition
of another RIS element, in the sense that the channel model is still given by
an expression of the form of (1).
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The concept of RIS-AP was first introduced in [1] and [9];
later, in [13], this model was extended to cover RIS-aided
wireless communication systems using IM techniques.

The baseband receive signal at receive antenna [ is given by

v =V Eh04ng, (1)

where hy = [hi1,hi2,...,hin] € CXN s the I-th row
of H € CN~*N_ which is the channel matrix of the link
between the RIS and the receiver whose elements are i.i.d and
distributed according to CA (0,1). 8 € CV*! is the vector
that consists of the reflection coefficients of the RIS elements,
such that |0;] = 1 fori =1,2,..., N (here we assume lossless
reflection from the RIS). E is the transmitted energy from the
RF source per IM symbol, and n; € C is the additive white
Gaussian noise at the [-th receive antenna that is distributed
according to CN (0, Ny). Hence, the SNR is equal to E/No.

In the proposed RIS-RQSSK system, the input data bit
stream is split into blocks of R = 2 (log, N,- 4+ 1) bits; one
packet of log, N, 4+ 1 bits is mapped to an in-phase (real)
signal, while the other packet of log, IV, +1 bits is mapped to
a quadrature (imaginary) signal. In each of the two constituent
packets of (log, N, +1) bits, the first log, N, bits are mapped
to one receive antenna index and the final bit determines
the corresponding polarity. In fact, the transmitted data bits
determine the indices of two selected receive antennas. Unlike
RIS-SSK [13], where the transmitter aims to maximize the
SNR at one specific receive antenna, in the proposed scheme
the transmitter independently selects two receive antennas.
That is, the transmitter aims to simultaneously maximize the
SNR of the real part of the signal at the first selected receive
antenna, while also maximizing the SNR of the imaginary part
of the signal at the second selected receive antenna. Recalling
RSM techniques within MIMO systems, receive antenna selec-
tion can be performed via implementing a precoding matrix
along with a transmit vector at the transmitter; however, in the
RIS-AP scheme, where the transmitter (RF source) is equipped
with only one antenna, passive beamforming via adjusting the
phase of the RIS elements conducts the antenna selection
task. In the next section, we will show in detail how the
RIS reflection coefficient vector @ is optimized to perform
the so-called passive beamforming. Note that in this work,
we assume that the transmitter has perfect knowledge of the
channel state information (CSI) that is needed in order to
calculate the optimal RIS phase shifts.

Suppose that m and n are the selected antenna indices for
the real and imaginary parts, respectively. After expanding (1)
for selected antennas m and n, and separating the real and
imaginary parts, we have

yk = VE. [h6" — h[6%| 4, @
I = \/E, [hZ}OI + hgeﬂ +nl. 3)

The receive signal components (2) and (3) suggest that 6
needs to be optimized in order to maximize the relevant SNRs.
After this SNR maximization has been performed, a simple but
effective greedy detector (GD) can be employed to detect the
selected receive antennas without the need for any knowledge
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of the CSI at the receiver. Then, the GD operates via

L R 2
ho=arg max {(ym) } 4
~ _ I 2
i=ag  max {(00)°} ®)

That is, the GD estimates the antenna indices by indepen-
dently searching over the instantaneous energy of the real
and imaginary parts of the signal at the receive antennas and
choosing the one with highest energy in each case (note that
we may have m = n). After this, the polarity bits can be
detected simply by testing the sign of each of the values
R and yZ.

While the GD, being a low-complexity and energy-efficient
detector, is considered as the superior approach for symbol
detection at the user side, optimum maximum likelihood (ML)
detection can also be implemented at the receiver. The ML
detector operates via

(112372, s )
N, 2
= arngILI}bi”I:’dn 2} (yl — VE0* (m,n,d,,, dn)) )

(6)

where 0" (m, n, d,,, dy,) is the vector of optimum phase shifts
of the RIS elements corresponding to both the selected pair of
antennas (m, n) and the pair of polarity bits (d,,,d,). In the
next section we will show how 0” is related to (m, n, dp,, d,).
We will see later in Section V that the performance of the ML
detector is considerably close to that of the GD, especially for
large values of N, so that the additional complexity of ML is
not worthy of being implemented.

IIT. PROBLEM FORMULATION

In this section, we define the optimization problem for the
proposed RIS-RQSSK system to find the optimum phase shifts
of the RIS elements. Here m and n denote the selected antenna
indices based on the input data bits for the real and imaginary
parts, respectively (note that we may have m = n). Therefore,
the transmitter aims to maximize the SNR of the real part of
the signal at antenna m, denoted by SNRﬁf‘) , and the SNR
of the imaginary part of the signal at antenna n, denoted by
SN RSLI ), at the same time. Recalling (2) and (3), SN RYD and

m
SN RSLI ) may be expressed as

28, (hﬁa72 - hfn(;vf)2

SN}, = o , ™
2B, (hR67 + hgeﬂ)2
SNR(D) = o . 8)

Note that the same variables exist in (7) and (8), therefore, it is
not feasible to separately maximize these SNR values. Hence,
we define a max-min optimization problem to maximize the
minimum of these two SNRs. This optimization problem can
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be defined as®

max min (‘hﬁ@R —hZ et
0% .67

st (087)°+ (67)° =1, foralli=1,2,....,N. (9

hRe” + hgeRD

)

Then, re-expressing in the standard form by defining an
auxiliary parameter ¢, the optimization problem can be
defined as

A o (070 ) £
st fi (HR,BI,t) L ‘hEBR - h,I,LBI‘ —t<o,
f (072,01,15) s _ ‘hZfOI + hieR‘ —t<0,
hi (67,67,1) 2 (0F)" + (07)" —1=0,
Yi=1,2,...,N.

(>

(10)

This problem is a non-convex optimization problem, as there
exist non-linear equality constraints. Hence, to reformulate
this problem in the form of a convex optimization prob-
lem, we consider the Lagrange dual of this problem. Then,
we investigate the analytical solution of the resulting convex
problem. Moreover, it is worth noting that due to the appear-
ance of the absolute value operation in the definitions of f;
and f5, the Lagrange dual function needs to be calculated in
four cases:

Case 1.

h%0™ — hZ 6% > 0 and h?0* + hZO™ >0,
Case 2.

h%0™ — hZ 6% > 0 and h?0* + hZO™ <0,
Case 3.

h%0™ — h’ 6% < 0and h?0* + hZo™ >0,
Case 4.

h%0™ — h’ 6% < 0and h?0* + hZO™ <0,

where each case corresponds to a particular combination of
the polarity bits, and it is then required to solve for the
optimum phase angles. In the following, we show in detail
how this problem can be solved for Case 1; the solution for the
other three cases proceeds similarly. In Case 1, the Lagrange
function associated with the problem in (10) is defined as [23]

L (972,01’71&,)\,11)
= fo (HR, 67, t) + ; A fj (aR, 67, t)

3It is worth mentioning that minimizing the relevant in-phase/quadrature
received energy at the non-selected antennas is also desired; however, this
is not straightforward to achieve via simply adjusting the phase shifts of the
RIS elements, i.e., passive beamforming. Therefore, here we only target the
maximization of the received energy at the selected antennas. In addition,
an insight into the performance of the system can be obtained when our
proposed approach is used, namely, we will see later in Theorems 1-3 that our
proposed solution provides the maximum average signal amplitudes (positive
or negative, depending on the polarity bits) at the selected antennas while
maintaining an average signal amplitude of zero at the non-selected antennas.
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N
. R pT
+;yzhz(0 0 ,t)
=(1=X—=X)t—X\ (hRgR —hIOI)

m m

o (hZ}@I + hgeﬂ)

N
+ > u ((0F)° + (67)" - 1), (1)

i=1
where A = [)\1,/\2]T > (0 and v = [yl,yg,...,yN]T are

vectors of Lagrange multipliers. Considering the Lagrange
function, the objective function of the Lagrange dual problem
is computed as

gA\v)= inf L

o™ .67t

<0R,01,t,)\,u). (12)
The Lagrange function in (11) is a quadratic function of
(OR, 0 ), therefore, it is lower bounded if v > 0, i.e., if the
function is convex quadratic in (BR, 0* ) Therefore, we can
find the minimizing (OR, 6 ) from the optimality conditions

Vor L (972,0171&,)\,,/)

— a0 = mD) +2weeR=0, 13
and
VorL (GR,BI,t,)\, 1/)
— a5 = mR) vweet=0 (14
Thus, we obtain
9?:%%, i=1,2,...,N, (15)
0T = _Alhgl;j: AQhZi, i=1,2,...,N. (16)

In addition, L (0%, 6% ,t,)\,u) is a linear function of ¢;
therefore, it is bounded below only when the coefficient of
t is equal to zero, i.e.,

1—X — X =0. a7)

Then, by substituting (15), (16) and (17) into (11), the
Lagrange dual can be written as (18), shown at the bottom
of the page. As a result, the Lagrange dual problem is
defined as

min — g (A, v)

A, v
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St.AI+X—1=0
AL, A2 >0

v; >0, i=1,2,...,N. (19)

Note that g (A, v) is a concave function of v with v > 0, thus,
the optimal point over v can be found from the optimality
condition Vg (A, r) = 0, which yields

v = 5 OB+ AahZ ) 4 (< AhE, o+ M)
(20)

for all ¢ 1,2,..., N. Substituting (20) into (18), the
problem (19) is updated as

N
m)in z_; \/(>\1Ai + AzBi)Q + MG+ >\2Di)2

s.t. A1, do > 0,

A+ X —1=0, (21)

where we define A; = hX,, B; = hl;, C; = —h],; and
D; =hF

i 10 simplify the notation. A\ also can be eliminated,
hence the problem can be expressed as

N
min ;\/(AlAiJr(l—)\l)Bi)2+()\1Ci+(1—>\1)Di)2
st 0< A <1 (22)

The Lagrange function associated with this problem is
given by

L(l) ()\lvavﬂ)

N
= Z \/()\1141' + (1= A1) B)* + (MCi + (1= A1) D)

—ad 48 (M — 1), (23)

where &« > 0 and 8 > 0 are the Lagrange multipliers for
this problem. We know that for a convex problem, any points
that satisfy the Karush-Kuhn-Tucker (KKT) conditions [23]
are both primal and dual optimal. Hence, we write the KKT
conditions for the problem (22) with respect to the primal
and dual optimal points (A}, a*, 5*) as in (24), shown at the
bottom of the page, where the KKT condition 7 is equivalent to
V, LW (A1, @, 3) = 0; therefore, the resulting A} minimizes
LM (A, a*, 5*) over A\;. We can now directly solve these
equations to find (A}, a*, 8*).

1 N 1
Iy

(R s+ Aok ) + (~ M,

2 N
cARR) =30 v Mt =LA 0,0>0,

g ()‘7 V) = -
—0o0, otherwise.
(18)
LA >02M-1<030a">048>05a0M=0600M-1)=0
N * X _\* . L . * Y, _\* .
7. Z (Ai — Bi) ()‘1Az + (1 >‘1) Bz) + (Cz DZ) ()‘10% + (1 >‘1) DZ) —ar + ﬁ* =0; (24)

i=1

VOSA+ (L= X)) B)? + (WG + (1- X)) D)
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To analyze KKT conditions 5 and 6 in (24), we consider
four possible cases: 1) a* =0, * # 0, 2) a* # 0, g* =
3) a* =0, f* =0and 4) o # 0, 8* # 0. It is easy to see
that the final case is not feasible; therefore, we investigate the
other three cases, as follows:

1) a* = 0, g* # 0; In this case, from KKT condition
6 in (24) we find A\ = 1. Since * > 0, the following
condition must be satisfied:

ﬂ* - EN: A;B; + C;D; — (A? +C§)
i=1 VA +C7

2) a* # 0, f* = 0; Since a* # 0, we find A7 = 0 from
KKT condition 5 in (24). The condition a* > 0 only holds if

ZAB + C;D; — (B? + D2)
p /B? + D?

3) a* = 0, 8 = 0; In this case, from KKT condition
7 in (24) we deduce (27), as shown at the bottom of the page.

Since {A;}, {Bi}, {C;} and {D;} are independent random
variables (RVs) distributed according to N (0,3), it can
be shown using the central limit theorem (CLT) that it is
extremely unlikely for conditions (25) and (26) to be satis-
fied for large values of N. Hence, solving the optimization
problem (10) reduces to solving the equation (27). However,
considering the fact that the function in (23) is convex in Ay
and since f(A} = 1) > 0 and f(A\} = 0) < 0, the solution
to (27) must be unique. Since (27) does not admit an analytical
solution, it can be solved numerically to find A7.

After the optimum A; has been determined, {v}} can be
obtained via (20). Substituting v into (15) and (16), we have

> 0.

(25)

> 0.

(26)

R N A +(1— X)) B
LA LX) B+ G+ (L= M) DY)
(28)
forallt=1,2,..., N, and
o = NCi + (1= X)) D; 7

+ (NCy + (1= X5 Dy)?
(29)

VORA + (- A7) By

forallt =1,2,...,N.
The optimization procedure can be summarized as follows;

first, parameters {A;}, {B;}, {C;} and {D;} are given by

= +hk,

n,i’

Ay =+hl, Bi==+h., C;=%Fhl , D

for all + = 1,2,..., N, where the polarity of the real part
of the desired received signal determines the sign used for
defining parameters {A;} and {C;}, and the sign used for
{B;} and {D;} depends on the polarity of the imaginary part
of the received signal. Then, A} is derived by solving the
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equation (27). After this, the reflection coefficients {6} can
be calculated using (28) and (29).

It is worth noting that there is a symmetry between A7
and A5 = 1 — A} in (27); considering the fact that all
variables {A;}, {B;}, {C;} and {D;} are RVs identically
distributed as N (0 ( , 2) this reveals that A} and A3 have equal
mean, i.e., E{\7} = E{A5}, which results in E{)\*} =z
To gain further insights, we present the histogram of the
optimum A} in Fig. 2. This figure shows the average number
of occurrences of the value of A\] in a specific interval in the
domain [0, 1]. Here, we used 10* channel realizations, and
for each channel realization, (27) has been numerically solved
to find the optimum A7. It can be observed that A} closely
follows a Gaussian with mean 3, i.e., A\f ~ N\ (%,o?\*), and
that the variance o/\* decreases with an increasing number of
RIS elements N, such that it can be neglected for large values
of N (e.g., with N = 256, we have U/\I R 6.2 x 107%).

The previous observation will help us to derive an upper
bound on the error rate performance of the RIS-RQSSK
system with optimized Aj. To see this, we present the BER
performance of the RIS-RQSSK system in Fig. 3. In this
figure, for each value of NV we plot the simulation result for the
system with optimized A} and also for a system which simply
uses \; = % As expected, the performance of the system with
AL = % provides an upper bound on the performance of the
system with optimized A7. This upper bound becomes very
tight at low SNR, and also for larger values of N. In practice,
the optimized A} is exactly equal to % only when m = n, i.e.,
the same antenna is selected for both the real and imaginary
parts.

IV. PERFORMANCE ANALYSIS
A. ROSSK System Without Polarity Bits

In this section, we analyze the theoretical ABEP of the
RIS-RQSSK system. For ease of exposition, we will initially

Bi) + (Ci — D;) M Ci + (1 = A7) Dy)

=0.

A (A, — B;)) (\TA; + (1= A7)
>\ :E
\/)\*A-f— 1) B

i=1

27)

B,)? + (NCi + (1= A\)) D;)?
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Fig. 3. Impact of unoptimized A1 = % on the error rate performance of the
RIS-RQSSK system without polarity bits, for the case N, = 4.

assume that there are no polarity bits, i.e., 2log, N, bits
are transmitted per IM symbol, while the polarities are fixed
and are not “detected” at the receiver. This analysis will
focus on the GD receiver given by (4) and (5). Here we
only perform the analysis for the detection of the antenna
m with active real part; due to the inherent symmetry in
the expressions, it is easy to show that the ABEP expression
for the detection of the antenna n with active imaginary part
is identical. Considering (4), the pairwise error probabilities
(PEP) associated with the selected antenna m and the detected
antenna m # m is given by

PEPssic (m, 1) = Pr ((uR)” < (u)”)

N 2
1=1

N 2
< (ﬁ D (hf 08 = 1 67) + nZ%) . (30)
i=1

Considering {67 } and {67} given in (28) and (29), and based
on our discussion in the previous section regarding the average
value of A}, the PEP can be upper bounded as

PEPSSK (m,fn)
<Pr<(\/E75Y+nﬁ)2< (\/E75Y+n§)2>, (31)

N _ N AZ4+CI+ABi+CiD;
where Y= 0 Vi = 2 V(Ai+Bi)?+(Ci+Dy)>’

Zij\;l Y, = Zi\;l (/11922 + C’iﬁiz), and we define A; = h%

m,i
and C; = —h,IM to simplify the notation. According to the
CLT, Y and Y both follow a normal distribution, i.e., Y ~

N (NE{Y;},NV{Y;}) and ¥ ~ N (NE {Y} NV {Y})
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Hence, the expected value and the variance of Y; and Yi need
to be evaluated. Since B; and D; depend on the selected
antenna n with active imaginary part, we need to consider
three different cases: (i) m # n, m # n, (ii) m # n, m = n,
and (iii) m = n, m # n. For all three cases, the expected value
and variance of Y; and Y; can be derived analytically. Hence,
by introducing RVs Z; = v/E,Y +nR and Z, = VE,Y +
n’X, the following theorems can be used to further analyze
the PEP.

Theorem 1: For case (i) where we have m # n and m # n,
Z1 and Zs follow a normal distribution as

Ny/TE —7m)NEs; N,
Zl~N( ms o) ‘+—0>
2v/2 8 2
and
NEs; Ny
Lo~ 0 -4+ — .
05+ )
Proof: The proof is provided in Appendix A. [ ]

Theorem 2: For case (ii) where we have m # n and
m =mn, Z1 and Zs follow a normal distribution as

NvrEs (6 —7) NE; N())
Zy o~ v
' N( 2v2 8 2

and
NE; Ny
Ty ~ 0 — .
s~ N < " + 9 )
Proof: See Appendix B. [ ]
Theorem 3: For case (iii) where we have m = n and
m #n, Z1 and Zs follow a normal distribution as
NyrEs (4—7m)NEs; Ny
Zl ~ N ) ™
2v/2 8 2
and
NEs; Ng
Z ~J - .
5~ N (0, 5 + 5 )
Proof: See Appendix C.* [ ]

Therefore, the PEP can be expressed as

NT_QPr(Q<O|m7£n,m7én)

T

1
+FPI(Q<O|m7£n,m:n)

1
+FPI(Q<O|m:n,m7€n),

PEPsgk (m,m) <

(32)

where Q = @1 — Q2 is the difference of the two non-
central chi-square RVs Q; = Z? and Q; = Z2 each having
one degree of freedom. It can be easily proved that Z; and

4From Theorems 1-3, we see that the signal at the selected antenna, Z1,
and the signal at a non-selected antenna, Z2, follow normal distributions as
Z1 ~ N (pn,0%) and Za ~ (0,03), where in a noise-free system (i.e.,
SNR — o0), we have u,a%,ag o« N. We know that for a normal RV
Z ~ (u,02), we have \/2;7 :j':; fz (2)dz =1 —¢, where € < 1 for
n > 2, e.g., with n = 5 we obtain € = 5.7 X 1077, Considering this fact
and since £-, £- oc V/N > 1, then it follows that it is highly unlikely to
erroneously detect the SSK symbol, i.e., maximizing the signal at the target
antenna provides a near-optimal approach.
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Zy are uncorrelated, i.e., E{Z1Z>} = E{Z1} E{Z;} = 0,
and are therefore independent (recall that Z; and Z, are
both normal RVs). The probability density function (PDF)
and cumulative distribution function (CDF) of ) can both
be expressed in the form of an infinite series expansion;
however, for odd values of the number of degrees of free-
dom the resulting expression is prohibitively complex [24].
Hence, we implement numerical methods and approximations
to obtain the exact or approximated upper bounds on the
PEP results. The Gil-Pelaez inversion formula [25, Eq. 4.4.1]
is a numerical method that can be used to calculate the
CDF of @ as

Fao (q) !

1 [ )
=3 ‘/0 1 (fo () e )" at,

=Pr(Q <q) -
(33)

where ¢ (t) is the characteristic function (CF) of () which
can be derived from the Laplace transform (LT) of the PDF
(see (47) in Appendix A, i.e., ¢g (t) = L_j: (fo (¢)). Hence,
the exact upper bound expression on the PEP in (32) can
be obtained by numerically evaluating the integral in (33)
for ¢ = 0. However, to obtain further insight into the result-
ing PEP, we use Pearson’s approximation approach [26],
where the distribution of a linear combination of non-central
quadratic form of standard normal RVs {X;}, ie. Q' =
Yo 6 (X4 b :), is approximated by that of a central chi-
square RV, ie.,

2
c: c
QX - 24, (34)
C2 C3
where =~ here means “approximately distributed”,
n
o= 6f (1+kb7), k=123, (35)
i=1
and
3
v="2, (36)
3

We use this approach as it is simple yet remarkably accurate
in both tails of the distribution. Hence, we obtain

Pr(Q <q)

v
qg=(q—c1)\/— +v.
\ c2

Expressing @ as the quadratic form Q’, for case (i) where we
have m # n and m # n, we obtain

~Pr(x; <), (37)

where

6-—m)NE, N NE, N,
(5 e — _— 5 = — _—
1 S + 2 ’ 2 9 9 )
N2E
b = T s by = 0.

(6 —7) NE, + 4N,

These expressions can be similarly derived for cases (ii)
and (iii). Substituting the corresponding variables for each
case into (35) and (36), the details of the approximated
chi-square RV can be derived accordingly. Hence, considering
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—c14/V/catv
2

q = 0 in (37), then for each case we have
Pr(Q <0) = Pr(x2 <q)
) 7 (&
r(3) ’
(33)

where F'(z; k) is the CDF of a chi-square RV with k degrees
of freedom, and 7 (s,z) = [ u*"'e *du is the lower
incomplete gamma functlon Calculating (38) for all three
cases in (32), we obtain an approximate upper bound on the
PEP.

Considering the SNR range N f,o < 1 (which is of interest
for large values of N; note that N > 1), then we have

3
2 (w2 & 4 4)
2
9 (nN2E)
3
2 (7N2Le 44 1 B,
( Mo 2) ( N2—+4>
9 (rN2E) 6\ Mo
0

Note that these approximate values of v and ¢ are equal in
all three cases (i)-(iii). Then, for SNR values in the range

~— |y

- e =14
2

M

<
12

)

S
R%

N? f,o > 1 (which is also valid in the range of interest for
large values of V), we can write
27N 2B, 1
~ - ~ —U.
9 N, 1771

Then, it can be shown that the Chernoff bound on the lower
tail of the CDF of a chi-square distribution F (x; k), where
x = zk, is given by

F (zk; k) < (2617,2)% ,

hence, (38) can be expressed as

—27N2 By

2 5 No
63/8) ’

(39)

which indicates the nature of the error rate performance
enhancement that is obtained by increasing NN. It is worth
noting that (39) is similar in form to the Chernoff bound on
the Q-function. Hence, we can conclude that the RIS-RQSSK
system model behaves like a Gaussian channel with an average
power gain that is proportional to N2.

Finally, according to the union bound, the ABEP can be
expressed as

ABEP < ——— o 1Og2 N > > PEPgsk (m — i) e (m — 1),

m m

PEPssk (m — m) < Pr (Q < O) é (

where e (m — 1) is the Hamming distance between the
binary representations of symbols m and m. It is worth
pointing out that the PEP is independent of m and m; hence
the ABEP can be re-expressed as

N,
ABEP < —"PEPsg. (40)
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B. ROSSK Including Polarity Bits

Next, we consider the case where two bits in each data
packet of 2 (log, N,. + 1) bits is transmitted by the polarities
of the real and imaginary “active” received signals. Similar to
the case without polarity bits, we focus only on the real part
(the analysis for the imaginary part is the same by symmetry).
The pair (m,d,,) represents the super-symbol comprised of
SSK bits and the polarity bit, where m denotes the antenna
index with active real part and d,,, denotes the polarity bit.
Hence, considering erroneous and correct detection of the
antenna index separately, an upper bound on the ABEP can
be derived as

ABEP
1

2N, (logy N, + 1)

x S 3 pEP (m,dﬁm,(im) e (m,dﬁm,cim)
(m,d) (vn,d)

1
log, Ny +1
N, logy N,
———>= _PEP 1 — PEP 5
D) (1Og2 N, + 1) SSK ( POL\m;ém)
%= logy Ny + N, — 1
log, N, +1
where PEPpor, ;= and PEPpor,|m.s are the average PEP

[1 — (N, — 1) PEPssk] PEPpoL, =

PEPssk PEPpoOL|mim, (41)

associated with the pair of polarity symbols ( d,,, cim) condi-
tioned on correct and erroneous detection of m, respectively,
which are given by (42) and (43), as shown at the bottom
of the page. To calculate these average PEPs, we use Craig’s
alternative formula for the Q-function [27]. Hence, for an RV

V we can write
1 [ ~1
e {Q(V7)} = [ s (55 ) de @
T Jo 2sin” ¢

where My (s) is the moment generating function (MGF) of
RV V. For each case in (42) and (43), the MGF of the
received SNR can be calculated from the LT of the distribution
function (see (47) in Appendix A). Finally, by computing
the integral in (44) for all Q-functions in (42) and (43)
and substituting (42) and (43), and exact (based on Gil-
Pelaez formula) or approximate (based on Pearson approach
or Chernoff bound) upper bound on PEPsgxk into (41), the
desired ABEP for the RIS-RQSSK system with polarity bits
can be derived.

V. NUMERICAL RESULTS

In this section, we demonstrate the performance of the
proposed RIS-RQSSK system through numerical results.

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 70, NO. 10, OCTOBER 2022

—%— GD,N=64,N =4
— % —ML,N=64,N =4
—o6—GD,N=64,N =8
— & —ML,N=64,N =8
—A—GD,N=128,N =4
— A —ML,N=128,N =4
—&—GD,N=128,N =8
— & -MLN=128,N =8
—%— GD,N=256,N =4

E — % - ML,N=256,Nr=4
m —e—GD,N=256,N,=8
— & —ML,N=256,N =8
\
\
K
\
\ J
\
\
&
i
\
0 ‘
-40 -35 -30 -25 -20 -15 -10
SNR, E,/Ny
Fig. 4. Comparison of the performance of the GD and ML detector in the

proposed RIS-RQSSK system.

As benchmarks, we consider the most prominent recently
proposed RIS-based schemes which incorporate the concept of
SM, namely RIS-RQRM [17] and RIS-SM [13] systems. First,
in Fig. 4 we compare the performance of the RIS-RQSSK
system where the GD and ML detector are implemented at
the receiver. It can be seen that the GD performs fairly close
to the ML detector in terms of the error rate. The performance
gap between GD and ML detector reduces with an increasing
number of RIS elements.

Then, Fig. 5 shows the BER performance of the proposed
RIS-RQSSK system as well as that of the benchmark schemes
with N, = 4, for different values of the number of RIS
elements IN. The phase shifts for the proposed system are
optimized according to the solution provided in Section III.
Both the RIS-RQSSK and RIS-RQRM systems exploit the
polarity of the signals at the receiver to transmit two additional
bits; however, in order to have a fair comparison, the RIS-SM
system uses 16-QAM modulation in order to compensate
for the additional bits transmitted by the quadrature branch.
Hence, the data rate is R = 6 bits per channel use (bpcu) in
all of the considered schemes. We perform GD at the receiver
in all scenarios to detect the spatial symbols, and hence CSI
is not required in the RIS-RQSSK and RIS-RQRM systems,
while RIS-SM needs to know the channel amplitudes in order
to detect the QAM symbols, i.e., partial channel knowledge

PEPpoL|m=r

1 2F
2 S
_T]EY {Q < Y : ) |m

PEPpoL|mam

1 -~ 2F
_ - E. 2558 | e
NT_lEY{Q< v NO>|m n}+

n}+NTN:1Ey {Q (,/W%) |m7én}, (42)
N, —2 L~ 2F.\ .
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Fig. 5. Analytical and simulation results of the proposed RIS-RQSSK system, and comparison of the performance with that of RIS-RQRM and RIS-SM

systems. Here N, =4 and R = 6. (a) N = 64, (b) N =128, (c) N = 256.
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Fig. 6. Analytical and simulation results of the proposed RIS-RQSSK system, and comparison of the performance with that of RIS-RQRM and RIS-SM

systems. Here N, =8 and R = 8. (a) N = 64, (b) N = 128, (c) N = 256.

is required. It can be observed that the proposed system
significantly outperforms the RIS-RQRM system which is an
alternative quadrature-based approach for spatial modulation.
However, in RIS-RQRM, the RIS elements are divided into
two equal groups each of which targets either the real or the
imaginary part of the selected receive antenna, which clearly
deteriorates the performance of the system. The gain of the
proposed scheme over RIS-RQRM is 6.2 dB and 4.1 dB for
systems with NV = 128 and N = 256, respectively, at a BER
of 107°. In the system with N = 64, a larger gain is obtained,
since in the RIS-RQRM system, the number of RIS elements
assisting each activated real/imaginary part is N = 32, which
results in an error floor in the moderate BER range. The
proposed RIS-RQSSK also provides superior performance to
RIS-SM. This superiority is due to the fact that the RIS-SM

system uses 16-QAM modulation to achieve R = 6 bpcu,
which results in a diminishing BER performance due to the
smaller minimum Euclidean distance between different con-
stellation points. The proposed RIS-RQSSK system achieves
2.4 dB, 3.2 dB and 3.5 dB performance improvement over
the RIS-SM system for systems with N = 64, N = 128 and
N = 256, respectively. In this figure, we also plot the analyti-
cal and approximate results discussed in the previous section.
The exact results based on the Gil-Pelaez inversion formula
validate the simulation curves for the proposed system. The
tiny difference between the simulation and Gil-Pelaez curves
is caused by the fact that we use \; = % in the theoretical
analysis, while the optimized A} is used in the simulations.
This difference becomes smaller with increasing N,
as expected (c.f., Fig. 3). In addition, it can be seen that the
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results based on the Pearson approximation approach are very
close to that of the Gil-Pelaez formula, especially for larger
values of N. However, as expected, the resulting Chernoff
bounds are not quite valid at small values of N, as in this case
the conditions on the SNR range are not satisfied. However, for
large values of NV, i.e., N > 256, the gap between the Chernoff
bound and the theoretical curve becomes small enough that it
can be neglected.

In Fig. 6, we plot the corresponding results for a system
with N, = 8. Here the RIS-SM system uses 32-QAM, and
hence the data rate is R = 8 bpcu in all scenarios. The
results show that the BER of the proposed RIS-RQSSK system
significantly outperforms that of the other schemes. Also, we
see that this improvement increases with increasing N,..> This
is due to the fact that the number of RIS elements in the
RIS-RQRM system becomes smaller compared to the number
of receive antennas, and therefore the RIS system cannot
efficiently perform beamforming toward the target receive
antenna. Besides, the use of 32-QAM in the RIS-SM system
results in a very small minimum Euclidean distance which
degrades the performance of the system, such that it performs
even worse than RIS-RQRM in the case where N = 256.
The proposed RIS-RQSSK designs provide 7.2 dB and 4.4 dB
improvement over RIS-RQRM with N = 128 and N = 256,
respectively, and 4.5 dB, 5.6 dB and 6.2 dB gain over RIS-SM
with N = 64, N = 128 and N = 256, respectively. It is
worth noting that the RIS-SM scheme requires partial CSI
at the receiver, while the GD in the proposed RIS-RQSSK
system performs CSI-free detection. Finally, it can be seen
that compared to the system with N, = 4, the gap between
the theoretical and numerical curves is slightly increased. The
reason for this is that in a system with NV,, = 4, the coincidence
of m = n is more likely to occur, which, as previously
mentioned, yields A} %, the same value that is used in
the theoretical analysis.

VI. CONCLUSION

In this paper, we introduced a novel IM scheme for
RIS-assisted wireless communications, called RIS-RQSSK,
in which SSK was performed independently in both the real
and imaginary dimensions. The key advantage of this approach
is that all RIS elements perform beamforming onto the real
and imaginary part of the received signal at the selected
antennas, respectively. Therefore, in addition to realizing an
enhancement in the spectral efficiency, the error rate perfor-
mance is also improved. We also defined and formulated a
max-min optimization problem to maximize the instantaneous
SNR components at the selected antennas. We provided an
analytical solution for this non-convex problem, such that the
multi-variable optimization problem can be transformed to a
simple single-variable equation. We analyzed the ABEP of
the proposed scheme, and derived analytical upper bounds
on the approximate ABEP. The BER performance of the

STt is worth pointing out that the LTE-Advanced standard supports eight
antennas in the downlink and four antennas in the uplink [28], hence we used
four and eight receive antennas in our simulations, even though the gains
from our proposed scheme become even higher when the number of receive
antennas is increased beyond eight.
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proposed RIS-RQSSK system has been demonstrated through
extensive numerical simulations. Our numerical results have
shown that the proposed RIS-RQSSK system enormously
outperforms the recent prominent benchmark schemes such as
RIS-SM and RIS-RQRM, thus providing an approach for RIS-
aided wireless communications which exhibits a high energy
efficiency without compromising on spectral efficiency. This
low-powered single-antenna AP system can be a potential
candidate for small cells in cellular networks. Moreover,
in addition to the use of a simple GD at the receiver, reliable
communications can be achieved with simpler channel codes
which require lower complexity at the receiver. As a result,
the proposed approach can be adopted to serve user devices
in the downlink that are energy-constrained and require low-
complexity receiver algorithms. Finally, an interesting direc-
tion of future research is to develop the proposed system in
order to support IQ modulation as well as index modulation
to obtain higher data rates.

APPENDIX A
PROOF OF THEOREM 1

_ Here we analyze the expected value and variance of Y; and
Y; where m # n and m # n (case (i)), which are further used
to evaluate the expected value and variance of Z; and Zs.

AZ4+C2+A;Bi+C;D;
V(Ai+B)2+(Ci+D;)?
Y; consists of four terms defined as

~ CD

A? C? AB
Wi é—, 4% é—a w. é_v Wy = —,

where we define Z = (A + B)? 4 (C + D)? and also we omit
the index ¢ in order to simplify the notation. In the following,
we evaluate the expected value of each term individually.

According to the law of total expectation, the expected value
of W7 can be given by

E{W1} = Ea {Ew, 4 {W1]|A}}
I )

=Ex {AQEZ\A {Z*%IA}},

where E | A{Z_%|A} is the inverse-fractional moment of
Z where A is given, i.e., where A is a constant. For a given
A, the RV (A + B) is normal with mean A and variance %
ie, (A+B) ~ N (A,1), and also (C + D) is distributed
according to N (0,1). Hence, the RV (Z|A) is the sum of
two independent chi-square RVs each having one degree of

freedom, i.e.,

A. Expected Value of Y; =

(45)

(Z|A) ~ x7 (A%) +x1.

To compute the inverse and fractional moment of (Z|A), we
use the definition of the gamma function to write [25]

1 o0
EZ\A {Z_C|A} = EZ\A {—/ Sc_le_SZdS|A}
0

I (c)
1 > c— —s
= F(C)/O S 1EZ|A {6 Z|A} ds.

(46)
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However, E| 4 {e7*4|A} is the MGF of (Z|A), Mz 4 (—s),

orthe LT of fz (Z|A), Ls (fz (Z]A)). We know that the LT of

the PDF of the sum of independent RVs is the multiplication

of the LT of their individual PDFs, and that the LT of the PDF

of an RV X = Y1 | X? with X; ~ N (p;,0?) is given by
(s

1 3z _
e x00) = (15g0) o0 (7350m) @

where p? = > | pu?. Hence, the LT of f; (Z|A) can be

expressed as

Ls(fz(Z]A)) = (1j28>% (1is>%eXp(Ifj>'

(48)

Then, (45) can be written as (49), shown at the bottom of the

page. Considering fa (A) = FL exp (—A?), and changing

—~
(SIS
~—|

the order of integrals we have

E{W1} = <5 ogy

—| =
—
~—
3
Va)
(NI
|
—_
R
=
+ | =
[\V)
V2l
N————
™

3) Jo
o0
X (/ A? ex (—A2 1 dA) d
- p
Since [ eXp( ’”722) dz = T (%) 02V202%, we have
3
J ix;o A2 exp ( A? 11':2;) dA = 1“(2%) ( 11:_235) *. hence

E{w} =

Considering the type—2 beta function defined as B (

a,f) =

I (1:&7)_:% = FF(E’OE(;)), with some minor manipulation
we obtain
1 1 3
. L (1 TATE 1 T@rE
2l (3) \2v2 T'(1) 2v2  T(2)
3T
8v2'

By symmetry it is clear that E{WW,} = E{W;}.
Next we determine E {W3 \/7} Considering the law of
total expectation and expanding this for multiple RVs, we have

E{Ws} = Ea,5) {Ewsa,5) {Ws|(4, B)}}
— B {AEs {BEz a5 {27314, B)} }}.
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Now, given (A, B), Z is the sum of the central chi-square
RV (C+ D)* and the constant (A+ B)®. Hence, Z =
+ (A+B)?, where Z = (C + D)2, then we have

12 (Z|(AB) = [z (Z - (A+ B)®)
Lo (f2(21(A,B)) = L. (f7 (2 - (A+ B)?))

—exp (= (A+B)’s) L. (12 (7).

the LT of fz(Z|(A,B))

. Therefore,

Hence, given (47), can be

expressed as

L.(f2(ZI(A.B)) = exp (— (A+

B)s) L. (f7(2))
<1+2

3
) exp

—(A+ B)? )
(50)
Using (46), we have

1

]E{W?’}_EA{AEB{%/OOOﬁl(ﬁ)z

X exp (— (A+ B)? s) ds}}.
Using  f4 (4)

1,(1)eXp( A?) and fp(B) =

6] exp (—B?), and after some manipulation we can write
2
E{Ws}

R T el TR | ol42s

F3(l)/0 ’ (1+2s) / AeXp( 4 1+s>
B+ 113—89)

/ Bexp dB |dA

1+9
Since ffooo Z exp (— (’”27;2 ) de =T (%) V202, the inner
integral over B can be evaluated as

ds. (29

B+As

/ Bexp —7114_9) dB
—00 1+s
__r <1>
2

As 1 3
1+s\1+s/) °

Substituting this into (51), the expected value of Wj is

given by
1 /°° s/ 1 \*/ 1 \?
S S2
2 (1) Jo 1+2s 1+s

E{W3} =

=

A2

E{W1} =

EA{%/OOOS

: b
-1 L ! exp 5 ds
1+ 2s 1+s 1+s

-y .

A? /Ooséfl !
0 14 2s

(49)

) (=

3 2
s) exp<1ij>ds> fa(A)dA.
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</ A% exp (—A21+2S>dA)ds
1+ s
s (1 )2
= 2 - d
2r(%)/ ° (1+2s °

g ()

8v2'
Also, by symmetry we have E{W,} = E{W3}. Therefore, the
expected value of Y; is given by

VZ3

E(Yi) =2(E (W1} +E (W) = T2

(52)

A24C24A;B;+C;D;
V(A +B;)2+(Ci+D;)?
The variance of Y; is given by

V{vi} =E{Y]} -E{¥i}*.

However, E{Y;} is given in (52); hence, only the expected
value of Y;? needs to be evaluated. We separate the expression
of Y2 into 4 terms as

A* + A%2B? + 243B

B. Variance of Y; =

» C*4+C%2D*+2C%D

U1 £ 7 ; U2 7 ’
[ s 2A%0D £ 2A%C? -, 2ABC? + 2ABCD
3 = 7 5 4 = 7 .

We can analyze the expected values of U; to Uy separately.
However, it is trivial that E {U; } = E {Us}. Therefore, in the

following we calculate the expected values of Uy, Us and Uy.
o Expected value of U; = w
According to the law of total expectation, we have
E{U:}
=Eap) {(A*+A’B*+24°B)Ez a5 {Z (A, B)} }.
From (46) and (50), E {U;} can be expressed as

E{U:1}

1 > 1 : R R 2 p2 3
_FQ(%)/O (1+28) V_oo/_oo(A +A’B*+2A°B)
B+ As
xexp( @) ( A21+28>dBdA
1+s

ds

1+s
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L) r~ 1 L[>~ 1
= (f) ds + / 5ds
U (3)Jo (1+42s) 4Jo (14 2s)
31 115
40442 16
o Expected value of Us = M

E{Us} can be evaluated as (53), shown at the bottom of the
page.

2
o Expected value of U, = 24BC+24BCD

Z
We can write

E{U4}

C+D
=E,B,0) {2ABCE(U4/2ABC)(A B C){

(4.B.0).

In contrast to the previous calculations where an inverse-
fractional moment of a quadratic function of an RV or RVs
were required, here the first moment of a quotient of two
functions of an RV needs to be evaluated. Positive integer

moments of R = % can be calculated by [25, Eq. 4.5a.2]
E {RC} = L /OOSC_ o ./\/l (51 —52) dSQ
L' (c) Jo ? 0s{ Q1@ , s1=0 7
(54)

where Mo, g, (s1,52) is the joint MGF of @ and Q.
Further, the joint MGF of quadratic forms @, = x7 A1x +
al'x+d; and Q2 = xT Ayx+al x+ds, where x ~ N, (u, )
is a length-p normal random vector, is given by (55), as shown
at the bottom of the next page [25, Eq. 3.2c.5]. Hence, the joint
MGF of Q1 = C+D and Qy = (A + B)*+(C + D)*, where
(A, B,C) is given, can be expressed as

M(Ql,Qz)KA,B,c) (51, 82)

(1 — 82)

Substituting this into (54) and considering ¢ = 1, we can write

C+D
E(U4/2ABC)(A,B,C){ |(A, B C)}

:/ %exp<—€2 52 >
0 (1+4s)2 1+ 59

X exp (— (A+ B)2 52) dss.

1
————exp (—02 + 53 (A+ B +
(1 — 82)2

E{Us}=Ea.c.p) {(24°CD + 2A*C*)Ez/(a.c.p) {Z'|(A,C, D)} }

()
2

r +
) S D + CS
/ (CD + C’Q) exp | — 1+g
—0o0 J =00 1+€

- 3(%)/000(1“) (f Ao (55

/Z /OO /OO (4°CD + A°C%) (/00 Ls (fz1a.0.0)) ds) exp (=D?) exp (=C?) exp (—A?) dDACdA

) )

21+ 253) aDpdc | ds

(53)
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Then, E{U4} can be evaluated as (56), shown at the bottom APPENDIX B
of the page. PROOF OF THEOREM 2

Therefore, the variance of Y; is calculated as . . .
Here we investigate the expected value and variance of Y;

V{Vi} =E{y?} - E{v;}? and Y; where m # n and 7 = n (case (ii)).
5 3 1 VT 2 6-n In this case, the expected value and variance of Y; are equal
= % 16 16 2—\/5 =3 to the corresponding values derived for case (i); however, since
7 = n, then we have A; = D; and C; = —B;. Hence, Y; is
. . N given by
C. Expected Value of Y; = AinR + C’zﬂiz
N N ~ ~ D; Ai B;) — B; Cz D;
Since 932 and 91-1 are independent of A; and C;, then E {E} Y, = (4i + By) (i + )
is calculated as \/(Az + B;)? + (C; + D;)?
v R T . R
E{Y’} - E{ }E{H }+E{ }E{e j=0. Therefore, E{Y;} and V{Y;} need to be evaluated. It is
trivial that E{}Q} = 0, hence, in the following, we calculate
D. Variance of Y; = A,0F + C;6F V{f/z} = E{Yf}
The variance of Y; is given by Considering the terms in Yf (omitting index 1), i.e.,
v{vi}=e{v?} o s D2A+B? L BA(C+D)
1= o= —,
_ A2 R\ 2 A2 T2 Z Z
—e{a2}e{(F)’} +E{C?}E{(6])"} -~ » 2BD(A+B)(C+D)
~ ~ U3 = - )
+2E{ A} E{C:}E {oFo] Z
_ EIE { (HR)Q n (91)2} 1 expected value of U, can be evaluated as (57), shown at the
2 i i T top of the next page, where we define F = A + B, which is

distributed according to A (0,1). By a similar calculation we

E. Expected Value and Variance of Z, and Z; can show that [E {UQ} =E {Ul} . For the expected value of

Finally, the expected Value and variance of 71 = VE,Y + O '
R and Zy = /E,Y +nk can be derived as 3, We can write

N\/ﬂ'E N
E{Z}=FE {\/ESY +n } - , E {U3} - IE(B7D){—2BD % B(_g, 1250)|(B.D)
— NE N
vi{zi} =V{VE Y+nm}= D NE. | Mo (A+ B)(C+ D)
. ’ - (A+B)2+(C+D)2|(B’D) '
E{Zg}:E{\/ESY—i—n }
R NES N Using (55), the joint MGF of @, = (A+ B)(C+ D)
V{Z} =VIVEY +nR\ = -0 .
{22} { +nm} 2 + 2 and Q; = (A+ B)” + (C + D)? for given B and D can
thus completing the proof of Theorem 1. be expressed as (58), shown at the top of the next page.

_1 1
Mo, .0, (51,52) = det (I —251A1F — 259A530) > exp [—5 (uTEfl;t —2s1dy — 252d2)

1 _
+ 3 (s1Xa; + s23as + ;L)T (I—-251A1% — 250A,5%) Iyt (s1Xa; + soXag + u)} . (55)

B L 00 00 00 o) C e S9 - ,
Hl = 3 (3) /—oo ~/foo /700 Apc /0 (1+59)% exp< ¢ 1+82>exp< (4+5) 82) a2
x exp (—C?) exp (—B?) exp (—A?) dCdBdA

2
B+ Agf
= 321 / / / ABexp ( 1+2) exp (—A21+282)dBdA
D3(3) Jo (14s2)% - 1+ s
e 1+ 2s9
2 e ]
X </ C exp( C 7 s )dC)dSQ
1
2

o0 S92 1
=— — 2 dsy=-——. 56
/O (1 + 252)3 2 ]_6 ( )
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E(AJrB D) {D2 (A+ B)*Ez|asn,p) {Z /(A + B, D)}}

2

E
s (f21(a+B,0)) ds) exp (—D?) exp (—7> dDdE

D2

1+25>dD> (/ E?exp (—E21+25)dE> ds
1+s oo 2

1 [~ 1 3
2Jo (1+42s) 16
2 4B2% (1 — s9) + 4BDs; +4D%*(1 — s
M(@1.02)I(B.D) (51, 52) = Cexp| -2 - p2 4 U —— e (58)
(1052 - 52)’ H(1-s) — 5t
R —92 0 e} e} BD BQ D2
E{Ug}:—l/ / B / ——— exp <—BQ—D2+ + >d52
I? (5) —o0 J—00 0 (1+52) L+ s2 L+ 52
x exp (—B?) exp (—D?) dBdD
-2 [ 1 o 142 o 142
S— / (/ B2 exp <—32ﬂ) dB) (/ D2 exp (—D2ﬂ> dD) dss
2 (5) 0 (1+82) —o0 1+ 59 o 1+ $9
1
= ————dsy = (59

1+282

Then, considering (54), E {Ug} is given by (59), as shown
at the top of the page.

Therefore, V {Yz} is derived as

ofi)-efizf-e 5-1-4

This is then used to determine the variance of Zs, thus
completing the proof of Theorem 2.

APPENDIX C
PROOF OF THEOREM 3

Here we analyze the expected value and variance of Y; and
Y; where m = n and  # n (case (iii)).
In this case, the expected value and variance of Y; are the

same as the corresponding values derived in case (i). Since

m = n, we have A; = D; and C; = —B,. Hence, Y; is
given by
Y = A} + B,
\/_
which is a Rayleigh RV with E{Y;} = \L} and V{Y;} =

4T The proof of Theorem 3 then follows.
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