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Abstract— In this paper, we investigate a multicast beam-
forming terrestrial-satellite cooperation system to optimize the
communication capacity and quality of service. Different from
traditional link-based terrestrial network, we design the ter-
restrial and satellite beamforming vectors cooperatively based
on the required contents of users in order to realize more
reasonable resource allocation. Meanwhile, the backhaul links
between content provision center and satellite and base stations
are limited, and the users always need high quality of service,
considering these, our object is maximizing the sum of user
minimum ratio under the constraints of resource allocation,
backhaul link and quality of service in reality. We first formulate
the optimization problem and propose a joint optimization
iterative algorithm to design the beamforming vectors of satellite
and base stations cooperatively. Then, to obtain the global
optimum solution, we propose a Bound-based algorithm and
solve the optimization problem by shrinking the upper bound
and lower bound of the optimization feasible region. To decrease
the complexity, we then design a heuristic scheme to solve
the problem. The simulation results show that, our proposed
cooperative optimization algorithms have better performance
than non-cooperative methods, and the heuristic scheme has
little poor performance but has significant advantage in low
complexity.

Index Terms— Terrestrial-satellite cooperation system, multi-
cast, resource allocation, beamforming design, quality of service.

I. INTRODUCTION

IN RECENT years, the requirements of multimedia informa-
tion such as music, video, mobile TV, online live show etc.
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increase rapidly [1]. According to the research in [1], in 2014,
the mobile data flow was about 2.5EB and it was predicted
to reach 24.3EB in 2019. And it is estimated that, by 2019,
the video service ratio will ascend to 72 percent of total mobile
services, which was only 55 percent in 2014. It is obviously
that the mobile information today faces with the explosion of
increment, which challenges the network transmission ability
seriously. But the communication conditions such as frequency
bandwidth, transmitting power, high interference and even
hardware performance could not afford the high requirement
of the information [2]. So the contradiction between huge
demands for mobile information and the limited transmission
resources is gradually significant.

One possible way to reduce the conflict is using the
multi-input multi-output (MIMO) technology [3]–[6], espe-
cially in the Fifth Generation (5G) that massive MIMO
had been considered as one of the most promising tech-
nologies [7], [8]. And it became the standard of the Third
Generation Partnership Project (3GPP) [9]. In MIMO system,
each base station is equipped with multi-antennas and serves
multi-user equipments [10], which seems suitable for the huge
demands of information and quality of service, but this tech-
nique still faces the challenge of power limitations, complex
interference, transmission link limitations and so on [11]–[13].
To solve these problems, researchers studied in many fields
that considered the application scenario as realistic as possible.

Beamforming is one of the important techniques to
improve the quality of transmission [14], and the researchers
in [15] proposed several beamforming methods. They
described various beamforming algorithms that could be
used in multiple-input single-output (MISO) orthogonal
frequency-division multiplexing (OFDM) system, and they
took both frequency and time domain correlation of channel
fading into consideration. It is meaningful but the assumptions
of the scenario are idealized. Later in [16], the author proposed
a robust beamforming design algorithm to solve the max-min
signal-to-interference-plus-noise ratio (SINR) problem that
considered the interference. This model is more realistic but
all of them are under the transmission of unicast. They
could not use the communication channel best because each
beam only served one user. So the researchers in [17]–[20]
studied the multicast beamforming technologies in different
aspects. Paper [17] focused on the quality of service (QoS)
problem and max-min-fair (MMF) problem that they proposed
a joint multicast beamforming design to improve QoS of users.
The authors in [18] investigated a multicast beamforming
method for multicell networks and considered the interferences
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between groups. In [19], a multiuser beamforming and parti-
tioning problem was proposed where the authors considered
the SINR constraints in sum capacity maximization problem.
And in [20], the authors proposed a multi-objective unicast and
multicast beamforming optimization method under the con-
straints of backhaul link capacity. All of these works developed
the multicast beamforming technologies in multi-user service
that improved the information capacity and QoS notably.
But they were all limited in the terrestrial network that the
weaknesses of base-station-based transmission still influenced
the performance of communication such as the limitation of
coverage and so on.

Considering the wide coverage of the satellite, using
the satellite networks could provide better service for
ground users [21], [22]. In [23] a non-orthogonal multiple
access (NOMA) based multimedia multicast beamforming
Terrestrial-Satellite Network model was built. The users were
divided into base station users and satellite users, meanwhile
the satellite and the base stations were equipped with multi-
antennas and could serve group users based on their required
contents. It was pioneering but the cooperation of the satellite
and base stations was not enough because the satellite only
served the users far from the base stations. Later in [24],
the authors proposed a joint beamforming design algorithm
to maximize the minimum SINR users. In this literature,
the satellite and base stations worked cooperatively that served
all the users in the coverage, but the constraints of it were
simple that the authors only keep the power of satellite and
base stations under constraint. In the actual scenario, not only
the power but also other factors such as backhaul link should
be considered.

Motivated by the advantages of the satellite networks, in this
paper, aiming at satisfying the high requirements of informa-
tion capacity and users’ QoS, we propose a joint beamforming
design and resource allocation method in terrestrial-satellite
cooperation system. We consider that, the satellite and the base
stations could serve the ground users under coverage cooper-
atively based on the requirements of them. And to reduce the
resource consuming, we reuse the frequency bandwidth and
adopt multicast technology both in satellite and base stations
transmission. Different from the aforementioned proposals,
we focus on the demands of communication quantity and
quality in actual scenario. Beside the user channel conditions,
the peak transmission power of each base station and satellite,
the backhaul link between the terrestrial-satellite system and
the content provision center all influence the communication
transmission quantity and quality, so we also optimize the
target problem under the constraints of QoS and backhaul link
capacity. Meanwhile, during the solution, we further consider
the physical property of beams in order to obtain better system
performance.

The main contributions of this paper are summarized as
follows:

• We propose a model of joint beamforming design and
resource allocation in terrestrial-satellite cooperation sys-
tem, in which the satellite and base stations provide ser-
vice cooperatively. We consider the maximization of sum

Fig. 1. The terrestrial-satellite cooperation system.

user minimum ratio in order to satisfy the high demand of
information capacity. To make the scenario more realistic,
we also consider the constraints of backhaul link and
the quality of service to achieve the requirement of the
limited resources.

• We propose a joint iterative beamforming design and
resource allocation algorithm to solve the optimization
problem, in which we design the beamforming vectors of
satellite and base stations cooperatively according to the
requirement and constraints, and allocate the resources
according to the users’ condition. The proposed method
is based on the Successive Convex Approximation (SCA)
approach and iteration method.

• We propose a bound-based algorithm to obtain the
bound of the optimization problem and solve the global
optimization result. During the solution, we further con-
sider the physical property of beams to obtain a bet-
ter performance. The solution of this algorithm could
be treated as the benchmark for evaluating the perfor-
mance of sub-optimization method for the same problem
that have the same target. Later we design a heuristic
low-complexity algorithm by transforming the constraints
into difference form to decrease algorithm complexity.

The rest of the paper is organized as follows. In Section II,
the system model and the problem formulation are pre-
sented. In Section III, the proposed joint iterative algorithm
based on SCA is adopted to solve the joint optimization
problem. In Section IV, the bound-based algorithm and a
low-complexity algorithm are proposed to obtain the bench-
mark of the optimization problem. In Section V, we simulate
the algorithms and give the results of the proposed algorithms.
Finally, we conclude this paper in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Fig.1 shows a Terrestrial-Satellite Cooperation System
model of multicast multigroup communication architecture.
In this system one satellite and IB base stations serve ground
users cooperatively. All users are under coverage of the
satellite, and could be served more than one base stations
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according to their requirement. Then we divide these users
into JG groups totally based on their desired contents. Under
this circumstance, the satellite not only provides the desired
contents to the users but also promotes the quality of service of
the bottleneck users. In this paper, we assume the satellite to be
a low earth orbit (LEO) satellite. Further more, we assume the
user number of each group is KU and the total user number
is Ktotal that IB × JG × KU = Ktotal. Each base station
has AB antennas, the satellite has AS antennas, the maximum
user number in one group is MU , the satellite and the base
stations use the same spectrum during entire transmission.
So the interferences appear among different groups of one
base station, different groups of different base station and
the satellite. Besides, there exist backhaul links between the
content provision center and the satellite and base stations.

It is denoted that ωi,j is the beamforming vector for
base station i group j, and ‖ωi,j‖2 = PB,i,j which is the
transmission power of group j in base station i. xB,i,j is
the multicast signal serving group j, and E[|xB,i,j |2] = 1.
Therefore, the transmission signal of base station i can be
written as

sB,i =
JB∑
j=1

ωi,jxB,i,j (1)

We notice that, in the multicast transmission condition,
the users that request same content may not distribute in
same area. It seems that users in different areas with different
channel condition are served by different beams is a better
solution. From [24], for different beams that serve users with
same contents, the beam vectors could be combined. So at
the end, only one beamforming vector serves the users who
require the same content is enough. So the beamforming vector
in equation (1) is such a formulation.

For the satellite, the transmission signal can be written
similarly as

sS =
JS∑
j=1

νjxS,j (2)

where νj is the beamforming vector for group j, and ‖νj‖2 =
PS,j which is the transmission power of group j. xS,j is
multicast signal serving group j, and E[|xS,j |2] = 1.

Then the received signal of base station user K in group J
of base station I is

yI,J,K =
IB∑
i=1

hHi,I,J,Kωi,JxJ + gHI,J,KνJxJ +
IB∑
i=1

hHi,I,J,K

×
JG∑
j=1
j �=J

ωi,jxj + gHI,J,K

JG∑
j=1
j �=J

νjxj + nI,J,K (3)

where hi,I,J,K is the channel from base station i to the user
K in base station I group J , gI,J,K is the channel from
satellite to the user K in base station I group J . nI,J,K is
the AWGN noise. xj is the required multicast signal of group
j that E[|xj |2] = 1. In the equation (3), the first two parts
are the required signal from the base station I , other base

stations and the satellite. The third and fourth parts are the
interferences from the base stations and the satellite.

So the SINR of user K of group J in base station I is

γI,J,K =
|S|2∑JG

j=1
j �=J
|I|2 + σ2

N

(4)

where we denote

S =
IB∑
i=1

hHi,I,J,Kωi,J + gHI,J,KνJ

I =
IB∑
i=1

hHi,I,J,Kωi,j + gHI,J,Kνj (5)

Based on Shannon’s Theorem, the capacity can be calcu-
lated by

RI,J,K = log2(1 + γI,J,K) (6)

where RI,J,K is the capacity of user K in group J from
base station I including the signal from base stations and the
satellite.

In the system model, there exist backhaul links that connect
the content provision center and the satellite and base stations,
so this link should be described in correct form. We assume
the finite backhaul capacity as CI in which I ∈ [0, IB]
and I = 0 represents the satellite. This means that if the
network resources have been occupied completely, the peak
backhaul capacity is no more than CI . Because the backhaul
link capacity is limited that each base station or the satellite
may not have the ability to serve all the user groups under
the coverage, there needs a factor to represent the groups that
have the ability to be served. We denote a binary variable sJ as
the backhaul link enable factor. If sJ = 1, the group J could
be served by the base stations or the satellite, and sJ = 0
otherwise. Under these assumptions, the backhaul constraint
could be formulated as

JG∑
J=1

sJRB,I,J,K ≤ CI , I ∈ [0, IB] (7)

where RB,I,J,K is the capacity of each base station or the
satellite. The equation (4) shows the SINR of the user that
served by the base stations and the satellite cooperatively.
According to the actual scenario that each base station and
the satellite all have their own backhaul link that connect to
the content provision center, so we should to formulate them
separately. Referring to the equation (4), we could give the
backhaul capacity of each base station as

RB,I,J,K

= log2

(
1+

|∑IB

i=1 h
H
I,i,J,Kωi,J |2∑JG

j=1
j �=J
|∑IB

i=1 h
H
I,i,J,Kωi,j + gHI,J,Kνj |2 + σ2

N

)

(8)

where hI,i,J,K is the channel from base station I to the user
k in base station i group J .
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Same as the base station, the backhaul capacity of satellite
is

RB,I,J,K

= log2

(
1+

|gHI,J,KνJ |2∑JG

j=1
j �=J
|∑IB

i=1 h
H
I,i,J,Kωi,j + gHI,J,Kνj |2 + σ2

N

)

(9)

B. Problem Formulation

According to the requirements of the terrestrial-satellite
cooperation system, our object is to maximize the sum rate
of the users in each group of the cooperative system through
the joint resource allocation and beamforming vectors design
of base stations and satellite.

Considering that, our system model is based on multicast
technology, so the capacity of each group is decided by the
users who are under the worst channel condition or the worst
SINR. And we know that, the power of the base stations
and the satellite couldn’t be unconstraint. In fact, the total
power constraint of each base station and even the satellite is
very strict. So the optimization problem could be formulated
as (OP ) below:

(OP ) max
{ωj}JG

j=1,{νj}JG
j=1

JG∑
j=1

log2(1 + min
I,J,K

γI,J,K)

s.t. C1: PB,I =
JG∑
j=1

||ωI,j||2 ≤ PB,i,I,max

I ∈ [1, IB]

C2: PS =
JG∑
j=1

||νj ||2 ≤ PS,max

C3 :
∑JG

J=1
sJRB,I,J,K ≤ CI

I ∈ [0, IB]
C4: min

I,J,K
γI,J,K ≥ γ0,J

I ∈ [1, IB]J ∈ [1, JG]K ∈ [1,KU ]

which C1 and C2 are the constraints of the base stations and
satellite. C3 is the constraint of the backhaul link capacity
that illustrated above, and I = 0 means the backhaul link
capacity of the satellite. C4 is the SINR constraints that keep
the fairness of the users under different channel conditions.

Obviously, the optimization problem (OP ) couldn’t be
solved directly because the optimization target and the con-
straints are non-convex, so we should transmit the optimization
problem into convex form and then solve it.

III. THE JOINT RESOURCE ALLOCATION AND

BEAMFORMING DESIGN ALGORITHM

In this section, we propose a joint iterative algorithm
to solve the resource allocation and beamforming design
optimization problem that formulated as (OP ). Considering
the problem is non-convex, we first relax the problem into a

convex form with successive convex approximation (SCA) and
then solve it by the proposed iteration algorithm.

A. Convex-Relaxation of the (OP)

The original optimization problem (OP ) is non-convex-
optimization, the complexity and computation are difficult to
use the violent-search. First we should relax the optimization
problem (OP ) in suitable method. The optimization target
is a mix of maximize-minimum problem that we could not
solve it directly. Observing the optimization target and the
SINR fairness constraint C4, we could rewrite the optimization
target as

max
{ωj}JG

j=1,{νj}JG
j=1,γ0,J

JG∑
j=1

log2(1 + γ0,J )

Meanwhile, considering that our optimization problem is under
multigroup scenario, similar to the existing works on multi-
group problem [17], [25], we define ΓI,J,K as a target SINR
factor of all individual users. In other words, the value of
ΓI,J,K represents the grade of service of different groups.

Thus, the problem (OP ) could be transmitted as

(OP1) max
{ωj}JG

j=1,{νj}JG
j=1,γ0,J

JG∑
j=1

log(1 + γ0,J)

s.t. C1 : PB,I =
JG∑
j=1

||ωI,j ||2 ≤ PB,i,I,max

I ∈ [1, IB ]

C2 : PS =
JG∑
j=1

||νj ||2 ≤ PS,max

C3 :
∑JG

J=1
sJRB,I,J,K ≤ CI

I ∈ [0, IB]

C4:
γI,J,K
ΓI,J,K

≥ γ0,J

I ∈ [1, IB ]J ∈ [1, JG]K ∈ [1,KU ]

where the new constraint C4 means that the SINR of all the
users under different grade of service in base station I group J
are larger than the minimum SINR γ0,J .

To simplify the expression, here we define two auxiliary
variables Ωjoint,J and hjoint,I,J,K as

Ωjoint,J = [νHJ , ω
H
1,J , ω

H
2,J , . . . , ω

H
IB ,J ]H

hjoint,I,J,K = [gHI,J,K , h
H
1,I,J,K , h

H
2,I,J,K , . . . , h

H
IB ,I,J,K ]H

||Ωjoint,J ||2 = tr(ΩHjoint,JΩjoint,J )

|hHjoint,I,J,KΩjoint,J |2
= tr(hHjoint,I,J,Khjoint,I,J,KΩHjoint,JΩjoint,J )

So we could rewrite the constraint C1 and C2 of (OP1) as

PB,I =
JG∑
j=1

tr(AB,IΩHjoint,jΩjoint,j) ≤ PB,i,I,max I ∈ [1, IB]

PS =
JG∑
j=1

tr(ASΩHjoint,JΩjoint,J ) ≤ PS,max
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where we denote AB,I = Diag{. . . , Z1, . . . , Z2}, AS =
Diag{. . . , Z3, . . . , Z4}, in which Z1 = IAB×AB , Z2 =
0AS×AS , Z3 = 0AB×AB and Z4 = IAS×AS .

For the constraint C3, there exits a binary variable sJ =
{0, 1} that makes the constraint non-convex. From the previ-
ous definition, we know that if the group J is under service
the factor sJ = 1, otherwise sJ = 0. Considering the
transmission program, the cooperative system serve the users
all by multicast. That indicates no matter sJ = 0 or 1, if the
beamforming vector of group J equals to 0 (ωI,j = 0 or
νj = 0), the group J is not under service. So referring to the
existing works [26], [27], we could rewrite the factor sJ in
C3 as∣∣∣∣

∣∣∣∣||AJΩjoint,J ||22
∣∣∣∣
∣∣∣∣
0

=
∣∣∣∣
∣∣∣∣tr(AJΩHjoint,JΩjoint,J )

∣∣∣∣
∣∣∣∣
0

in which AJ = {01, , . . . , 0J−1, 1J , 0J+1, . . . , 0JG}. So the
constraint C3 could be rewrite as
JG∑
J=1

∣∣∣∣
∣∣∣∣tr(AJΩHjoint,JΩjoint,J )

∣∣∣∣
∣∣∣∣
0

RB,I,J,K ≤ CII ∈ [0, IB]

Although we use the l0-norm to represent the binary variable
sJ , it is still non-convex. So we should approximate it into a
convex form. We define

u
(t+1)
J =

1

tr(AJΩ(t)H
joint,JΩ(t)

joint,J ) + τ

in which τ is a very small predetermined parame-
ter, and t represents the iteration time when calculating
the factor uJ by means of iteration algorithm. So the

l0-norm

∣∣∣∣
∣∣∣∣tr(AJΩHjoint,JΩjoint,J )

∣∣∣∣
∣∣∣∣
0

could be rewrite as

u
(t+1)
J tr(AJΩHjoint,JΩjoint,J ).
Then we focus on the other factor RB,I,J,K in con-

straint C3. Although RB,I,J,K is decided by the groups under
the service of base station I in the backhaul constraint,
it is determined by the minimum users in each group as
well. Because of the optimization of the problem is joint
beamforming design, we only consider the quality of service of
users under the base stations and satellite cooperative service.
So the factor RB,I,J,K is also influenced by the optimization
factor γ0,J which including the optimum ω and ν. Here we
represent the RB,I,J,K as log(1 + γ∗0,J) that for base stations
γ∗0,J = γ0,J(ω) and γ∗0,J = γ0,J(ν). So we could further
rewrite the constraint C3 as

JG∑
J=1

u
(t+1)
J tr(AJΩHjoint,JΩjoint,J ) log(1 + γ0,J∗) ≤ CI

But the logarithm log(1+γ0,J∗) is still non-convex. We adopt
the Taylor expansion to approximate it into its first order
below:
JG∑
J=1

u
(t+1)
J log(1 + γ0,J∗(t))tr(AJΩHjoint,JΩjoint,J )

+
JG∑
J=1

u
(t+1)
J tr(AJΩ(t)H

joint,JΩ(t)
joint,J )

γ0,J∗ − γ0,J∗(t)

ln 2(1 + γ0,J∗(t))

−CI ≤ 0 (10)

For the constraint C4 in (OP1), its full form is

1
ΓI,J,K

|hjoint,I,J,KΩjoint,J |2∑JG

j=1
j �=J
|hjoint,I,J,KΩjoint,J |2 + σ2

N

≥ γ0,J

We introduce two auxiliary factors {ψI,J , φI,J} and rewrite it
as:

1
ΓI,J,K

tr(hHjoint,I,J,KΩHjoint,JΩjoint,Jhjoint,I,J,K)≥ψI,J ,
JG∑
j=1
j �=J

tr(hHjoint,I,J,KΩHjoint,JΩjoint,Jhjoint,I,J,K) + σ2
N ≤φI,J ,

ψI,J
φI,J

− γ∗0,J ≥ 0

According to [24], the term ψI,J

φI,J
above is non-convex. Here

we transmit it by using logarithm relaxation:

ln(γ∗0,J) + ln(φI,J )− ln(ψI,J) ≤ 0

Same as the approximation of logarithm, we use Taylor series
expansion to transmit it into

ln(γ∗(t)0,J ) +
1

γ
∗(t)
0,J

(γ∗0,J − γ∗(t)0,J ) + ln(φ(t)
I,J)

+
1

φ
(t)
I,J

(φI,J − φ(t)
I,J)− ln(ψI,J) ≤ 0 (11)

in which γ∗(t)0,J , φ
(t)
I,J are the optimum solutions from the t-times

iteration.
Up to here, we have approximated all the constraints into

convex form, so the optimization problem (OP1) could be
rewrite as

(OP2) max
{ωj}JG

j=1,{νj}JG
j=1,γ0,J ,ψ,φ

JG∑
j=1

log(1 + γ0,J)

s.t. C1: PB,I =
JG∑
j=1

tr(AB,IΩHjoint,jΩjoint,j)

≤ PB,i,I,maxI ∈ [1, IB]

C2: PS =
JG∑
j=1

tr(ASΩHjoint,JΩjoint,J )

≤ PS,max

C3:
JG∑
J=1

u
(t+1)
J log(1 + γ0,J∗(t))

× tr(AJΩHjoint,JΩjoint,J )

+
JG∑
J=1

u
(t+1)
J tr(AJΩ(t)H

joint,JΩ(t)
joint,J )

× γ0,J∗ − γ0,J∗(t)

ln 2(1 + γ0,J∗(t))
− CI ≤ 0

C4: ln(γ∗(t)0,J ) +
1

γ
∗(t)
0,J

(γ∗0,J − γ∗(t)0,J )

+ ln(φ(t)
I,J ) +

1

φ
(t)
I,J

(φI,J−φ(t)
I,J)

−ln(ψI,J ) ≤ 0
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Algorithm 1 Joint Optimization Iterative Algorithm
1: Initialize:CI , σ, hjoint,I,J,K , PB,i,I,max, PS,max, ΓI,J,K ,

set t = 0, and compute {γ(0)
0,J , φ

(0)
I,J} according to (12),

solve the initial problem of (OP2). Compute u(1)
J according

to (10).
2: while Ω converge,∀I, J,K do
3: Solve the SDP problem (OP2)(t) and calculate Ω(t)

joint,J ,

φ
(t)
I,J and γ(t)

0,J .
4: Update utJ according to (10)
5: Rebuild the iteration optimization problem (OP2)(t+1)

by Ω(t)
joint,J , φ(t)

I,J and γ(t)
0,J .

6: t = t + 1
7: End While

B. Joint Optimization Iterative Algorithm

The optimization problem (OP2) is approximated as a
standard SDP problem according to [28], and could be
solved by the CVX [29] tools. Before solving the problem
(OP2), we should initialize all the iteration factors, especially
{γ(0)

0,J , φ
(0)
I,J} and u(0)

J = 1

tr(AJΩ
(0)H
joint,J Ω

(0)
joint,J )+τ

. We give the

complete joint beamforming design and resource allocation
iterative algorithm as Algorithm 1.

IV. EXTEND BOUND-BASED ALGORITHM

In the previous sections, we formulated a joint resource
allocation and beamforming design problem to maximize the
sum of user minimum rate with the requirement of massive
information, and we proposed a joint iterative algorithm to
solve the problem. The complexity of the algorithm is not
very large and could converge to a point in several times that
would be showed in Section V. But the performance might
have room for improvement.

This is because when we solved the problem (OP) by
using iterative method, we did not calculate the bound of the
problem. That means we could not directly measure whether
the performance of the algorithm reaches its limit. On the one
hand, the optimization result of iterative method has possibility
that gets stuck in unfavorable local solutions. On the other
hand, two nested while-loop might obtain the sub-optimal
solution instead of global solution. Thus, it is necessary to
find a method that correctly describes the benchmark of the
performance. So in this section, we try to find an algorithm
to achieve this target.

To facilitate the following description, we rewrite the opti-
mization problem below as (EOP1).

(EOP1) max
{ωj}JG

j=1,{νj}JG
j=1,γ0,J

JG∑
j=1

log(1 + γ0,J)

s.t. C1: PB,I =
JG∑
j=1

||ωI,j||2 ≤ PB,i,I,max

I ∈ [1, IB]

C2: PS =
JG∑
j=1

||νj ||2 ≤ PS,max

C3:
∑JG

J=1
sJRB,I,J,K ≤ CI

I ∈ [0, IB]

C4:
γI,J,K
ΓI,J,K

≥ γ0,J

I ∈ [1, IB]J ∈ [1, JG]K ∈ [1,KU ]

Then we relax and solve it in the next two subsections.

A. Relaxation and Bound-Based Algorithm

First we focus on the constraint C4 that

1
ΓI,J,K

|∑IB

i=1 h
H
i,I,J,Kωi,J + gHI,J,KνJ |2∑JG

j=1
j �=J
|∑IB

i=1 h
H
i,I,J,Kωi,j + gHI,J,Kνj |2 + σ2

N

≥γ0,J

(12)

To simplify the expression, C4 could be rewritten as

1
ΓI,J,K

|hjoint,I,J,KΩjoint,J |2∑JG

j=1
j �=J
|hjoint,I,J,KΩjoint,J |2 + σ2

N

≥ γ0,J (13)

Then we define

F(Ωjoint,J ) = ΓI,J,K

(
JG∑
j=1
j �=J

|hjoint,I,J,KΩjoint,J |2 + σ2
N

)

so C4 could be further rewritten as

|hjoint,I,J,KΩjoint,J | ≥ √γ0,J

√
F(Ωjoint,J ) (14)

According to the previous research [20], [23], we know that,
the argument of |hjoint,I,J,KΩjoint,J | that we denote as θI,J,K
have the range of [θI,J,K , θ̄I,J,K ], 0 ≤ θI,J,K ≤ θ̄I,J,K < 2π.

And we denote W [θI,J,K ,θ̄I,J,K ]

I,J,K (γ0,J ) as the set of Ωjoint,J
and γ0,J that have the inequality of |hjoint,I,J,KΩjoint,J | ≥√
γ0,J

√F(Ωjoint,J ). Suppose that θ̄I,J,K − θI,J,K ≤ π, then

we could get the convex envelope of W [θI,J,K ,θ̄I,J,K ]

I,J,K (γ0,J ) as

Conv
(
W [θI,J,K ,θ̄I,J,K ]

I,J,K (γ0,J)
)

=
{

Ωjoint,J | sin(θI,J,K)Re{hjoint,I,J,KΩjoint,J}
− cos(θI,J,K)Im{hjoint,I,J,KΩjoint,J} ≤ 0,
sin(θ̄I,J,K)Re{hjoint,I,J,KΩjoint,J}
− cos(θ̄I,J,K)Im{hjoint,I,J,KΩjoint,J} ≥ 0,
xI,J,KRe{hjoint,I,J,KΩjoint,J}
+ yI,J,KIm{hjoint,I,J,KΩjoint,J}

≥ (x2
I,J,K + y2

I,J,K)
√
γ0,J

√
F(Ωjoint,J )

}
(15)

where xI,J,K =
cos(θI,J,K)+cos(θ̄I,J,K)

2 and yI,J,K =
sin(θI,J,K)+sin(θ̄I,J,K)

2 . Conv() is the convex envelope factor,
Re() and Im() means the real part and the imaginary part.

From the formulation above, it is easy to verify that,
the smaller the difference value of [θI,J,K , θ̄I,J,K ], the tighter

the convex envelope of W [θI,J,K ,θ̄I,J,K ]

I,J,K (γ0,J).
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Respectively, according to the previous analysis, the set of
the convex envelope with the given γ

0,J
could be written as

Ωjoint,J ∈ Conv
(
W [θI,J,K ,θ̄I,J,K ]

I,J,K (γ
0,J

)
)

(16)

and the convex envelope exists only when θ̄I,J,K−θI,J,K ≤ π.
The constraint C3 is the backhaul link capacity constraint

for each base station and satellite. But there is a binary variable
sJ in it, so it is non-convex and couldn’t be solved easily.
From [30], we denote a region that G = {(a, b)|a, b ∈ R

n, a ≤
a ≤ ā, b ≤ b ≤ b̄}. So the convex envelope of f = aHb in G
have

ConvG(aHb)=
∑
i

{biai+aibi−aibi, b̄iai+āibi−āib̄i} (17)

Then we relax sJ = {0, 1} into a continuous form sJ =
[0, 1], so the summation of each user equals to the product.
According to the equation above, we could relax the C3 as

JG∑
J=1

{RB,I,J,KsJ + sJRB,I,J,K − sJRB,I,J,K ,

R̄B,I,J,KsJ + s̄JRB,I,J,K − s̄JR̄B,I,J,K} ≤ CI
I ∈ [0, IB ] (18)

Here we recall the constraints C1 and C2, to relax the other
constraints of (EOP ), we redefine the beamforming vectors
ωI,J and νJ as Ωjoint,J , and use it in the relaxation form of
convex envelope. So we need to rewrite C1 and C2 into a
suitable form. We denote AB,I = Diag{. . . , Z1, . . . , Z2} and
AS = Diag{. . . , Z3, . . . , Z4}, where Z1 = IAB×AB , Z2 =
0AS×AS , Z3 = 0AB×AB and Z4 = IAS×AS .

After this, we could get the convex relaxation of extend
optimization problem (EOP1) as

(EOP2) max
{ωj}JG

j=1,{νj}JG
j=1,γ0,J

JG∑
j=1

log(1 + γ0,J )

s.t. C1: PB,I =
JG∑
j=1

tr(AB,IΩHjoint,J

Ωjoint,J ) ≤ PB,i,I,maxI ∈ [1, IB]

C2: PS =
JG∑
j=1

tr(ASΩHjoint,JΩjoint,J )

≤ PS,max

C3:
JG∑
J=1

{RB,I,J,KsJ + sJRB,I,J,K

− sJRB,I,J,K , R̄B,I,J,KsJ
+ s̄JRB,I,J,K − s̄J R̄B,I,J,K} ≤ CI

C4 : Ωjoint,J ∈

Conv
(
W [θI,J,K ,θ̄I,J,K ]

I,J,K (γ0,J)
)

Up to here, we get the relaxation of the extend opti-
mization problem (EOP2) which is a second-order cone

programming (SOCP) problem, it could be solved by using
interior-point method according to [31]. But in the relaxation
steps towards (EOP2), we use the method of convex envelope
and assume the range of the variables. So we need to solve
the upper bound and lower bound in order to satisfy the
constraints.

We denote d = [s,R, θ] ∈ R
Nd
+ as the variable vector

that includes our interest factors in it where Nd = (IB +
1)JG + IBJG + IBJG. Here the factor R represents R(γ0,J),
specifically,RI,J,K represents the correct user K in group J of
base station I , because the logarithm function of log(1+γ0,J)
keeps the monotonicity of γ0,J , so we could use the R instead
of γ0,J . Researchers in [31] gave the proof that d belongs to
the rectangle D = [d, d̄]. So we let Rt represent the list of
rectangle D, let Θt

U and Θt
L represent the upper bound and

lower bound of the extend optimization problem at the t−th
iteration. Let ΘU (D) and ΘL(D) denote the upper bound and
lower bound of the the certain rectangle range D.

So, when the iteration meats the t−th times, we need to
select a rectangle in Rt and split it into two small rectan-
gles. But the selection from Rt have many options that a
good method could decrease the time and computation. Here
we choose the rectangle with the largest upper bound [32].
We assume the rectangle is D∗ = [l, u], after that, we divide
it into two small parts along the longest edge with equal size
as

D∗
(1) =

{
[l, u− ej∗], j∗ ≤ (IB + 1)JG,

[l, u− (uj∗ − lj∗)/2× ej∗], otherwise,

D∗
(2) =

{
[l + ej∗, u], j∗ ≤ (IB + 1)JG,

[l + (uj∗ − lj∗)/2× ej∗, u], otherwise,

(19)

where ej∗ is the j∗−th standard basis vector. This method
could add the new rectangle D ∈ {D∗

(1), D
∗
(2)} into consider-

ation, and update the upper bound Θt+1
U and lower bound Θt+1

L

in time. So after one iteration, new rectangleD ∈ {D∗
(1), D

∗
(2)}

could be used to update the upper bound and lower
bound.

As illustrated in the last paragraph, the effective method
to select suitable rectangle D is to choose the one with the
largest upper bound, such as D∗ = argmaxD∈RtΘU (D),
and if we select the rectangle along the longest edge such
as j∗ = argmaxj∈[1,Nd]{uj − lj}, then we could compute
the upper bound ΘU (D) by solving the problem (EOP2)
over the rectangle D referring to [34]. For updating the upper
bound during the iteration, for each time that we obtain new
D ∈ {D∗

(1), D
∗
(2)}, we could form Rt+1 by removing old D∗

from Dt and then add new D∗
(1) and D∗

(2) if the new upper
bound is larger than the lower bound. We could formulate this
step as

Rt+1 =Rt\D∗ ∪ {D∗
(1), D

∗
(2)|ΘU (D∗

(1), D
∗
(2))≥ΘL} (20)

So we could update the upper bound as

Θt+1
U = maxD∈Rt+1 ΘU (D) (21)
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Next is the lower bound. For obtaining a lower bound,
we should first find a feasible solution of (EOP2). Because of
the backhaul links exist, we could control the transmit power
of some groups and keep the other groups active. We know
that, if ||ωI,J ||2 	= 0 the backhaul link factor sJ = 1,
otherwise sJ = 0. So in extreme cases, the small enough
but not zero beamforming vector ||ω∗

I,J ||2 exist, sJ = 1
but contribute little to the capacity. Therefore, we denote
power factor pJ as the j−th largest factor of Ωjoint,J , and
define

Ω̃joint,J =

{
0, ||ω∗

I,J ||2 < pJ ,

ω∗
I,J , otherwise,

s̃J =

{
0, ||ω∗

I,J ||2 < pJ ,

1, otherwise,
(22)

Then we could obtain the capacity as

RI,J,K(Ω̃joint,J )=log2(1+
|hjoint,J Ω̃joint,J |2∑JG

j=1
j �=J
|hjoint,J Ω̃joint,J |2+σ2

)

(23)

And if the backhaul constraint is satisfied, then it could be
written as

JG∑
J=1

s̃JRB,I,J,K(Ω̃joint,J ) ≤ CI , I ∈ [0, IB ] (24)

then {s̃J , Ω̃joint,J , RI,J,K(Ω̃joint,J )} is a feasible solution
of the extend optimization problem (EOP2). Otherwise,
we can scale {RI,J,K(Ω̃joint,J )} to be the feasible solution
of (EOP2) as

R̃I,J,K = min

{
min

CI
JG∑
J=1

s̃JRB,I,J,K(Ω̃joint,J )
, 1

}

× RI,J,K(Ω̃joint,J ) (25)

This means there definitely exists a factor that help us obtain
the lower bound of the extend optimization problem as

ΘL(D) = max
sJ ,J∈[1,(IB+1)JG]

{ΘJ
L(D)} (26)

In the iteration, if the new step could provide new rectangle
that have a larger lower bound than previous steps, then we
update the lower bound with

Θt+1
L = max{ΘL(D∗

(1)),ΘL(D∗
(2)),Θ

t
L} (27)

So we summarize the Bound-base Algorithm as
Algorithm 2.

B. Low-Complexity Heuristic Transformation

In previous subsection, we propose the Bound-based algo-
rithm to obtain the upper bound of the problem. But from
the analysis we know that, the complexity of this algorithm is
high, so we propose a low-complexity heuristic algorithm in
this subsection to solve the problem.

Algorithm 2 Bound-Based Algorithm

1: Initialize:R0 ← {Dinit}, t ← 0, solving (EOP2)
for upper bound ΘU (Dinit) and obtain the lower bound
ΘL(Dinit) according to (21). Θ0

L = ΘL(Dinit), Θ0
U =

ΘU (Dinit), ε.
2: while doΘt

U −Θt
L > ε

3: Select the rectangle D∗ in Rt with the largest upper
abcbound, and split it into D∗

(1) and D∗
(2) according to

abc(19).
4: Calculate upper bound ΘU (D∗

(1), D
∗
(2)) by solving

abc(EOP2) and lower bound ΘL(D∗
(1), D

∗
(2)) according

abcto (26).
5: Update Rt+1 = Rt\D∗ ∪
{D∗

(1), D
∗
(2)|ΘU (D∗

(1), D
∗
(2)) ≥ ΘL}.

6: Update Θt+1
U = maxD∈Rt+1 ΘU (D).

7: Update Θt+1
L = max{ΘL(D∗

(1)),ΘL(D∗
(2)),Θ

t
L}

8: t = t + 1.
9: End While

In the Bound-based algorithm, the most complex steps
are the convex envelope shrinking especially the constraints
C3 and C4 in (EOP2). So we could focus on these two
constraints to heuristic the algorithm. We first rewrite the
constraint C4 in (EOP1) as

JG∑
j=1
j �=J

|hjoint,I,J,KΩjoint,J |2+σ2
N

︸ ︷︷ ︸
convex

−|hjoint,I,J,KΩjoint,J |2
ΓI,J,Kγ0,J︸ ︷︷ ︸

convex

≤0

(28)

From [33] we know that, the two parts of equation (28) are
convex. But the total difference equation is uncertain convex
or non-convex. Referring to the optimization of equation (11),
we could replace it into the first-order Taylor expansions form
as

JG∑
j=1
j �=J

|hjoint,I,J,KΩjoint,J |2 + σ2
N

− 2Re{Ω(∗)H
joint,Jh

H
joint,I,J,Khjoint,I,J,KΩjoint,J}

ΓI,J,Kγ
(∗)
0,J

+
|hjoint,I,J,KΩ(∗)

joint,J |2
(ΓI,J,Kγ

(∗)
0,J)2

≤ 0 (29)

For constraint (C3) in (EOP1), to keep the form consistent,
we could rewrite it as

JG∑
J=1

[(s′J+R′
B,I,J,K)2−(s′J−R′

B,I,J,K)2] ≤ 4CII ∈ [0, IB]

(30)

where s′J ≥ uJ tr(AJΩHjoint,JΩjoint,J ) and R′
B,I,J,K ≥

RB,I,J,K . We notice that for any a and b there has 4ab =
(a + b)2 − (a − b)2. So we finally have the heuristic form
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Algorithm 3 Heuristic Algorithm

1: Initialize: Ω(0)
joint,J , γ(0)

0,J , s′(0)J , R′(0)
B,I,J,K and t = 0, set the

iteration threshold ε.
2: repeat
3: Solve the heuristic problem (HP )(t) and update

abcΩ(t)
joint,J , γ(t)

0,J , s′(t)J , R′(t)
B,I,J,K .

4: t=t+1
5: until the stopping criterion is met.

below:

(HP ) max
{ωj}JG

j=1,{νj}JG
j=1,γ0,J ,ψ,φ

JG∑
j=1

log(1 + γ0,J)

s.t. C1: PB,I =
JG∑
j=1

tr(AB,IΩHjoint,jΩjoint,j)

≤ PB,i,I,maxI ∈ [1, IB]

C2: PS =
JG∑
j=1

tr(ASΩHjoint,JΩjoint,J ) ≤ PS,max

C3:
JG∑
J=1

[(s′J +R′
B,I,J,K)2 − 2(s′(t)J −R′(t)

B,I,J,K)

×(s′J −R′
B,I,J,K) + (s′(t)J −R′(t)

B,I,J,K)2] ≤ 4CI

C4:
JG∑
j=1
j �=J

|hjoint,I,J,KΩjoint,J |2 + σ2
N

−2Re{Ω(t)H
joint,Jh

H
joint,I,J,Khjoint,I,J,KΩjoint,J}

ΓI,J,Kγ
(t)
0,J

+
|hjoint,I,J,KΩ(t)

joint,J |2
(ΓI,J,Kγ

(t)
0,J)2

≤ 0

Thus the heuristic problem (HP) is convex referring to [33],
our target is to obtain Ω(t)

joint,J , γ(t)
0,J , s′(t)J , R′(t)

B,I,J,K in which
t is the iteration times. We could solve by using interior-point
methods [28] that a feasible solution could be optimized
by random initialization points. The low-complexity heuristic
algorithm is given in Algorithm 3.

C. Convergence and Complexity Analysis

1) Convergence of Bound-based algorithm: In previous
subsections, we use the upper bound and lower bound
to gain the optimization solution, so the most important
condition is the convergence of the algorithm. If the
upper bound and lower bound over the rectangle D
could become tight and finally shrink to a point, then
the convergency of the algorithm is valid. Research [35]
first gave the proof of the convergence that rectangle D
shrinks to a point. We refer the method to prove our
formulation and bounds in Appendix.

2) Complexity of Algorithm 1, 2 and 3: For these
three algorithms, the most complex parts are the
iteration cycles in them, so the complexity analysing

could be mainly calculated by iteration times and
iteration steps complexity. The complexity of three
algorithms are O(Tmax1 (((IBAB)2 + A2

S)JG +
KU )3.5), O(Tmax2 ((IBAB + AS)JGKU )3.5 and
O(Tmax3 ((IBAB + AS)JGKU )3.5. Referring to [34],
Tmax2 � Tmax3 , Tmax2 � Tmax1 , thus the iteration time
could better represent the complexity of the algorithms.
Further comparisons are stated in the next section.

V. PERFORMANCE EVALUATION

In this section, we use the MATLAB software to simulate
and evaluate the proposed algorithm and then present the
result. Here we first give the simulation parameters, and then
give the simulation results and analysis.

A. Simulation Parameters

In the simulation, the satellite is a LEO with 1000km from
the ground, the maximum power is 40W, and the carrier
frequency is set as 2GHz, the AWGN power σN is set
as −134dBm. The maximum constraint power of the base
stations PB,i,I,max is set as 43dBm. The transmission gain of
the satellite and the base station are 50dBi and 18dBi. The
ground users’ position is assumed as Gaussian distribution.

Meanwhile, for the transmission channel, the channel fading
should be considered. In this model, we assume the terrestrial
channel as Rayleigh channel [36], and the satellite channel
as Rician channel [37]. To keep the scenario more realistic,
we also consider shadow effect that caused by the environ-
ment. Refereing to [38] and [39], the Probability Density
Function (PDF) of terrestrial and satellite channel model could
be written as

pB(x) =
10

ln(10)
√

2πσ2

∫ ∞

0

1
x2

0

× exp[− x

x0
− (10 log(x0)− μ)2

2x0
]dx0

pS(x) =
x

σ
√

2πσ2

∫ ∞

0

1
x

× exp[− lnx0 − μ
2σ2

− (x2 + x2
0)

2σ
]I0(

xx0

σ
)dx0

where x0 is the mean power of signal that under short time
shadow effect, μ and σ are mean and variance of signal, I0 is
the first kind zero-order modified Bessel function.

B. Simulation Results and Analysis

Fig.2 shows the convergence of Algorithm 1, Algorithm 2
and Algorithm 3. In Fig.2 (a), when the base station number,
group size and group number increase, the time of iteration
increases too. This is because the complexity of group forms
influences the cooperative optimization, it need more chances
to reach the final result. From the figure we could see,
Algorithm 1 needs 14 to 15 iteration times to gain the
convergence. Fig.2(b) shows the convergence of Algorithm 2.
The condition is IB = 2, JG = 1,KU = 2,ΓI,J,K = 1. From
this figure, we could see that the upper bound is decreases very
fast during the start iteration times, and gradually decreases
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Fig. 2. Convergence Behavior of Algorithm 1, Algorithm 2 and Algorithm 3.

slower and slower, at the end comes to a correct value. Same
as the lower bound that it increases very fast at the beginning
and slow down after that until reach a correct value. We also
see that, when the iteration comes to the end, the upper
bound and lower bound become tight according to the stopping
tolerance factor ε. The ε smaller, the gap between two bounds
nearer. Fig.2 (c) shows the convergence of Algorithm 3
with IB = 2, JG = 1,KU = 2,ΓI,J,K = 1. From this
figure we find that, different initial points lead to different
iteration times but the algorithm finally become convergence
in 14 times. From these three figures we also could find
that the complexity of Algorithm 3 is the lowest, then is
Algorithm 1, and Algorithm 2 has the highest complexity
which has been illustrated in previous section, and the achieved
results in (b) could still be used as the benchmark of the total
system capacity.

Fig.3 shows the performance of our proposed Algorithm 1,
Algorithm 2 and Algorithm 3 under the influence of base
station number, group size and group number. To see the dif-
ferences more clearly, we put all the nine subfigures together.
The top subfigures (a) (b) and (c) represent the total sys-
tem capacity of Algorithm 1, and the bottom subfigures
(d) (e) and (f) represent the performance of Algorithm 2, (g)
(h) (i) are for Algorithm 3. In (a), (d) and (g) we set AB =
2, AS = 4,KU = 2, JG = 2,ΓI,J,K = 1, in (b), (e) and (h)
we set AB = 2, AS = 4, IB = 2, JG = 2,ΓI,J,K = 1,
and in (c), (f) and (i) we set AB = 2, AS = 4, IB = 2,
KU = 2,ΓI,J,K = 1. From the first column we find that, more
base station number provide better channel for the ground
users, so the sum capacity increase. From the second column
we know, the group size increases, the sum capacity may
decrease. Because if there are more users, the minimum SINR
of each group might be worse and the interference might
be higher according to the increment of group size. From
the third column, all the four lines present increment. This
is because the group number increases, the sum capacity
increases obviously. But further observing these subfigures,

Fig. 3. Performance of Algorithm 1, Algorithm 2 and Algorithm 3.

Fig. 4. Sum capacity under different backhaul capacity constraints.

the slope of them are very small. The reason is that, when
the group number increases, the interference between groups
rise very fast. Meanwhile, observing all the nine subfigures,
we could see that, the blue asterisk line is higher than the black
diamond line. It means the ability of cooperative optimization
is better than non-cooperative optimization. And the gain
of Algorithm 1 is about 18.5% in (a), 22.4% in (b) and
11.9% in (c). Compared with Algorithm 1, the bound-based
Algorithm 2 obtains nearly 15% capacity, and Algorithm 3
is 1.6% less than Algorithm 1.

Fig.4 shows the influence of the backhaul capacity con-
straint. In this figure, the x-axis represents the base station
backhaul capacity, and we compare the two algorithms with
different satellite backhaul capacity at the same time. It is
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Fig. 5. Influence of ΓI,J,K .

obviously that all the lines increase nearly linear at the begin-
ning, slow down and keep flat when the backhaul capacity
rises. Because when the backhaul capacity is small, only few
groups are under service or the groups are under bad quality
of service, so as the capacity grows, the total system capacity
increase fast. And when the backhaul capacity is large enough,
all the groups have already been under service or the groups
have already under good quality of service, at this time the
influence of backhaul capacity is less. Since all the groups
are under the best optimization, the total system capacity
would not rise. And comparing the lines in same line style,
we could find the influence of different satellite backhaul
capacity. Comparing the lines in same line marks in same
algorithm, we could find the different tendency of increment
with different group number. And comparing the lines in same
line marks in different algorithms, we could find the tendency
of increment with different algorithm.

Fig.5 shows the influence of the target SINR factor ΓI,J,K .
We set the factors as AB = 2, AS = 4, IB = 2, JG =
2,KU = 2. In subfigure (a), we set the target SINR of
group 1 as ΓI,J,K = 1 and the target SINR of group 2 as
ΓI,J,K = Γx in which Γx represents the x-axis of this
subfigure. In subfigure (b), we set the target SINR of group 2
as ΓI,J,K = 1 and the target SINR of group 1 as ΓI,J,K = Γx
in which Γx represents the x-axis of this subfigure. From
the two subfigures we find that, when the two groups are all
ΓI,J,K = 1, the capacity of group 2 is larger than group 1.
It means that, under the same service grade, the channel
condition of group 2 is better. When the ΓI,J,K increases
in (a), the resource is allocated more to the group 2 obviously,
and the increment of group 2 is larger than the decline of
group 1. In (b), the condition is opposite that the speed of
decline of group 2 is faster than increment of group 1. The
influence to the group under better channel condition of ΓI,J,K
is larger than it of bad channel condition group. So we could
adjust this factor to obtain the different requirements under
different application scenarios.

Fig.6 is the comparison of our proposed Algorithm 1,
Algorithm 2, Algorithm 3, suboptimization method in [16]
and maximum-ratio-transmission (MRT) method. Comparing
these methods, we find that, the Algorithm 1 gains 14.9%
more capacity than the suboptimization method, and gains
35.1% more capacity than the MRT. The Algorithm 2 obtains
the correct bound and optimizes the problem as the benchmark
of capacity. Algorithm 3 is very close to Algorithm 1 when
x-axis is small, along with x-axis gets higher, Algorithm 3 is

Fig. 6. Comparison of Different Algorithms.

1.6% less than Algorithm 1. Meanwhile, compared with Algo-
rithm 2, Algorithm 1 is 13% less, Algorithm 3 is 15.3% less,
suboptimization method and MRT are 18.4% and 26.9% less.
Algorithm 2 could be treated as benchmark is because during
convex transformation, the constraints reform are all based on
the physical property. We use the arguments of beams to set
the convex envelope such as equation (15), the transformation
based on arguments has very little component loss. But in
Algorithm 1 and Algorithm 3, we expansion the constraints
by first-order, there are many components that are dropped
by this relaxation step. Besides, the MRT method could not
deal with the complex interference, so when the interference
of groups get higher, the performance of it would be the worst.
The method in [16] solve the problem using suboptimization
function, this might get stuck in unfavorable local solutions.
And for the cooperative optimization, the ability of this method
is not good enough.

Another important factor we are interest in is the influence
of system delay of terrestrial channel and satellite channel.
It seems that the satellite and base stations could not be
managed at the same time, at least could not keep a high
synchronization. In fact, according to [40], the low time delay
satellite transmission technology had been studied. Mean-
while, the development of ground mobile terminals aims at
high intelligent and computing complex, they could commu-
nicate with satellite only by one or two hops, this means the
transmission delay of satellite could be shortened in dozens
of millisecond. Taking the terrestrial link into consideration,
most base stations are only relay stations. The ground users
could not communicate with control center or content center
directly, on the contrary, it needs dozens of hops [41]. Under
this condition, the satellite delay is not high and even low than
the terrestrial delay. To schedule the network more accurately,
we could further research the allocation schemes to keep
up with the delay of satellite and terrestrial network, but it
is beyond the scope of this paper, we would study this in
future work.
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VI. CONCLUSION

In this paper, we proposed a multicast beamforming
terrestrial-satellite cooperation system to maximize the sum
of user minimum ratio under the SINR constraint and back-
haul link capacity constraint. In this model, satellite and
base stations provided service corporately for ground users.
We first formulated the optimization problem and then solved
it with the proposed joint iterative beamforming design and
resource allocation algorithm which was based on SCA and
iteration method. After that, we proposed a bound-based
algorithm to obtain the upper bound and lower bound of
the optimization problem and gained the result that could
be treated as the benchmark of the same problem. Then to
decrease the complexity of bound-based method, we designed
a heuristic algorithm to resolve the problem. During the
solution, we further considered the physical property of beams
to obtain higher performance. Finally we simulated the two
proposed algorithms and compared them with previous lit-
eratures. The simulation results showed that, our proposed
cooperative optimization algorithms had better performance
than non-cooperative methods, and the heuristic scheme had
little poor performance but had significant advantage in low
complexity. In this paper, we only considered the optimization
method without time-varying which including the movement
of users and satellite, in the future, we would further study
the influence of time-varying and take transmission delay into
account to design the system more realistic.

APPENDIX

From equation (13) and (15), we have

|hjoint,I,J,KΩjoint,J |2∑JG

j=1
j �=J
|hjoint,I,J,KΩjoint,J |2 + σ2

N

≥ (γ
0,J

) cos2
(
θ̄I,J,K − θI,J,K

2

)
Refer to [25], for any D ∈ Dinit, we assume D = [l, u]
that l = [sHJ , R

H
J , θ

H
I,J,K ]H and u = [s̄HJ , R̄

H
J , θ̄

H
I,J,K ]H . If we

denote the longest edge of the rectangle D as EDGE(D),
then EDGE(D) ≤ δ means max1≤J≤Nd

{uJ − lJ} ≤ δ.
Based on this result, the initial bound ΘL(D) and ΘU (D)
could be estimated first.

Upper Bound: We define {Ω∗
joint,J , R

∗
J , s

∗
J} as the optimal

solution of (EOP2) that after solving this problem we have
the upper bound ΘU (D) =

∑
J R

∗
J , and the upper bound

satisfies ΘU (D) ≤∑J R̄J .
Lower Bound: Since the size of rectangle D is small enough

that δ ≤ 1, we have sJ = s̄J by (19). If this satisfies,
the optimal solution is s∗J = sJ = s̄J = 0 or 1. According to
(22), we assume there exists the smallest non-zero element of
||Ωjoint,J ||2, then s̄J = s∗J and Ω̄joint,J = Ω∗

joint,J . So we
have

|hjoint,I,J,KΩ∗
joint,J |2∑JG

j=1
j �=J
|hjoint,I,J,KΩ∗

joint,J |2 + σ2
N

≥ (γ
0,J

) cos2
(
θ̄I,J,K − θI,J,K

2

)

Then the capacity satisfies

RI,J,K(Ω̄joint,J )
= RI,J,K(Ω∗

joint,J )

= min log2

(
1 +

|hjoint,I,J,K Ω̄joint,J |2∑JG

j=1
j �=J
|hjoint,I,J,K Ω̄joint,J |2 + σ2

N

)

≥ min log2

(
1 + γ

0,J
cos2

(
θ̄I,J,K − θI,J,K

2

))

= log2

(
1 + γ

0,J
cos2

(
max(θ̄I,J,K − θI,J,K)

2

))

= log2

(
1 +(2RI,J,K−1) cos2

(
max(θ̄I,J,K− θI,J,K)

2

))

≥ log2

(
RI,J,K cos2

(
max(θ̄I,J,K − θI,J,K)

2

))

= RI,J,K + 2

(
cos
(

max(θ̄I,J,K − θI,J,K)
2

))

And the lower bound is given by ΘL(D) =
∑

J RJ .
Finally, the gap between upper bound and lower bound is

ΘU (D)−ΘL(D)

=
∑
J

(R∗
J −RJ)

≤
∑
J

(R̄J −RJ)−
(

cos
(

max(θ̄I,J,K − θI,J,K)
2

))

≤ IBJGδ − log2

(
cos(δ/2)

)
where we denote g(θ) = IBJGδ − log2

(
cos(δ/2)

)
is

monotonically increasing for δ ∈ (0, 1), there always exists
a small enough δ that satisfies g(θ) ≤ ε.

The proof is completed.
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