
2486 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 63, NO. 7, JULY 2015

Energy Efficiency Optimization With Interference
Alignment in Multi-Cell MIMO Interfering

Broadcast Channels
Jie Tang, Member, IEEE, Daniel K. C. So, Senior Member, IEEE, Emad Alsusa, Senior Member, IEEE,

Khairi Ashour Hamdi, Senior Member, IEEE, and Arman Shojaeifard, Member, IEEE

Abstract—Characterizing the fundamental energy efficiency
(EE) performance of multiple-input–multiple-output interfering
broadcast channels (MIMO-IFBC) is important for the design of
green wireless system. In this paper, we propose a new network
architecture proposition based on EE maximization for Multi-Cell
MIMO-IFBC within the context of interference alignment (IA).
Particularly, EE is maximized subject to maximum power and
minimum throughput constraints. We propose two schemes to
optimize EE for different signal-to-noise ratio (SNR) regions. For
high-SNR operating regions, we employ a grouping-based IA
scheme to jointly cancel intra- and inter-cell interferences and
thus transform the MIMO-IFBC to a single-cell MIMO scenario.
A gradient-based power adaptation scheme is proposed based
on water-filling power adaptation and singular value decompo-
sition to maximize EE for each cell. For moderate SNR cases,
we propose an approach using dirty paper coding (DPC) with
the principle of multiple access channel and broadcast channel
duality to perform IA while maximizing EE in each cell. The
algorithm in its dual form is solved using a subgradient method
and a bisection searching scheme. Simulation results demonstrate
the superior performance of the proposed schemes over several
existing approaches. It also shows that interference-nulling-based
IA approaches outperform hybrid DPC-IA approach in high-SNR
region, and the opposite occurs in low-SNR region.

Index Terms—Green radio (GR), energy efficiency (EE), multi-
ple input multiple output (MIMO).

I. INTRODUCTION

D ENSE deployment of base stations (BSs) with multiple
antennas is considered a de facto solution for supporting

the projected massive data traffic growth. This trend constitutes
to ever-rising network power consumption which has severe
implications in terms of both operational and environmental
costs. Mobile operators are consequently encompassed with
the difficult but fascinating challenge of improving spectral
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efficiency (SE) and energy efficiency (EE) of network infras-
tructure at the same time.

Traditionally, SE has been the sole performance indicator for
the design of wireless communication networks. It is an impor-
tant measure for quantifying the effectiveness of cellular systems
and has been extensively studied for various technologies and
scenarios [1]–[3]. Although SE measures how efficiently a limi-
ted frequency spectrum is utilized, it fails to account for energy
efficiency. Because of the high power consumption of wireless
access networks, research on EE, which is typically concerned
with maximizing the total number of bits per Joule, has attracted
much interest recently, e.g., single link optimization [4], [5],
single-cell scenario [6]–[8], multi-cell deployment [9], [10],
cognitive radio [11], [12] and cooperative relaying system [13].

A prominent transmission technology for the next generation
of cellular networks such as long-term-evolution advanced
(LTE-A) is multiuser (MU) multiple-input multiple-output
(MIMO) which facilitates multiplexing data streams across
multiple users. In this way, MU-MIMO turns the fundamental
problem of single user (SU)-MIMO, i.e., multiplexing data
streams for a SU, with low-rank channels into an advantage
[14]. Furthermore, in contrast to a SU-MIMO system, schedul-
ing the appropriate set of users based on criteria such as inter-
user beamforming correlation factors can lead to additional
gains if more transmit antennas are used at the BS [14].
Therefore, adopting MU-MIMO technology can lead to signif-
icant improvements in terms of average rate performance. The
information-theoretic capacity limit of MIMO broadcast chan-
nels (BC) has been extensively studied in the existing literature,
e.g., [15]–[17]. In contrast to existing works on capacity or SE
of single-cell MIMO-BC that only needs to consider transmit
power constraints, studying the EE of single-cell MIMO-BC
requires a comprehensive understanding of the power consump-
tion of downlink MU-MIMO systems. In [18], the tradeoff be-
tween EE and SE is further exploited by balancing consumption
power and occupied bandwidth using resource efficiency for
downlink cellular network. In [19], the EE of a scheduler in
a single-cell broadcast channel with a random opportunistic
beamforming algorithm is investigated. Considering rate bal-
ancing constraints for fairness between users, a framework to
find the globally optimal energy-efficient solution is proposed
in [20]. In [21], a novel optimization approach with antenna
selection is developed for improving EE.

On the other hand, SE in multi-cell MU downlink has
been well studied in [22]–[25]. The fundamental challenge for
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multi-cell scenario is the mitigation of inter- and intra-cell inter-
ferences. Random beamforming (RBF) is a practically favorable
transmission scheme for multiuser multi-antenna downlink sys-
tems, and a closed-form expression of the achievable average
sum-rate in a MISO system is presented in [23]. Considering
multiple antennas at the mobile stations, a capacity-maximizing
zero-forcing (ZF) scheme for two mutually interfering broad-
cast channels (IFBC) is proposed in [24]. Furthermore, the au-
thors in [25] proposed a grouping based interference alignment
(IA) technique for a network with multi-user MIMO under
a Gaussian IFBC scenario with multiple BSs. Compared to
the ZF scheme in multi-cell scenario, the grouping based IA
scheme requires fewer transmit antennas at the BS. Hence if the
same number of antennas is used, the grouping-based approach
will have extra spatial dimension than the ZF scheme, which
will result in diversity gain. On the other hand, research on
EE in IFBC scenario has attracted some interest recently. An
energy efficient transmission strategy for multi-cell MU-MISO
downlink system by jointly optimizing the transmit powers and
beamforming vectors was studied in [10]. However there is a
general lack of research study on the EE aspect of multi-cell
MU-MIMO system, which is a very practical scenario. There
is only [26] which extended the energy efficient optimization
problem to a partial-cooperative multi-cell MU-MIMO system
by employing the interference zero-forcing (I-ZF) technique.

A. Main Contributions

In this paper, a new network architecture based on EE
maximization for multi-cell MIMO-IFBC using IA is proposed.
Although IA generally works better in high signal-to-noise ratio
(SNR) region, its ability to completely remove inter- and intra-
cell interferences is particularly useful in enhancing the SINR,
and hence the EE. We propose two schemes to optimize EE
in different SNR regions. For high SNR region, we invoke
the grouping-based IA scheme from our previous work in
[25] to transform the MIMO-IFBC to a single-cell single-user
MIMO scenario. We first prove the quasiconcavity of EE based
on a fixed transmission power. Then a gradient-based power
adaptation scheme is proposed based on water-filling and SVD
to maximize EE of each cell. For moderate SNR-range, we
propose an approach using DPC and the principle of MAC-
BC duality to perform IA while maximizing EE in each cell.
A two-layer resource allocation algorithm is then proposed to
solve the comprehensive problem based on the fundamental
EE to transmission power relationship. A key contribution of
this method lies in the inner-layer algorithm which is solved
by applying the principle of MAC-BC duality. Particularly, we
transform the MIMO-BC problem to the dual MIMO-MAC
problem, and based on Lagrange duality and Karush-Kuhn-
Tucker (KKT) conditions, we propose a bisection searching
algorithm to solve the dual MIMO-MAC problem. Simulation
results confirm the validity of our theoretical findings and is
further discussed in the results section.

B. Organization and Notation

The remainder of this paper is organized as follows. The
system model and problem formulation is given in Section II. In

Section III, we briefly revisit the IA scheme based on grouping
method for multi-cell MIMO-IFBC. In Section IV, a gradient-
based power adaptation scheme is proposed. In Section V, an
approach using DPC and the principle of MAC-BC duality has
been proposed to perform IA while maximizing EE. Simulation
results are provided in Section VI and conclusions are drawn
in Section VII.

The following notations are used in the paper. Bold upper and
lower case letters denote matrices and vectors, respectively; (·)−1

denotes the matrix inverse, (·)T denotes the matrix transpose,
(·)H denote the matrix conjugate transpose, INt×Nt denotes an
Nt × Nt identity matrix; E [·] denotes the expectation operator;
Tr(·) denotes the trace of a matrix, [x]+ denotes max(x, 0);
span(·) indicates the subspace spanned by the column vectors
of a matrix; (·)b and (·)m denote the quantities associated with a
broadcast channel and a multiple access channel, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we introduce the system model of MIMO-
IFBC and formulate the EE optimization problem.

A. System Model

Consider a downlink cellular system with multiple cells (L)

and each cell serves K multiple users with Nt transmit and
Nr receive antennas, corresponds to a MIMO-IFBC scenario
(see Fig. 1). The information transmitted from each BS to
any of its respective users consists of ds data streams where
ds ≤ min(Nt, Nr) = Nr. In the lth cell, the intended signal from
the serving BS to the kth user is expressed as

x[k,l] =
ds∑

i=1

vi
[k,l]s

i
[k,l] = V[k,l]s[k,l], (1)

where si
[k,l] is the ith data symbol transmitted to the kth user in

the lth cell, under an average power constraint, E[‖x[k,l]‖2] ≤
P[k,l], and vi[k,l] ∈ CNt×1 is the linear transmit beamforming

vector corresponding to si
[k,l] with a unity norm constraint

‖vi[k,l]‖ = 1. The transmitter beamforming matrix for user

[k, l] is written as V[k,l] =
[
v1[k,l] v2[k,l] · · · vds

[k,l]
]

∈ CNt×ds , and

its corresponding data signal vector is denoted by s[k,l] =[
s1
[k,l] s2

[k,l] · · · sds
[k,l]
]T ∈ Cds×1. Therefore the received signal

at the kth user in the lth cell y[k,l] ∈ CNr×1 can be formulated as

y[k,l] =
L∑

i=1

Hi
[k,l]

K∑
j=1

x[j,i] + n[k,l]

= Hl
[k,l]V[k,l]s[k,l]︸ ︷︷ ︸
desired signal

+
K∑

j=1,j �=k

Hl
[k,l]V[j,l]s[j,l]

︸ ︷︷ ︸
inter-user interference

+
L∑

i=1,i �=l

K∑
j=1

Hi
[k,l]V[j,i]s[j,i]

︸ ︷︷ ︸
inter-cell interference

+n[k,l], (2)



2488 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 63, NO. 7, JULY 2015

Fig. 1. A multi-cell IA scheme shown for the case of three cells and two users in each cell. In this example, BS 1 tries to convey data information to user 1 while
introducing interference to other two cells.

where n[k,l] ∈ CNr×1 is the additive white Gaussian noise
(AWGN) vector with variance σ 2 per entry, and Hi

[k,l] is the
Nr × Nt channel matrix from BS i to user [k, l]. The channels
are assumed to be independent and identically distributed (i.i.d.)
complex Gaussian random variables, i.e., Hi

[k,l] ∼ CN (0, 1).
Each channel is further assumed to be quasi-stationary and
frequency flat. We also suppose that perfect channel state
information (CSI) is available at all BSs and users. This can
be achieved where all BSs might share their CSI and data
through backhaul links, which enable coordinated transmission
for interference management. For the local network, CSI at the
receivers (CSIR) can be obtained from the channel estimation
of the downlink pilots. CSI at the transmitters (CSIT) can be
acquired through uplink feedback in frequency division duplex
(FDD) systems or through uplink channel estimation in time
division duplex (TDD) systems. The received signal for each
user is multiplied by a receiver beamforming matrix to obtain
the desired signal from its corresponding BS. The received
signal at user [k, l] after the receiver beamformer is given by

ỹ[k,l] =UH[k,l]y[k,l]=UH[k,l]Hl
[k,l]V[k,l]s[k,l]

+ UH
[k,l]

⎛
⎝ K∑

j=1,j �=k

Hl
[k,l]V[j,l]s[j,l]

+
L∑

i=1,i �=l

K∑
j=1

Hi
[k,l]V[j,i]s[j,i]

⎞
⎠+ñ[k,l], (3)

where U[k,l] = [u1[k,l] u2[k,l] · · · uds
[k,l]] ∈ CNr×ds denotes the re-

ceiver beamforming matrix for this user, and ñ[k,l] = UH[k,l]n[k,l]
is the effective noise component at the output of the beam-
former which is distributed according to CN (0, 1) given that
the receiver beamforming matrix U[k,l] is unitary.

It is well-known that BSs are the primary source of energy
consumption in cellular networks. Due to the recent advances
in circuit technology, it has been made possible for wireless
transceivers to consume different power levels in different
operational modes. These include BS sleep, idle, transmit,
and receive modes which can be accordingly adjusted based
on the daily fluctuations in network load for the purpose of
saving energy [27]. Defining a quantitative BS power model
is nevertheless challenging given one needs to take into con-
sideration the particular deployment scenario and components
configurations. The following linear power model is however
shown to be a reasonable approximation [28]

P = ζPT + Pc (4)

where ζ , PT and Pc are respectively used to denote the recip-
rocal of drain efficiency of the power amplifier, transmission
power, and circuit power consumption which can be divided
into static and dynamic parts that depend on the parameters of
the active links. In this paper, the dynamic part is modeled as a
linear function of the number of active antennas [29]

Pc = Ps + PantNt (5)

where Ps is the static circuit power in transmit mode, PantNt

denotes the dynamic power consumption proportional to the
number of active transmit antennas. It is noted that dynamic
antenna selection approach in the single cell system [21] is
not included in this work and hence fixed antenna strategy is
employed in our multi-cell scenario. It should also be noted that
the signal processing power running the proposed algorithms
is not included in the BS power model under consideration.
This is based on the realistic assumption that Pc is significantly
greater than the power required for practical implementation of
the corresponding algorithms.
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B. Problem Formulation

Conventional EE for downlink transmission is defined as the
total number of delivered bits per unit energy, where energy
consumption includes transmission energy consumption and
circuit energy consumption in active mode. Hence, we define
EE of the lth cell in MIMO-IFBC as

λ
[l]
EE �

C[l]
BC

P
=
∑K

k=1 C[k,l]
ζP[l]

T + Pc

, (6)

where C[k,l] is the capacity achieved by the kth user in the lth cell
and P[l]

T is the total transmission power for BS l. The objective
of this paper is to maximize the EE of each cell in MIMO-
IFBC whilst achieving a desirable throughput. It is therefore
reasonable to maximize EE subject to satisfying a minimum
throughput requirement. Based on the total power consumption
mode in (4) and noting that P[l]

T = ∑K
k=1 P[k,l], the optimization

problem for cell l can be formulated as

max λ
[l]
EE (7)

s.t.
K∑

k=1

P[k,l] ≤ P[l]
max, (8)

K∑
k=1

C[k,l] ≥ δ
[l]
min, (9)

where P[l]
max and δ

[l]
min are the maximum total transmit power

constraint at BS l and minimum throughput constraint for
cell l ∈ (1, 2, · · · , L), respectively. Due to the existence of
inter-channel interference and intra-cell interference in MIMO-
IFBC, the solution of the above problem is nontrivial and
cannot be solved directly. Therefore, in the following sections,
we develop resource allocation schemes for IA based systems
to solve the above optimization problem.

III. INTERFERENCE ALIGNMENT IN

MULTI-CELL MIMO-IFBC

In this section, we design interference mitigation techniques
in order to jointly remove the intra- and inter-cell interferences.

Zero-forcing (or null-steering) precoding is a method of spatial
signal processing by which the multiple antenna transmitter can
null multiuser interference signals in wireless communications.
Therefore, to remove both intra- and inter-cell interferences, we
need to apply the ZF scheme which requires Nt = (K × L) × ds

transmit antennas [26]. On the other hand, grouping-based IA
solution [25] is capable of removing both the intra- and inter-
cell interferences but with fewer transmit antennas at each BS,
i.e., Nt = [K(L − 1) + 1] × ds, and hence we can exploit
the unused spatial dimension to provide extra diversity gain
compared to the ZF approach. As a result, we employ the
grouping-based IA solution from [25] in this work. The key
steps of this approach is revisited here for completeness of
this paper. The IA scheme under consideration group users
to a subspace and then designs the receiver beamforming
matrices. Once the effective inter- and intra-cell interfering
channels are identified, we design the transmit beamforming
matrices.

Step 1—Receiver Beamforming Design Using Grouping
Method: In the first step, we group users into a certain inter-
ference space. We consider the users [1, l + 1], · · · , [K, l + 1]
in the (l + 1)th cell as an example. Without loss of general-
ity, in order to align the inter-cell interfering channels from
the lth BS to the same subspace, users in the (l + 1)th cell
are grouped together using the receiver beamforming matrices
U[1,l+1], · · · , U[K,l+1] as (10), shown at the bottom of the page.
To find the intersection subspace Fl and the corresponding
receiver beamforming matrices, we solve the matrix equation
as in (11), shown at the bottom of the page. As a result, all
users in the lth cell are grouped together and the interference
to users in each group can be treated as interference to one
destination.

Step 2—Designing the Transmit Beamforming Matrices:
Using the grouping method in step 1, the effective inter-cell
interference channels are mutually aligned and hence the lth BS
can treat the K different inter-cell interference channel vectors
as a single inter-cell interference channel vector which spans
the ds dimensional subspace as shown in (10). Hence, we design
the transmit beamforming vectors for the kth user in the lth cell
V[k,l] as (12), shown at the bottom of the next page, such that
the symbols sent from BS l do not cause interference to users
in other cells as well as other users in the same cell. Hence,
we can design the transmit and receiver beamforming matrices

Fl = span
{

HlH
[1,l+1]U[1,l+1]

}
= span

{
HlH

[2,l+1]U[2,l+1]
}

= · · · = span
{

HlH
[K,l+1]U[K,l+1]

}
(10)

⎡
⎢⎢⎢⎣

INt −HlH[1,l+1] 0 · · · 0
INt 0 −HlH

[2,l+1] · · · 0
...

...
...

. . .
...

INt 0 0 · · · −HlH
[K,l+1]

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

Fl

U[1,l+1]
U[2,l+1]

...

U[K,l+1]

⎤
⎥⎥⎥⎥⎥⎦ = FlXl = 0 (11)
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for all users using this two-step scheme. Following these two
steps, the required minimum number of transmit antennas Nt is
[K(L − 1) + 1] × ds, while the required minimum number of
receive antennas Nr is [(K − 1)(L − 1) + 1] × ds.

It should be note that if we design the receiver beamformers
in a different way such that all other users are grouped together
(i.e., those outside the lth cell), a lower number of transmit
antennas is required for BS l. On the hand, all other BSs
would need more transmit antennas in order to perform perfect
interference alignment given that the users’ receiver beam-
formers are already designed. This approach therefore leads to
a higher computational complexity than the proposed grouping
method.

IV. ENERGY EFFICIENCY IN MULTI-CELL MIMO-IFBC
WITH INTERFERENCE ALIGNMENT

The IA scheme using the grouping method in Section III can
ensure zero intra- and inter-cell interference at the receiver of
each user. Considering the kth user in the lth BS, the effective
channel after applying IA is

H̃l
[k,l] = UH[k,l]Hl

[k,l]V[k,l], (13)

and H̃l
[k,l] ∈ Cds×ds . Since there does not exist any intra- and

inter-cell interference, the multiple-cells with multiple MIMO
users scenario has been transformed to a single-cell single user
MIMO case. SVD precoding is known to achieve the MIMO
channel capacity since the transmitter emits multiple streams in
the eigen-directions of the channel covariance matrix. The SVD
of the effective channel H̃l

[k,l] is given by

H̃l
[k,l] = Us

[k,l]�
l
[k,l]V

sH
[k,l], (14)

where Us
[k,l] is a ds × ds unitary matrix which contains the

left-singular vectors, Vs
[k,l] is a ds × ds unitary matrix which

contains the right-singular vectors and �l
[k,l] is a diagonal

matrix having entries as the singular values of H̃l
[k,l]. Hence, the

overall transmit beamforming matrix for this user is written as

Ṽ[k,l] = V[k,l]Vs
[k,l], (15)

where V[k,l] ensures IA to cancel both inter- and intra-cell
interference, and Vs

[k,l] is a matrix that contains the right-

singular vectors of the effective channel H̃l
[k,l]. Similarly, the

receive beamformer matrix is written as

Ũ[k,l] = U[k,l]Us
[k,l], (16)

where U[k,l] ensures users are grouped to a particular
interference space and Us[k,l] is a matrix that contains the

right-singular vectors of the effective channel H̃l
[k,l]. After

applying IA and SVD, the rate achieved by this user is

r[k,l] =
ds∑

i=1

B log2

(
1 + pl[k,i]gl[k,i]

)
(17)

where B represents the transmission bandwidth, pl[k,i] denotes

the power allocated on the ith data stream of the kth user,

gl[k,i] = γ l[k,i]
σ 2 denotes the effective channel-gain-to-noise ratio

of user [k, l] for the ith data stream and γ l
[k,i] is the ith singular

value of the effective channel H̃l
[k,l]. Since there does not

exist any inter-cell interference, the multi-cell scenario has
been transformed into a single-cell scenario and the cell index
l can been removed, i.e., r[k,l] is changed to rk. Therefore,
the original optimization problem in (7)–(9) has now been
transferred to the following problem

max
p[k,i]≥0

∑K
k=1 rk

ζ
∑K

k=1
∑ds

i=1 p[k,i] + Pc

(18)

s.t.
K∑

k=1

ds∑
i=1

p[k,i] ≤ Pmax, (19)

K∑
k=1

rk ≥ δmin, (20)

where Pmax and δmin represent the maximum total transmit
power for the base station and the minimum cell throughput
requirement, respectively.

The problem in (18)–(20) is non-convex and hence is difficult
to solve directly. To obtain an insight into the problem, we
investigate the properties of the optimization problem which are
summarized in the following theorem.

Theorem I: The maximum achievable EE at a certain total
transmit power, PT , is achieved with transmit power p[k,i] ≥ 0,

∀ k∈K,∀ i∈Si, that satisfy the constraints in (19), (20), namely,

λ̃EE(PT) � max
p[k,i]≥0

∑K
k=1 rk

ζ
∑K

k=1
∑ds

i=1 p[k,i] + Pc

(21)

V[k,l] ⊂ null

⎛
⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎣ Fl︸︷︷︸

effective
interference channels

(
UH

[t(t=1,··· ,K),s(s �=l,l+1)]H
lH
[t(t=1,··· ,K),s(s �=l,l+1)]

)
︸ ︷︷ ︸

effective
inter-cell interference channel

(
UH

[t(t �=k),l]H
lH
[t(t �=k),l]

)
︸ ︷︷ ︸

effective
intra-cell interference channel

⎤
⎥⎥⎥⎥⎦

H⎞⎟⎟⎟⎟⎠ (12)
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subject to

K∑
k=1

ds∑
i=1

p[k,i] = PT, (22)

K∑
k=1

rk ≥ δmin, (23)

has the following properties:

(i) λ̃EE(PT) is continuously differentiable and quasiconcave
in PT ,

(ii) The derivative of EE satisfies

dλ̃EE(PT)

dPT
=

dR̃(PT )
PT

− ζ λ̃EE(PT)

ζPT + PC
(24)

where

R̃(PT) � max
p[k,i]≥0

R(PT) = max
p[k,i]≥0

K∑
k=1

rk (25)

is the maximum sum-rate under constraints (22), (23), and its
derivative satisfies

dR̃(PT)

PT
= max

k∈K,i∈Si

Wg[k,i] log2 e

1 + p̃[k,i]g[k,i]
(26)

where p̃[k,i] is the optimal power on the ith data streams of kth

users for achieving R̃(PT).
Proof: See Appendix A.

Our next step is to find out the optimal power allocation
scheme to maximize sum-rate. Similar to [7], the optimal power
can be calculated using the following water-filling scheme

p̄[k,i] =
(

μs − 1

g[k,i]

)+
, (27)

∑
k∈K

∑
i∈Si

W log2
(
μsg[k,i]

) = δmin, (28)

p̃[k,i] = p̄[k,i] +
(

μ − 1

g[k,i]
− p̄[k,i]

)+
, (29)

∑
k∈K

∑
i∈Si

(
μ − 1

g[k,i]
− p̄[k,i]

)
= PT −

∑
k∈K

∑
i∈Si

p̄[k,i], (30)

where μs and μ are intermediate variables. The idea of the
water-filling process includes two steps. We first allocate power
using (27), (28) to satisfy the minimum rate requirement. The
total power used in the first step is P0 = ∑

k∈K
∑

i∈Si
p̄[k,i]. It

must be noted that if the power used to satisfy the minimum
rate requirement is larger than the power budget, i.e., P0 >

Pmax, the EE optimization problem in (21), (23) is infeasible.
We then allocate the remaining power (PT − P0) using (29),
(30) to further maximize the sum rate. This scheme can be
straightforwardly implemented by the approach of Lagrange
multiplier and the derivations of (27)–(30).

TABLE I
GRADIENT-BASED OPTIMAL POWER ADAPTATION SCHEME

Since there exists a unique optimal point for any quasi-
concave function, Property (i) in Theorem I guarantees the
existence and uniqueness of the maximum and indicates the
differentiability of λ̃EE(PT). Moreover, due to the property
of quasiconcavity, λ̃EE(PT) either strictly decreases or first
increases and then strictly decreases with PT starting from P0.
Property (ii) further reveals that the optimal point is guaranteed
at a finite transmit power. Consequently, we can combine a
derivative-assisted gradient scheme and water-filling approach
in (27)–(30) to obtain the optimal solution for (18)–(20). We
call this algorithm as gradient-based power adaptation ap-
proach. Particularly, we update the transmission power as

PT(n) = PT(n − 1) + t × dλ̃EE(PT)

dPT
, (31)

where t is a small step size. For the updated transmission
power, PT , we apply the multi-level water-filling approach in
(27)–(30) again to obtained the optimal power allocation. This
process is repeated until ε-optimality reached, i.e., |PT(n) −
PT(n − 1)| ≤ ε. It is noted that the gradient-based power adap-
tation method will end with P0 if λ̃EE(PT) is monotonically
decreasing in [P0, Pmax] and Pmax if λ̄EE(PT) is monotonically
increasing in [P0, Pmax]. The gradient-based optimal power
adaptation scheme is detailed in Table I.

V. ENERGY EFFICIENCY IN MULTI-CELL MIMO-IFBC
WITH HYBRID INTERFERENCE ALIGNMENT

The IA scheme presented in Section III fully utilizes the
available degrees of freedom for transmission. The grouping-
based IA method is therefore best suited, and in fact capacity-
optimal, in high SNR operating regimes. On the other hand,
pure IA may lead to lower network capacity in low to interme-
diate SNR region due to the lack of coherent array gain [30].
Hence, we propose a hybrid approach by applying IA only for
the inter-cell users and tackle the intra-cell interference among
users by using DPC, which is a capacity-achieving scheme for
MIMO-BC, to maximize EE of each cell.

A. Hybrid IA Scheme With Dirty Paper Coding

The first step of the hybrid scheme involves a classical IA
approach with the beamformer matrix for the kth user in the lth

cell written as

V̄[k,l] = VlW[k,l], (32)
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where Vl ensures inter-cell interference is removed, and W[k,l]
is a matrix that optimally combines the column space of Vl

towards maximizing the intra-cell EE. Therefore, V̄[k,l] is the
hybrid transmit beamforming matrix for user [k, l] which is
aimed at removing inter-cell interference while maximizing
EE of cell l. Furthermore, the IA subspace Vl in this case
should be modified as (33), shown at the bottom of the page,
where Vl represents the base spaces in the BS l. Once the
IA subspace Vl is determined using (33), we then proceed
by finding the optimal combination matrices to maximize EE.
Hence, the original problem is now concerned with designing
the optimal weight vector W[k,l], which is solved by using DPC.
Without loss of generality, we assume the encoding order is
(1, 2, · · · , K), i.e., the codeword of user 1 is encoded first. The
data rate Rb

[k,l] for the kth user in the lth cell is written as [31]

Rb
[k,l] = log

∣∣∣I +∑K
i=k H̄l[i,l]Qb[i,l]H̄lH[i,l]

∣∣∣∣∣∣I +∑K
i=k+1 H̄l

[i,l]Q
b
[i,l]H̄

lH
[i,l]
∣∣∣ , (34)

where H̄l
[k,l] represents the effective channel from BS l to its kth

user which is given by

H̄l
[k,l] = UH[k,l]Hl

[k,l]Vl, (35)

and Qb
[i,l] = {W[i,l]WH[i,l]} represents the virtual transmit covari-

ance matrix for user [i, l], Qb
[i,l] 	 0. Similar to the analysis

from Section IV, given there exists no inter-cell interference,
the multi-cell scenario is transformed into a single-cell scenario
and therefore the cell index is removed. Hence, the EE maxi-
mization problem in (7)–(9) can be rewritten as

max
Qb

k	0

CBC
(
H̄1, · · · , H̄K, Qb

1, · · · , Qb
K

)
ζ
∑K

k=1 Tr
(
Qb

k

)+ Pc
(36)

s.t.
K∑

k=1

Tr
(

Qb
k

)
≤ Pmax, (37)

K∑
k=1

Rb
k ≥ δmin, (38)

where CBC(H̄1, · · · , H̄K, Qb
1, · · · , Qb

K) = ∑K
k=1 Rb

k and Pmax

denotes the power budget. The optimization problem in
(36)–(38) is a EE optimization problem for MIMO-BC. How-
ever, this is not a convex problem, and hence it cannot be solved
directly. In the following section, we exploit the fundamental
property for EE optimization problem and develop a two-layer
resource allocation scheme based on MAC-BC duality and
bisection searching scheme.

B. Equivalence and Duality

Authors in [31] proved that the capacity region of the MIMO
MAC with a total power constraint P for all K transmitters
is the same as the dirty paper region of the dual MIMO
BC with power constraint P. In other words, any rate vector
that is achievable in the dual MAC with power constraints
(P1, P2, · · · , PK) is in the dirty paper region of the BC with
power constraint

∑K
k=1 Pk. Conversely, any rate vector that is

in the dirty paper region of the BC is also in the dual MIMO
MAC region with the same total power constraint. Furthermore,
[16] showed the DPC achievable rate region in the Gaussian
MIMO BC is in fact the capacity region. Hence, the dirty paper
region of a MIMO BC with power constraint P is equal to
the capacity region of the dual MIMO MAC with total power
constraint P:

CDPC(P, H) = CBC(P, H) = CMAC(P, HH). (39)

By exploiting the MAC-BC duality theorem, the optimiza-
tion problem in (36)–(38) is equivalent to the following problem

max
Qm

k 	0

CMAC
(
H̄H

1 , · · · , H̄H
K , Qm

1 , · · · , Qm
K

)
ζ
∑K

k=1 Tr
(
Qm

k

)+ Pc
(40)

s.t.
K∑

k=1

Tr
(
Qm

k

) ≤ Pmax, (41)

K∑
k=1

Rm
k ≥ δmin, (42)

where CMAC is the rate of the dual MAC, and Qm
k is the transmit

covariance matrix of the user k. Here, constraint (41) and (42) is
the upper and lower bound for the optimization problem. This
problem can be solved using the Dinkelbachs method [32]–[34]
in a parameterized concave form by separating the numerator
and the denominator with the help of parameter λ. In particular,
the concave form of the fractional program is established by
denoting the objective function value as λ so that a subtractive
form of the objective function may be written as F(λ) =
CMAC − λ × (PT + Pc), which is concave. An iterative method
is then employed to find increasing λ values that are feasible
by solving the parameterized problem of max F(λ(n)) at each
iteration. Hence, it can be shown that the method produces an
increasing sequence of λ values which converges to the optimal
value. However, the Dinkelbachs method cannot provide in-
sights on the property of EE in MIMO-BC, i.e., the relationship
between EE and transmission power PT . Thus motivated by the
fundamental property for EE in SISO system [27], we develop
the following theorems and propose a more efficient two-layer
scheme to obtain the maximum EE in a MIMO-BC scenario.

Vl ⊂ null

⎛
⎜⎜⎝
⎡
⎢⎢⎣ Gl︸︷︷︸

effective interference channels

(
UH

[t(t=1,··· ,K),s(s �=l,l+1)]H
lH
[t(t=1,··· ,K),s(s �=l,l+1)]

)
︸ ︷︷ ︸

effective inter-cell interference channel

⎤
⎥⎥⎦

H⎞⎟⎟⎠ (33)
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Theorem II: For any given transmission power PT , achieved
with transmit covariance matrix Qm

k ,∀ k ∈ K, that satisfy the
constraints in (41), (42), the maximum EE, λ∗

EE= max
Qm

k 	0
λEE(PT),

is strictly quasiconcave in PT .
Proof: See Appendix B.

Theorem III: In the transmission power region [Pmin, Pmax],
the maximum EE, λ∗

EE(PT)

(i) strictly decreases with PT and is maximized at PT =Pmin if

dλ∗
EE(PT)

dPT

∣∣∣∣
PT=Pmin

≤ 0,

(ii) strictly increases with PT and is maximized at PT =Pmax if

dλ∗
EE(PT)

dPT

∣∣∣∣
PT=Pmin

> 0 and
dλ∗

EE(PT)

dPT

∣∣∣∣
PT=Pmax

≥ 0,

(iii) first strictly increases and then strictly decreases with PT

and is maximized at PT = CMAC(λ
opt
EE )

λ
opt
EE

if

dλ∗
EE(PT)

dPT

∣∣∣∣
PT=Pmin

> 0 and
dλ∗

EE(PT)

dPT

∣∣∣∣
PT=Pmax

< 0,

(iv) infeasible if

Pmin > Pmax,

where Pmin is the minimum transmission power under all con-
straints in (41), (42) and CMAC(λ

opt
EE ) is the throughput that cor-

responds to the maximum EE under all constraints in (41), (42).
Proof: See Appendix C.

Since there exists a unique maximum for any quasiconcave
function, Theorem II guarantees the existence and uniqueness
of a maximum solution. Furthermore, λ∗

EE(PT) either strictly
decreases or first increases and then strictly decreases with PT

starting from Pmin, which is the minimum transmission power
to satisfy the minimum throughput requirement. Theorem III
further indicates that the maximum point is always achieved at
a finite transmission power. Therefore, the problem in (40)–(42)
can be decomposed into two layers and solved iteratively
through the following processes.

(i) Inner-layer: For a given transmission power, PT , finds the
maximum EE λ∗

EE(PT).
(ii) Outer-layer: Finds the optimal EE, λ

opt
EE , via a gradient-

based algorithm.

The key of the proposed scheme lies in the inner-layer
algorithm to find the maximum EE λ∗

EE(PT) based on a
given transmission power, i.e., any PT in the power region
[Pmin, Pmax]. Hence, the optimization problem in (40)–(42) can
be expressed as

max
Qm

k 	0

CMAC
(
H̄H

1 , · · · , H̄H
K , Qm

1 , · · · , Qm
K

)
ζ
∑K

k=1 Tr
(
Qm

k

)+ Pc
(43)

s.t.
K∑

k=1

Tr
(
Qm

k

) = PT , (44)

where the capacity region of the dual MIMO-MAC CMAC(H̄H
1 ,

· · · , H̄H
K , Qm

1 , · · · , Qm
K)=W log |INt×Nt + 1

σ 2

∑K
k=1 HH

k Qm
k Hk|.

We hereafter refer to this minimization problem as the dual
MAC optimization problem. Since the objective function is
convex given the constraint is a convex set, the dual MAC
optimization problem is a convex problem and can be solved
in an efficient manner. Hence, the inner-layer of the proposed
algorithm has been transformed to solve the optimization
problem in (43), (44) based on a given transmission power PT .
In the next section, we will introduce a method to solve the
dual MAC optimization problem under consideration.

C. Dual MAC Optimization Problem

Defining f (Qm
1 , · · · , Qm

K)= log |INt×Nt + 1
σ 2

∑K
k=1 HH

k Qm
k Hk|,

we rewrite the optimization problem in (43), (44) as

max
Qm

k 	0
f
(
Qm

1 , · · · , Qm
K

)
s.t.

K∑
k=1

Tr
(
Qm

k

) = PT . (45)

Since the positive semi-definiteness of Qm
k is equivalent to the

non-negativeness of the eigenvalues of Qm
k , i.e., qk,j ≥ 0, the

Lagrangian function is given by

L
(
Qm

1 , · · · , Qm
K, η, δk,j

) := f
(
Qm

1 , · · · , Qm
K

)

− η

(
K∑

k=1

Tr
(
Qm

k

)− PT

)
+

K∑
k=1

M∑
j=1

δk,jqk,j, (46)

where η ≥ 0 and δk,j ≥ 0 are the Lagrangian multipliers as-
sociated with the maximum power constraint and the positive
eigenvalues constraints, respectively. M is the number of pos-
itive eigenvalues. In accordance with the KKT conditions of
(45), we have

∂ f
(
Qm

1 , · · · , Qm
K

)
∂Qm

k

− ηINr×Nr +
M∑

j=1

δk,j
∂qk,j

∂Qm
k

= 0, (47)

η

(
K∑

k=1

Tr
(
Qm

k

)− PT

)
= 0, (48)

δk,jqk,j = 0. (49)

The dual objective function of the optimization problem in
(45) is

g(η) = max
Qm

k 	0
L
(
Qm

1 , · · · Qm
K, η

)
, (50)

and the dual problem is shown as

min g(η) s.t. η ≥ 0. (51)

In this work, we use an iterative method to obtain the optimal
Qm

k for the dual MAC problem. Qm
k is updated using the
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TABLE II
BISECTION BASED RESOURCE ALLOCATION ALGORITHM

gradient of (46) based on Qm
k as follows

∇Qm
k

L := INr×Nr

− η
∂ f
[
Qm

1 (n), · · · , Qm
k−1(n), Qm

k (n − 1), · · · , Qm
K(n − 1)

]
∂Qm

k (n − 1)

(52)

Qm
k (n) =

[
Qm

k (n − 1) − t∇Qm
k

L
]+

, (53)

where t is the step size, and the notation [D]+ is defined as
[D]+ := ∑

i[qi]+ vivH
i , where qi and vi are the ith eigenvalue

and the corresponding eigenvector of D respectively. The gra-
dient in (52) can be promptly determined as

∂ f
(
Qm

1 , · · · , Qm
K

)
∂Qm

k

= Hk

(
INt×Nt + 1

σ 2

K∑
k=1

HH
k Qm

k Hk

)−1

HH
k .

(54)

After the dual MAC covariance matrices Qm
k are determined

for all users, we need to obtain the optimal η. Due to the
convexity property of the Lagrangian function g(η), the optimal
η can be determined through a one-dimensional search process.
However, since g(η) is not necessarily differentiable, the gradi-
ent algorithm is not suitable in this case. Alternatively, we can
apply the subgradient method to find the optimal solution. In
each iterative step, η is updated according to the subgradient
which is provided as the following lemma.

Lemma I: The subgradient of g(η) is PT −∑K
k=1 Tr(Qm

k ),
where η > 0 and Qm

k , k = 1, 2, · · · , K, are the corresponding
optimal covariance matrices for a fixed η in (50).

Proof: See Appendix D.
Upon convergence of the transmit covariance matrix Qm

k ,
we compare the current transmission power in dual MAC with
PT . Lemma I indicates that the value of η should increase if∑K

k=1 Tr(Qm
k ) > PT , and decrease otherwise. This process will

continue until g(η) converges.
With the aforementioned theorems and lemma, the dual MAC

optimization problem in (43), (44) can now be solved by the pro-
posed bisection based approach, listed in Table II. In Table III,
the complexity of the aforementioned SVD-IA and DPC-IA is
listed for comparison. The complexity of DPC are based on QR
decomposition in [35] while the complexity of grouping-IA is
based on [25]. We calculate the computational complexity based
on the number of floating points [36]. As can be seen from
Table III, the I-ZF scheme proposed in [26] has a higher com-
putational complexity compared to the two proposed schemes.

TABLE III
COMPLEXITY COMPARISON FOR THE PROPOSED ALGORITHMS

TABLE IV
LIST OF SIMULATION PARAMETERS

D. A Complete Solution to the EE Optimization Problem

We are now ready to present a complete algorithm to solve
the EE optimization problem in (40)–(42) The transmission
power is first initialized as PT(0), and the maximum EE,
λ∗

EE(PT), is calculated using the proposed bisection based re-
source allocation algorithm in Table II. The PT is updated based
on Theorem III and utilize the following searching scheme

PT(n) =
⎧⎨
⎩

PT (n−1)
β

dλ∗
EE(PT )

dPT

∣∣∣
PT (n−1)

< 0

βPT(n − 1) otherwise
, (55)

where β > 1 is the searching step. Moreover, β needs to be

reduced when the gradient
dλ∗

EE(PT )

dPT
changes sign as in

β(n) = β(n − 1)

2
(56)

and (55) is repeated until convergence, i.e., |PT(n + 1) −
PT(n)| ≤ ε or either Pmax or Pmin is reached. In other words,
the proposed resource allocation algorithm would converge to
the optimal point or the boundary point (power constraint). The
computational complexity of the outer-layer algorithm depends
on the number of iterations and is given by O( 1

β2
1
ε2 NtK).

VI. SIMULATION RESULTS

In this section, we present simulation results to verify the
theoretical findings and analyze the effectiveness of the pro-
posed algorithms in terms of EE. We refer to the scheme in
Section IV as SVD-IA and the approach in Section V as DPC-
IA. All the cells are ordered in an warped around linear array
and each BS is surrounded by uniformly-distributed users. The
drain efficiency of the power amplifier ζ is set to 38% in our
simulation. Signal to noise ratio is defined as Pmax

σ 2 and is set to
10 dB. Unless stated otherwise, the power budget for each BS is
set to 46 dBm while the minimum cell throughput requirement
is set to 100 Mbps. We assume there are three cells with three
users in each cell, and BS transmit ds = 2 data streams for
each user. Other simulation parameters are shown in Table IV.
Simulation results are averaged over 10 000 Monte-Carlo trials.
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Fig. 2. The convergence behavior of the proposed two-layer resource alloca-
tion scheme.

Fig. 3. λ∗
EE-versus-PT curves using SVD-IA with different circuit power

parameters (L = 3, K = 3, ds = 2, δmin = 100 Mbps and CNR = 10 dB).

In the first simulation, the performance of the proposed two
layer resource allocation scheme is investigated. The conver-
gence behavior of the proposed approach is first evaluated by
illustrating how the EE performance behaves with the num-
ber of iterations, and is shown in Fig. 2. As it can be seen
from the figure, EE converge after approximately 40 iterations
when β = 2. However, the convergence procedure reduces to
17 iterations when a larger step size is chosen, i.e., β = 3. This
result coincides with our theoretical findings where the com-
putational complexity is inversely proportional to the square of
the step size β2. We then evaluate the EE to transmission power
relationship for the case with different total circuit power (Pc =
5, 10, 20 W) for both SVD-IA and DPC-IA. It can be seen from
Figs. 3 and 4 that the EE-transmission power relationship has
a bell shape curve and is quasiconcave. This quasiconcavity is
the foundation of the proposed methodology and infers that the
proposed water-filling based resource allocation algorithm for
SVD-IA always leads to the maximum EE performance. It also
implies that the proposed bisection based resource allocation
algorithm for DPC-IA can serve as an optimal inner layer

Fig. 4. λ∗
EE-versus-PT curves using DPC-IA with different circuit power

parameters (L = 3, K = 3, ds = 2, δmin = 100 Mbps and CNR = 10 dB).

Fig. 5. Maximum EE under different minimum throughput constraints with
different circuit power parameters (L = 3, K = 3, ds = 2, Pmax = 46 dBm and
CNR = 10 dB).

step for EE maximization. Figs. 3 and 4 also compare and
indicate the influence of circuit power on the EE-transmission
power relation. From there, as expected, λ

opt
EE decreases with

increased circuit power due to the higher power consumption.
On the other hand, we can observe that the respective Popt

T
increases. This is because in this case if the transmission power
is small, the total power consumption will be dominated by
the circuitry consumption. With the low achievable throughput,
the EE will therefore be worse. The optimal EE will occur
when the transmission power is comparable to the circuit power
consumption, resulting in a higher Popt

T .
In the next simulation, we evaluate the maximum EE under

different minimum throughput requirement and different circuit
power settings. Fig. 5 presents the maximum EE against differ-
ent minimum throughput requirements while Fig. 6 shows the
corresponding throughput. It can be observed from Fig. 5 that
the optimal EE is the same up to a certain minimum throughput
requirement, but drops afterwards. This can be explained using
the quasiconcavity of EE-transmission power relationship from
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Fig. 6. Corresponding throughput under different minimum throughput con-
straints with different circuit power parameters (L = 3, K = 3, ds = 2, Pmax =
46 dBm and CNR = 10 dB).

Fig. 7. Maximum EE under different maximum power constraints with dif-
ferent circuit power parameters (L = 3, K = 3, ds = 2, δmin = 100 Mbps and
CNR = 10 dB).

Figs. 3 and 4. When the minimum throughput requirement is
low, the required transmit power is also low. Therefore, the most
energy efficient design is to operate at a higher transmit power
in order to achieve the optimal EE. This is why the optimal EE
is constant for low minimum throughput requirements and is the
same as the optimal EE point from Figs. 2 or 3 correspondingly.
For example for DPC-IA with Pc = 5 W, the optimal EE from
Fig. 3 is 38 Mbps/J, which is the same as that in Fig. 4. However
when the minimum throughput requirement is high, the optimal
operation is to simply fulfill that throughput requirement as in
this case the higher the throughput, the lower the EE. This can
also be observed from Fig. 5 as the achievable throughput is
exactly the minimum throughput requirement in those regions.

We then evaluate the maximum EE considering different
maximum transmission power in the BS. The throughput con-
straint is restricted to 1 Mbps in order to examine the influence
by the maximum allowable transmission power Pmax. As can
be seen from Fig. 7, when the maximum transmission power

is smaller than or equal to a certain value, the maximum EE
for both SVD-IA and DPC-IA increase with Pmax. This can
again be explained using the results in Figs. 3 and 4 that in low
transmit power region, the most energy efficient design is to
operate at a higher transmit power. On the contrary, when Pmax
is high, the optimal operation is to transmit at the power that
achieves the maximum EE. In other words, once the optimal EE
is reached, further increasing the maximum allowable transmis-
sion power will not improve the EE performance. Therefore,
network operators will need to ensure a sufficient available
transmit power to operate at the most energy efficient manner.

Finally, we compare the maximum EE obtained by the
proposed algorithms using SVD-IA and DPC-IA at different
SNR operating regimes. To show the EE loss by considering
the inter-cell interference in multi-cell scenario, we compare
with the optimal EE scheme in single-cell multi-user scenario
from [21] (denoted as SC-MU). In other words, SC-MU is the
upper bound on EE in multi-cell scenario. We also compare
with the interference zero forcing algorithm [26] (denoted as
I-ZF) and a greedy scheme such that each cell maximizes its
own EE whilst introducing interference to other cells (denoted
as Greedy DPC). We first consider the single data stream case
(ds = 1) for the BS. As shown in Fig. 8, for a moderate range of
SNR, DPC-IA outperforms SVD-IA in terms of EE. However,
at high SNR regime, SVD-IA is better; this is because SVD-
IA aims to fully utilize the available degrees of freedom for
transmission and hence suitable for high SNR regime. On the
other hand, pure IA may lead to lower network capacity in low
to intermediate SNR region due to the lack of coherent array
gain [30]. Hence, DPC-IA scheme which only cancel the inter-
cell users and tackle the intra-cell interference among users
by designing the beamformers to maximize EE of each cell,
is suitable low to intermediate SNR region. Furthermore, as
expected, the maximum EE obtained by SC-MU is higher than
both SVD-IA and DPC-IA. Nonetheless, DPC-IA achieves an
optimal EE that is close to the SC-MU case at low to moderate
SNR region, demonstrating the effectiveness of the proposed
scheme. This also shows that even though IA generally per-
forms better in high SNR region, the proposed IA schemes can
achieve a close-to-optimal EE performance at low to moderate
SNR range. On the other hand, comparing the two interference-
nulling-based approaches, the maximum EE obtained by SVD-
IA outperforms I-ZF over all the SNR region. This is because
the proposed SVD-IA approach requires less number of trans-
mit antennas compared to the I-ZF scheme. For instance in the
simulation example where ds = 1, we require Nt = 7 for the
SVD-IA and Nt = 9 for the I-ZF, and hence SVD-IA provides
diversity gains over the I-ZF scheme. Meanwhile, due to high
inter-cell interference, the maximum EE obtained using the
Greedy DPC delivers the worst performance out of all the
schemes under consideration. These results show that the pro-
posed scheme outperforms all existing approaches in terms of
EE optimization. Finally the case of two data stream ds = 2 is
evaluated in Fig. 9. It shows a similar trend for all the solutions
as in Fig. 8. However, the intersection point between DPC-IA
and SVD-IA is increased (from 15 dB in Fig. 8 to 19 dB in
Fig. 9). This reveals that the proposed DPC-IA is superior to the
proposed SVD-IA when multiple data streams are transmitted.
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Fig. 8. Maximum EE for SVD-IA and DPC-IA with different number of
antennas setting (L =3, K =3, ds =1, δmin =100 Mbps and Pmax =46 dBm).

Fig. 9. Maximum EE for SVD-IA and DPC-IA with different number of
antennas setting (L =3, K =3, ds =2, δmin =100 Mbps and Pmax =46 dBm).

VII. CONCLUSION

In this paper, we addressed the EE optimization problem for
multi-cell MIMO-IFBC with IA. We proposed two schemes to
optimize EE for different SNR regions. For high SNR region,
we employ a grouping-based IA scheme to cancel inter- and
intra-cell interference and transform the MIMO-IFBC to a
single-cell single user MIMO scenario. A gradient-based power
adaptation scheme has been proposed based on the water-
filling approach and SVD to maximize EE for each cell. For
a moderate range of SNR, we propose a method using DPC and
MAC-BC duality to perform IA while maximizing EE in each
cell. Accordingly, a novel inner-layer algorithm was proposed
by applying the principle of MAC-BC duality. Simulation re-
sults demonstrate that the proposed schemes outperform several
existing approaches in all SNR range. More importantly, the
proposed DPC-IA scheme achieves an optimal EE that is close
to the single cell scenario at low to medium SNR range, which
is normally the energy efficient operating region.

APPENDIX A
PROOF OF THEOREM I

Proof: With the nature of water-filling, it is easy to prove
that the transmit power on each data stream is nondecreasing
with the total transmit power. We here consider the limit under
the constraint

∑
k∈K

∑
i∈Si

�p[k,i] = �PT . The existence of

the limit indicates that R̃(PT) is continuously differentiable in
PT and

dR̃(PT)

dPT
= dR̃(PT)

dp[k,i]
= max

k∈K,i∈Si

Wg[k,i] log2 e

1 + p̃[k,i]g[k,i]
. (57)

Moreover, Wg[k,i] log2 e
1+p̃[k,i]g[k,i] is nonincreasing with PT for k ∈ K and

i ∈ Si while maxk∈K,i∈Si
Wg[k,i] log2 e
1+p̃[k,i]g[k,i] is strictly monotonically

decreasing with PT . Thus, d2R̃(PT )

dP2
T

< 0 and R̃(PT) is strictly

concave in PT .
In order to prove the quasiconcavity of λ̃EE(PT), we first

introduce definition of quasiconcave function. According to
[37], a function f : Rn − R is called quasiconvex if its domain
and all its sublevel sets

Sθ = {x ∈ domf |f (x) ≤ θ} , (58)

for θ ∈ R, are convex. A function is quasiconcave if −f is
quasiconvex, i.e., every superlevel set x|f (x) ≥ θ is convex.

Hence, R̃(PT )
P is strictly quasiconcave in PT if Sθ is strictly

convex for any real number θ . When θ < 0, no points exist

on the counter R̃(PT )
P = θ . When θ ≥ 0, Sθ is equivalent to

Sθ = {PT ≥ P0|θζPT + θPC − R̄(PT)} ≤ 0, where P0 is the
minimum transmit power for realizing minimum throughput
δmin. Since R̃(PT) is strictly concave in PT , Sθ is strictly convex

in PT . Therefore, R̃(PT)
P is continuously differentiable and qua-

siconcave in PT and this completes the proof of Property (i) of
Theorem I.

Furthermore, we analysis
d R̃(PT )

P
dPT

as follows

d R̃(PT )
P

dPT
= lim�PT→0

R̃(PT+�PT )
ζ(PT+�PT )+PC

− R̃(PT )
ζPT+PC

�PT

= lim�PT→0

R̃(PT+�PT )−R̃(PT)
�PT

− ζ λ̃EE(PT)

ζ(PT + �PT) + PC

=
dR̃(PT)

dPT
− ζ λ̃EE(PT)

ζPT + PC
. (59)

This completes the proof of Property (ii) of Theorem I. �

APPENDIX B
PROOF OF THEOREM II

Proof: Similar as the proof of Theorem I, we denote the
superlevel sets of λ∗

EE(PT) as

Sν = {
PT ≥ Pmin|λ∗

EE(PT) ≥ ν
}
. (60)

According to [37], λ∗
EE(PT) is strictly quasiconcave in PT if

Sν is strictly convex for any real number ν. When ν < 0, no
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points exist on the counter λ∗
EE(PT) = θ . When ν ≥ 0, λEE

is written as λEE = CMAC
ζPT+Pc

, hence Sν = {PT ≥ Pmin|βζPT +
βPC − CMAC(PT)} ≤ 0, Since CMAC(PT) is strictly concave in
PT , Sν is strictly convex in PT . Therefore, the maximum EE
is strictly quasiconcave in PT and this completes the proof of
Theorem II. �

APPENDIX C
PROOF OF THEOREM III

Proof: In order to prove Theorem III, we analyze the limit
of λ∗

EE(PT) as follows

lim
PT→∞λ∗

EE(PT) = lim
PT→∞ max

Qb
k	0

CMAC(PT)

ζPT + Pc

= lim
PT→∞

o(PT)

ζPT + Pc

= 0. (61)

Hence, with strict concavity of λ∗
EE(PT) which is proved

in Appendix B, starting from PT = Pmin, λ∗
EE(PT) either

strictly decreases with PT if
dλ∗

EE(PT )

dPT

∣∣∣
PT=Pmin

≤ 0, or first

strictly increases and then strictly decreases with PT if
dλ∗

EE(PT )

dPT

∣∣∣
PT=Pmin

> 0, and the maximum EE in the power re-

gion [Pmin, Pmax] is straightforward as indicated in Theorem III.
This completes the proof. �

APPENDIX D
PROOF OF LEMMA I

Proof: Let ν be the subgradient of g(η̌). For a given η̌ >

0, the subgradient ν of g(η̌) satisfies g(η̂) ≥ g(η̌) + ν(η̂ − η̌),
where η̂ is any feasible value. Let Q̂m

k , {k = 1, · · · , K}, denote

the optimal covariance matrices in (50) for η = η̂, and Q̌m
k , {k =

1, · · · , K}, denote the optimal covariance matrices in (50) for
η = η̌. We express g(η̂) as

g(η̂) = max
Qm

k 	0
f
(
Qm

1 , · · · , Qm
K

)− η̂

[
K∑

k=1

tr
(
Qm

k

)− PT

]

= f
(

Q̂m
1 , · · · , Q̂m

K

)
− η̂

[
K∑

k=1

tr
(

Q̂m
k

)
− PT

]

≥ f
(

Q̌m
1 , · · · , Q̌m

K

)
− η̂

[
K∑

k=1

tr
(

Q̌m
k

)
− PT

]

= f
(

Q̌m
1 , · · · , Q̌m

K

)
− η̌

[
K∑

k=1

tr
(

Q̌m
k

)
− PT

]

+ η̌

[
K∑

k=1

tr
(

Q̌m
k

)
− PT

]
− η̂

[
K∑

k=1

tr
(

Q̌m
k

)
− PT

]

= g(η̌) + (η̂ − η̌)

[
PT −

K∑
k=1

tr
(

Q̌m
k

)]
(62)

where ν := PT −∑K
k=1 tr(Q̌m

k ) is the subgradient of g(η̌). This
concludes the proof. �
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