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Abstract—Cooperative routing and spectrum aggregation are
two promising techniques for Cognitive Radio Ad-Hoc Networks
(CRAHNs). In this paper, we propose a spectrum aggrega-
tion-based cooperative routing protocol, termed as SACRP, for
CRAHNs. To the best of our knowledge, this is the first con-
tribution on spectrum aggregation-based cooperative routing for
CRAHNs. The primary objective of SACRP is to provide higher
energy efficiency, improve throughput, and reduce network delay
for CRAHNs. In this regard, we design the MAC and Physical
(PHY) layer, and proposed different spectrum aggregation algo-
rithms for cognitive radio (CR) users. We propose two different
classes of routing protocols; Class A for achieving higher energy
efficiency and throughput, and Class B for reducing end-to-end
latency. Based on stochastic geometry approach, we build a com-
prehensive analytical model for the proposed protocol. Besides, the
proposed protocol is compared with the state of the art cooperative
and non-cooperative routing algorithms with spectrum aggrega-
tion. Performance evaluation demonstrates the effectiveness of
SACRP in terms of energy efficiency, throughput, and end-to-end
delay.

Index Terms—Cognitive radio networks, cooperative routing,
spectrum aggregation.

I. INTRODUCTION

S PECTRUM scarcity is one of the primary bottlenecks for the
development of future wireless communication systems.

Under current spectrum allocation policies, the spectrum uti-
lization efficiency in licensed spectrum at a particular time and
location is very low [1]. The Federal Communications Commis-
sion (FCC) estimates the usage of assigned spectrum to be
between 15% and 85% [2]. To address such inefficiency given li-
mited spectrum availability, the FCC has approved solutions such
as opportunistic usage of licensed spectrum such as TV white
spaces [3]. Such solutions will be eventually realized through the
adoption of Cognitive Radio (CR) [2], [4] technology, which is
envisaged to increase spectrum utilization through dynamic spec-
trum access (DSA) technique, wherein unlicensed (CR) users
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opportunistically use licensed bands when not occupied [5]. Con-
sequently, the utilization of spectrum can be greatly enhanced
by opportunistic communication on licensed spectrum.

A. Motivation and Related Work

The traditional wireless techniques can only support the
utilization of continuous spectrum resources. However, wide
continuous spectrum bands are rarely available under the cur-
rent situation of spectrum resources and the policy of stable
licensed spectrum utilization. In this regard, spectrum aggre-
gation [6] technique has been proposed to satisfy the increas-
ing bandwidth demands. Recently, a number of studies (e.g.,
see [1], [7]–[11]) have focused on different spectrum aggre-
gation algorithms for CR networks for increasing spectrum
efficiency and throughputs. Such studies are generally based
on an advanced wireless technique: Discontiguous Orthogonal
Frequency Division Multiplexing (DOFDM) [12], which can
switch off the sub-carriers occupied by primary users (PU)
and thus, enables a single CR user to access several spectrum
fragments simultaneously on the Physical (PHY) layer with
only one Radio Front (radio transceiver). In [10], Aggregation
Aware Spectrum Assignment Algorithm (AASA) is proposed
based on a greedy algorithm, which aggregates spectrum frag-
ments from low frequency to high frequency to satisfy the band-
width requirements. AASA optimizes the spectrum assignment
and maximizes the number of supported users. However, it
assumes all the nodes have the same bandwidth requirements
which is not practical. The authors in [8] provide a Maxi-
mum Satisfaction Algorithm (MSA) to allocate the spectrum
bands under different bandwidth requirements for CR users.
This algorithm always assigns the spectrum bands for the user
with higher bandwidth requirement first, and can accommodate
more users than AASA when the bandwidth requirements are
different. A Channel Characteristic Aware Spectrum Aggre-
gation (CCASA) algorithm has been proposed in [11], which
combines Adaptive Modulation and Coding (AMC) [13] and
spectrum aggregation to increase the network throughput under
hardware constraints.

On the other hand, Cognitive Radio Ad-Hoc Networks
(CRAHNs) have attracted much attention in the research com-
munity in recent years. Unlike either traditional CR networks or
ad-hoc networks, CRAHNs provide a non-infrastructure sup-
port and spectrum heterogeneity based wireless network
which raises unique issues and challenges. In [4], the authors
summarize the unique features of CRAHNs and outline the
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relevant research issues. An important issue is the design of
routing protocols for CRAHNs. The authors of [14] review
several adaptations of different kinds of on-demand routing
protocols: AODV, DSR, and hybrid on-demand protocols for
CRAHNs. They also investigate the challenges and issues of each
routing protocol in CRAHNs. Recently, a number of studies
(e.g., see [15]–[21]) have investigated routing protocols for
CRAHNs. So far, two distinct types of routing protocols have
been investigated: cooperative routing and non-cooperative
routing protocols. A distributed CR routing protocol is
proposed in [16] to specifically address the problems of PU
receiver protection, service differentiation in CR routes, and
joint spectrum-route selection. In [17], a cooperative routing
protocol has been considered for achieving higher channel
capacity gain. Due to spectrum heterogeneity characteristics,
the channel which provides maximum capacity is selected
for transmission in each direct link, and the node that can
provide the maximum capacity gain is selected as the relay
node for cooperative routing. Furthermore, the authors in [22]
propose a heuristic algorithm for cooperative routing to solve
the resource allocation problem, which is based on the metric
of utility-spectrum ratio of transmission groups. The results
demonstrate the improvement of the cooperative transmission
over the direct transmission.

B. Contributions and Outline

Against this background, our objective in this paper is
to design a spectrum aggregation-based routing protocol for
CRAHNs. To the best of authors’ knowledge, no routing proto-
col with spectrum aggregation exists in literature for CRAHNs.
Our focus is specifically on the design of cooperative routing
protocol as the cooperative approach provides an opportunity of
enhancing the performance in terms of different metrics, com-
pared to the non-cooperative approach. The proposed protocol
is termed as SACRP (Spectrum Aggregation based Cooperative
Routing Protocol) for CRAHNs. The main contributions of the
paper can be summarized as follows.

• We begin our discussion with the spectrum aggregation
framework for CRAHNs. This includes the design of PHY
and MAC layer needed to aggregate different spectrum
bands/channels. After this, we propose three different
spectrum aggregation algorithms that allow a CR user to
transmit data over aggregated bands/channels simultane-
ously with different objectives related to the utility of the
CR network. The first algorithm minimizes the transmit
power for CR users based on a rate demand. The second
algorithm maximizes the aggregate channel capacity for a
CR user. Finally, the third algorithm minimizes the end-
to-end latency for the CR network.

• Based on the spectrum aggregation algorithms, we design
a cooperative routing protocol, termed as SACRP. The
proposed protocol uses two different routing classes with
special emphasis on energy efficiency, network through-
put, and end-to-end delay.

• A comprehensive analytical model for the proposed proto-
col is built using tools from stochastic geometry. We adopt
Poisson Point Process (PPP) for modeling the location of

TABLE I
FREQUENTLY USED NOTATIONS AND SYMBOLS

CR nodes in our network and derive analytical expres-
sions capturing different aspects of the proposed routing
protocol including MAC layer collisions, average number
of hops, end-to-end power, throughput and latency.

• To validate the analytical modeling, we conduct a com-
prehensive simulation-based performance evaluation. We
also compare the performance of the proposed protocol
with state of the art cooperative and non-cooperative rout-
ing protocols for CRAHNs with spectrum aggregation.

The rest of the paper is organized as follows. In Section II, we
provide the network architecture and system model. Section III
focuses on the design of PHY and MAC layers needed for
spectrum aggregation and the proposed spectrum aggregation
algorithms. This is followed by the framework for the proposed
spectrum aggregation-based cooperative routing protocol in
Section IV. In Section V, analytical modeling of the pro-
posed protocol has been carried out. A comprehensive perfor-
mance evaluation has been conducted in Section VI. Finally,
Section VII concludes the paper. Frequently used notations and
symbols throughout the paper are given in Table I.

II. NETWORK ARCHITECTURE AND SYSTEM MODEL

We consider a CRAHN where nodes are randomly dis-
tributed within a specified region. Each node (CR user) is
equipped with a single radio transceiver that can be tuned to
any channel in the licensed/unlicensed spectrum. The radio
transceiver uses Frequency-aware OFDM (FA-OFDM) [13]
and Signal Interpretation before Fourier Transform (SIFT)
techniques1 to avoid cross-channel interference and aggregate
channels of different spectrum bands, respectively. This allows

1SIFT technique is proposed in [23], which performs an efficient time-
domain analysis of the raw signal to detect the presence of PU activity and
determine its bandwidth.
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the CR user to access multiple bands simultaneously with dif-
ferent transmit powers [24]. We assume that all CR users share
one dedicated common control channel (CCC) for exchanging
control information. Further, we assume N stationary PU trans-
mitters (and hence N available spectrum bands) with known
locations and maximum coverage ranges. Each spectrum band
contains M channels. Thus, the total number of channels
are represented as: F = [[f1,1, . . . , f1,M ], [f2,1, . . . , f2,M ], . . . ,
[fN,1, . . . , fN,M ]]T .

The PU activity model for the jth channel is given by a
two state independent and identically distributed (i.i.d.) ran-
dom process such that the duration of busy and idle periods
is exponentially distributed with a mean of 1

μj
ON

and 1
μj
OFF

,

respectively. Let Sj
b denote the state that the jth channel is busy

(PU is active) with probability P
j
b =

μj
OFF

μj
ON

+μj
OFF

, and Sj
i the

state that the jth channel is idle with probability P
j
i , such that

P
j
i + P

j
b = 1. We assume that a node employs energy detection

technique [25] for primary signal detection wherein it compares
the received energy (E) with a predefined threshold (σ) to
decide whether the jth channel is occupied or not i.e.,

Sensing Decision =

{
Sj
b if E ≥ σ

Sj
i if E < σ

. j ∈ F (1)

The two principle metrics in spectrum sensing are the de-
tection probability (Pd), and the false alarm probability (Pf ).
A higher detection probability ensures better protection to
incumbents, whereas a lower false alarm probability ensures
efficient utilization of the channel. As per [26], false alarm and
detection probabilities for the jth channel can be expressed as
follows.

P
j
f =Pr

{
E ≥ σ|Sj

i

}
=

1

2
Erfc

(
1√
2

σ − 2nj√
4nj

)
, (2)

P
j
d =Pr

{
E ≥ σ|Sj

b

}
=

1

2
Erfc

(
1√
2

σ − 2nj (γj + 1)√
4nj (2γj + 1)

)
,

(3)

where Erfc(·) is the complementary error function, and γj
and nj denote the signal-to-noise ratio (SNR) of the primary
signal and the bandwidth-time product for the jth channel,
respectively.

We are interested in probability of accessing the cognitive
channel. The CR users can only use the licensed channel in the
absence of PU activity. However, in practice, there can be an
element of inaccuracy in spectrum sensing. Let Pj

acc denote the
probability of accessing the jth cognitive channel which can
be evaluated considering the following cases: (i) when Sj

b and
the node misses to detect it; (ii) when Sj

i and no false alarm is
generated. Hence P

j
acc is given by

P
j
acc = P

j
b

(
1− P

j
d

)
+ P

j
i

(
1− P

j
f

)
. j ∈ F (4)

It can be easily verified that under perfect spectrum sensing
conditions i.e., Pj

d = 100% and P
j
f = 0%, (4) reduces to P

j
i ,

which is intuitive.

III. SPECTRUM AGGREGATION FOR CRAHNS

In this section, we design the PHY and MAC layer for
spectrum aggregation for CRAHNs. This is followed by our
proposed spectrum aggregation algorithms.

A. PHY Layer for Spectrum Aggregation

To aggregate multiple channels from different spectrum
bands, each CR node has to perform a multiple-channel spec-
trum sensing operation for the licensed spectrum bands. We
assume that the CR user has this capability of sensing multiple
channels periodically. It is assumed that each CR node main-
tains a Channel Status Table (CST), X, which represents the
status of the licensed spectrum bands based on the spectrum
sensing results such that

X =

⎡
⎢⎢⎢⎣
χ11 χ12 · · · χ1M

χ21 χ22 · · · χ2M

...
. . .

...
χN1 χN2 · · · χNM

⎤
⎥⎥⎥⎦
N×M

, χi,j ∈ {0, 1}

(5)

where χi,j denotes the channel status on the jth channel of the
ith spectrum. If χi,j = 1, the channel is available for CR nodes,
otherwise, it is not. The CST will be updated periodically with
spectrum sensing.

In general, the spectrum for CR users is fragmented due to
fixed allocation of PUs in different bands. The size of each
fragment can vary among different bands/channels. We assume
that nodes in our CR network employ the SIFT technique for
detecting available bands/channels with different bandwidths.

On the PHY layer, the selected channels are aggregated and
the split data packets (as discussed in the next Section on MAC
layer design) are carried by different carriers with different
transmit powers or transmit rates. To achieve this, FA-OFDM
technique is used on both transmitter and receiver sides. As
shown in Fig. 1(b), unlike traditional OFDM, FA-OFDM uses
independent modulation and coding schemes for each OFDM
channel based on its individual received signal-to-noise ratio
(SNR). Therefore, different transmit rates and different transmit
powers can be used on different channels.

B. MAC Layer Design for Spectrum Aggregation

The MAC frame structure in a CR network consists of a
sensing slot (Ts) and a transmission slot (T ). In periodic
spectrum sensing scenarios, there is a possibility of causing
harmful interference to PUs due to imperfect spectrum sensing
in practice. This interference is quantified in terms of Inter-
ference Ratio (IR), defined as the expected fraction of ON
duration of PU transmission interrupted by the transmission of
secondary users and is given for the jth channel as follows [27].

IRj=
(
1−P

j
d

)
P
j
b+P

j
i

(
1−P

j
f

)
+e−μT

(
P
j
f − P

j
d

)
, (6)

where μ = max(μj
ON , μj

OFF ). We assume that the nodes in
our network employ optimal transmission time that maximizes
the throughput of the secondary network subject to an interfer-
ence constraint i.e., IRj ≤ IRj

max, where IRj
max denotes the
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Fig. 1. (a) MAC and PHY layer structures for spectrum aggregation (HARQ refers to Hybrid Automatic Repeat Request), (b) PHY layer design based on
FA-OFDM technique (adapted from [13]).

maximum tolerable interference ratio on the jth channel. This
transmission time is given for the jth channel as follows.

Tj = μ−1
[
lnPj

i − ln
(
P
j
iP

′
d + P

j
b (1− P

′
d)− IRj

max

)
+ ln (2P′

d − 1)
]
, (7)

where P
′
d is the detection probability threshold, defined as the

detection probability at SNR level as low as γmin, where γmin

is specified by the regulator. e propose spectrum aggregation
algorithms for SACRP in which the data packets are split on
the MAC layer before being transmitted on the PHY layer, as
shown in Fig. 1(a). The transport channel provides modulation
and coding operation on data packets, connecting MAC and
PHY layers. Before that, each pair of nodes2 completes ex-
changing control packets, which include Ready-To-Send (RTS),
Clear-To-Send (CTS), and Reservation (RES). After exchanging
control information, the set of aggregated channels from multi-
ple spectrum bands and the transmission power of each channel
can be determined. Thus the transmission involving spectrum
aggregation can be set up between the source and destination
node pair. The MAC layer transmission process is described as
follows:

• RTS Packet: According to the multiple-channel spectrum
sensing result, the RTS packet is sent from the source to
the destination over all available channels.

• CTS PACKET: For each available channel, the destination
node calculates the received SNR3 after the RTS packet
received. The destination node performs the spectrum
selection operation to select the best set of channels from
multiple spectrum bands based on their received SNRs.
After that, a CTS packet will be sent back to the source
node over the CCC. It contains the information about the
selected channels F = {fs

1 , f
s
2 . . . f

s
NA

} as well as the
required transmit power Ptx and transmission rate Rtx

(discussed in the next section).
• RES Packet: If the source node receives the CTS packet, it

will send a RES packet to confirm the successful reception

2The source and destination nodes in this case refer to the sending and
receiving nodes within 1-hop vicinity.

3The SNR is the ratio of the signal power to the noise power which is given

by [13] : SNRi,j =
Prx

i,j

N0
− 1, where Prx

i,j is the received power over the jth

channel of spectrum i and N0 is the noise power.

of the CTS packet and to notify its neighbor nodes about
the transmission. The RES contains the same information
as the CTS packet.

• Data packets transmission: After exchanging control in-
formation, the source and destination nodes switch to
the selected channels and start transmitting data packets.
The data packets are split over the aggregated channels
(e.g., if there are Ldata data packets and NA number of
aggregated channels, the data packets per channel would
be �Ldata

NA
�). The data packets are transmitted simultane-

ously on different carriers with different transmit powers
or rates. After receiving data packets, the destination node
sends an ACK packet to the source node to confirm the
reception of data packets.

It should be noted that a collision for control packets may
occur owing to simultaneous transmission from multiple nodes
in a multi-user scenario. We assume that a CR node takes a
random back-off after a collision. The back-off taken by a CR
node, in terms of back-off time slots, after the ith collision is
randomly distributed in the interval [1, 2, . . . , κ], where κ =
2i − 1 denotes the upper bound on the back-off time slots. A
detailed analysis of the collision scenario has been conducted
in Section V.

Last, but not the least, the MAC and PHY layer design has
been summarized as Algorithm 1.

C. Proposed Spectrum Aggregation Algorithms

In this section, we propose three different spectrum aggre-
gation algorithms to meet the energy efficiency, throughput
and end-to-end delay requirements of the secondary network,
respectively.

Algorithm I: We aim to calculate the minimum transmission
power for each CR user based on a rate demand. This is
achieved by adapting the channel capacity given by Shannon’s
Theorem. The capacity of the link between CR users x and y
over the kth channel is given by

Ck
x,y = W k

x,y log2 (1 + SNRy
k) , (8)

where W k
x,y is the potential bandwidth of the kth channel,

SNRy
k is received SNR at node y, which is given by SNRy

k =
Pk

x,y |hx,y |2
δ2 such that P k

x,y is the transmit power of xth node to
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the yth node over the kth channel, δ2 is the noise power and
hx,y = F k

x,y

√
1/Lx,y is the channel coefficient, where F k

x,y is
the fading coefficient of the channel while Lx,y is the pathloss.

For each CR user, we assume a minimum requested rate
demand Rd. Thus the channel capacity should satisfy the fol-
lowing condition.

Ck
x,y = W k

x,y log2 (1 + SNRy
k) ≥ Rd (9)

Using the expression for SNR and solving for transmit power
P , we obtain

P k
x,y ≥

(
2

Rd

Wk
x,y − 1

)
δ2

|hx,y|2
. (10)

The potential bandwidth of the kth channel for transmission
between CR users x and y is obtained as follows.

W k
x,y = P

k
accBk, (11)

where Bk is the bandwidth of the kth channel. Note that the
potential bandwidth actually provides the usable bandwidth
since CR users access a channel with certain probability given
by (4).

Thus, the minimum required transmit power from the CR
node x to the node y over the kth channel is given by

Pmin,k
x,y =

(
2

Rd

P
k
accBk − 1

)
δ2

|hx,y|2
. (12)

Similarly, the minimum transmit power for all F channels
can be calculated and represented as a matrix: P = [[P1,1, . . . ,

P1,M ], [P2,1, . . . ,P2,M ], . . . , [PN,1, . . . ,PN,M ]]T . The spec-
trum aggregation algorithm is represented as an optimization
problem, given as follows.

P1 : min

N∑
i=1

M∑
j=1

Pi,jχi,j

s.t. (a) Pi,j ≤ Pa
i,j , ∀ i ∈ N, ∀ j ∈ M

(b)

N∑
i=1

M∑
j=1

Ci,jχi,j ≥ Rd

(c)

N∑
i=1

M∑
j=1

χi,j ≤ ε

(d)

N∑
i=1

M∑
j=1

Pi,jχi,j ≤ Pmax

(e) χi,j ∈ X, ∀ i ∈ N, ∀ j ∈ M (13)

where Pa
i,j is the maximum allowed transmit power of the

jth channel of the ith spectrum, Pmax is the maximum total
transmit power for a CR node, ε is the maximum number
of channels that can be aggregated by the CR node due to
the hardware constraints. The constraint (13a) ensures that the
transmit power of each aggregated channel is limited by Pa

i,j

to avoid interference to PUs. The constraint (13b) ensures that
the total capacity of the aggregated channels must satisfy the
minimum rate demand Rd. Lastly, the constraint (13d) ensures
that the maximum transmit power constraint for a CR node
is met.

Algorithm II: The aim of this algorithm is to maximize the
aggregated channel capacity for a CR node. Using (8), the chan-
nel capacity of all F channels is represented as a matrix: C =
[[C1,1, . . . , C1,M ], [C2,1, . . . , C2,M ], . . . , [CN,1, . . . , CN,M ]]T .
The spectrum aggregation algorithm is represented as the
following optimization problem.

P2 : max

N∑
i=1

M∑
j=1

Ci,jχi,j

s.t. (a) Pi,j ≤ Pa
i,j , ∀ i ∈ N, ∀ j ∈ M

(b)

N∑
i=1

M∑
j=1

Pi,jχi,j ≤ Pmax

(c)

N∑
i=1

M∑
j=1

χi,j ≤ ε

(d)

N∑
i=1

M∑
j=1

Ci,jχi,j ≥ Rd

(e) χi,j ∈ X, ∀ i ∈ N, ∀ ∀ j ∈ M (14)

Note that the constraints have similar meaning and signifi-
cance as in the optimization problem (13).

Algorithm III: The aim of this algorithm is to minimize
the end-to-end latency for the CR network. In CR networks,
the CR users perform spectrum sensing (with the duration of
Ts) at periodic intervals to update the spectrum occupancy
information on CSTs. For energy detection based spectrum
sensing, the adjacent CR users must be silenced during the
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Fig. 2. The effective transmission time T s
e for the CR node S with its two

neighbors A and B.

sensing period. Hence, a delay arises when CR users have
to stop their transmissions due to the enforcement of silence
period. The effective transmit duration [16] for which the
transmission is allowed at a candidate forwarding node, over
a given channel, is an important criterion for the end-to-end
delay of the CR network. Fig. 2 depicts the effective transmit
time (TS

e ) for the node S. It is clear that the TS
e is reduced due

to the enforcement of silence period arising from the periodic
spectrum sensing by neighboring nodes A and B.

Using Fig. 2 the effective transmit time of node S is calcu-
lated as follows.

TS
e = max

{
T i
s + T i

}
−
⋃{

T i
s

}
, (15)

where max{T i
s + T i} represents the maximum duration of the

sensing and transmission time among all the neighbors of S and⋃
{T i

s} is the cumulative duration of silence period. Note that
T i (for the ith neighbor) is given by (7).

Recall that (4) provides the probability of accessing a cogni-
tive channel. Hence, the total effective transmit time of node S
on the kth channel is given by

TS
Ek

= P
k
accT

S
e (16)

To reduce the end-to-end latency, the channels which provide
the maximum effective time must be aggregated by the CR
node S. Therefore, the spectrum aggregation algorithm can be
represented as the following optimization problem.

P3 : max

N∑
i=1

M∑
j=1

TE(i,j)
χi,j

s.t. (a) Pi,j ≤ Pa
i,j , ∀ i ∈ N, ∀ j ∈ M

(b)

N∑
i=1

M∑
j=1

Pi,jχi,j ≤ Pmax

(c)

N∑
i=1

M∑
j=1

Ci,jχi,j ≥ Rd

(d)

N∑
i=1

M∑
j=1

χi,j ≤ ε

(e) χi,j ∈ X, ∀ i ∈ N, ∀ j ∈ M (17)

Note that the constraints have similar meaning and signifi-
cance as in the optimization problem (13).

Fig. 3. Cooperative transmission in CRAHNs.

IV. SACRP FRAMEWORK

In this section, we provide the framework for our proposed
protocol, termed as SACRP. Our route selection algorithm is
based on the shortest path selection. Initially, the source node
sends a route request (RREQ) packet to the destination over
the CCC. Each node along the packet forwarding path updates
three fields in the RREQ. The first is the 〈spect〉 field which
contains the aggregated channels of each hop, the second is the
〈hop〉 field which calculates the hop count of the path, and the
third is the 〈relay〉 field which contains the relay node of each
hop. When receiving the first RREQ packet, the destination
node sets up a timer Δt to wait for receiving the same RREQ
packets from other paths. From all received RREQ packets, the
destination node selects the best path which has the minimum
hop count as the direct path. For each hop of the direct path, the
relay node is selected. SACRP considers two classes of routing
protocols based on relay node selection: Class A for energy
efficiency and throughput maximization, and the Class B for
minimizing the end-to-end delay. After that the destination
node sends a route reply (RREP) packet along the selected path
over the CCC.

Class A: As mentioned above, the minimum required trans-
mit powers for the aggregated channels are determined by (13).
We assume that the required data rate Rd is fixed for each hop
from the source to the destination. Considering a cooperative
transmission as shown in Fig. 3, we propose to use the relay
node r if and only if the cumulative minimum transmission
power of the cooperative links (s, r) and (r, d) is less than that
of the direct link (s, d). This condition is given by

if and only if, Ps,d > Ps,r + Pr,d, (18)

where Ps,d is the minimum transmission power of the direct
link (s, d), Ps,r is the minimum transmission power of the
cooperative link (s, r), and Pr,d is the minimum transmission
power of the cooperative link (r, d). If there are multiple relay
nodes satisfying the condition (18), SACRP will select the one
which provides the maximum cooperative gain.

The same process continues from the source to the destina-
tion. The selected path from the source node S to the destina-
tion node D is denoted as Path = {S, node1, node2, . . . , D}.
The total transmit power of link (i, j) by involving cooperative
routing is given by

P tx
i,j = (1− ρ)Pi,j + ρ (Pi,r + Pr,j) , (19)
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where ρ is the probability of transmitting data over coopera-
tive links. The total transmission power from S to D can be
obtained by

P tx
S,D =

j=i+1∑
i=S,...,(D−1)

{
P tx
i,j

}
(20)

Similarly a relay node is selected, if it provides higher chan-
nel capacity than the direct link. The capacity of a cooperative
link over a given channel has been evaluated in [17], [18]. How-
ever, these studies assume that both direct link and cooperation
links are using the same channel, which is rather unrealistic for
CRAHNs. In CRAHNs, the relay node may use different chan-
nel from the direct link (as shown in Fig. 3). Thus, the capa-
city of the cooperative link over different channels is given by

Cs,r,d = min
{
Wn

s,r log2
(
1 + SNRn

s,r

)
,

Wm
r,d log2

(
1 + SNRm

r,d

)}
(21)

The relay node selection condition is given by

if and only if, Cs,r,d > Cs,d (22)

Hence, the total capacity of link (i, j) is represented by

Ct
i,j = (1− ρ)Ci,j + ρ Ci,r,j (23)

For multi-hop network, the total capacity from the S to D of
the selected path is given by

j=i+1∑
i=S,...,(D−1)

{
Ct

i,j

}
(24)

Class B: The end-to-end delay in a multi-hop network de-
pends on the hop count and the number of retransmissions at
each hop. We use expected transmission count (ETX) [28] as
the default metric for relay node selection. The ETX of link
from node s to node d is given by Es,d = 1/psss,d, where psss,d is
the probability of node d successfully receiving a transmission
from node s. The ETX of a link will be measured and updated
continuously, once the link starts to carry data traffic. For a
direct link (s, d), if there is a node r providing smaller ETX
than that of the direct link, it will be selected as the relay node.
This condition is given as follows.

if and only if, Es,d > Es,r + Er,d, (25)

where Es,d is the ETX of the direct link (s, d), Es,r is the
ETX of the cooperative link (s, r) and Er,d is the ETX of the
cooperative link (r, d).

The total delay of a link (s, d) with the relay node r is given
as follows.

Φs,r,d=(1− ρ)Es,d Φs,d + ρ (Es,r Φs,r + Er,d Φr,d) , (26)

where Φs,d is the delay of direct link (s, d) for single transmis-
sion, Φs,r is the delay of cooperative link (s, r) and Φr,d is the
delay of cooperative link (r, d). Similarly, the delay for multi-
hop network is given by

j=i+1∑
i=S,...,(D−1)

{Φi,j} (27)

It should be noted that there is a possibility that a relay node
is selected by multiple CR users. However, at any time instant,
only one pair of CR users (sender and receiver nodes) can use
the relay node for transmission. This is due to the fact that
the proposed MAC layer design ensures that only one sender-
receiver pair is active at any time instant.

V. ANALYTICAL MODEL FOR SACRP

In this section, we provide an analytical model for our pro-
posed cooperative routing protocol. We adopt tools from sto-
chastic geometry to develop the analytical model. In practice,
nodes in an ad-hoc network are randomly distributed. There-
fore, for the sake of developing a realistic model, we adopt the
Poisson Point Process (PPP) for modeling the location of CR
nodes in our network.4 We assume that nodes are distributed
according the PPP in an Euclidean plane with intensity λ.

A. Analysis of the Collision Scenario for Control
Packet Transmission

In this section, we analyse the collision scenario for the
transmission of control packets on the MAC layer. As shown
in Fig. 4, a collision may happen when multiple CR nodes

4Recently, a number of studies have employed the PPP for modeling random
ad-hoc networks [29]–[31]
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Fig. 4. The collision scenario for the control packets.

transmit control packets over the same channel at the same time.
We need to calculate the probabilities of a series of collisions,
including RTS, CTS, and RES packets collisions.

1) Collision of RTS Packets: As the RTS packets are trans-
mitted over all available channels, the collision may occur on
one or more channels when one of the neighbors (interfering
nodes) of the sender start transmission at the same time. The
probability of RTS collision, denoted by PRTS , is given by

PRTS = 1− (1− τ)Na(λπR2−1), (28)

where τ denotes the probability that the collision occurs on a
single channel, λ is the CR node density, R is the transmission
range of CR nodes, and Na denotes the number of available
channels based on the multi-channel spectrum sensing results
in (5). Note that λπR2 − 1 denotes the number of neigbors of
a sender node.

Since Na is a random variable, we need to find its expected
value. The probability density function (pdf) of Na is given by

fNa
(n) =

(
NM
n

)(
P
j
acc

)n (
1− P

j
acc

)NM−n
, (29)

where Pj
acc is given by (4) and NM is the total number of chan-

nels. Hence, the expected value of Na can be calculated as

E[Na]=

NM∑
Na=1

(
NM
Na

)(
P
j
acc

)Na
(
1− P

j
acc

)NM−Na
. (30)

2) Collision of CTS Packets: Since the CTS packet is sent by
the receiving node over the CCC, a collision may occur when
the nodes located in the transmission range of the receiving
node start their transmissions at the same time. The probability
of CTS collision is given by

PCTS = 1− (1− τ)λπR
2−1. (31)

3) Collision of RES Packets: Similarly, the collision for the
RES packet occurs when the interference nodes initiate their
transmissions during the RES packet transmission process on
the CCC. The probability of RES collision is given by

PRES = 1− (1− τ)λπR
2−1. (32)

B. Analysis of the Routing Protocol

As our model is based on stochastic geometry approach for
routing in random networks, we refer the interested reader to

Fig. 5. The routing model with the source node at the origin and the x-axis
pointing in the direction towards the destination node within a sector φ. ω is
the angle between the x-axis and the path between nodes S and N1.

[32] for preliminaries. For analysis, we only consider Rayleigh
fading channel. The fading coefficient of the kth channel from a
CR node x to a CR node y is denoted by F k

x,y such that |F k
x,y|2

is Exponentially distributed with mean 1/μ.
In SACRP, the objective is to find the path which has the

minimum number of hops to destination. For each hop of the
route, a relay node may be selected with different requirements.
The model of the route selection can be considered as the
farthest neighbor (within the transmission range) routing in the
direction of the destination, as shown in Fig. 5.

Firstly, we determine the average number of hops towards
destination. For this purpose, let DS,D denote the distance
between the source and the destination node. The pdf of the
distance to the farthest neighbor from a sender node with the
transmission range R in a sector φ, given that there is at least
one neighbor in the sector, is given by [29]

fR(r) =
λφre

λφr2

2

eλA − 1
, for 0 ≤ r ≤ R, (33)

where A = φR2

2 is the area of the sector. In a PPP network with
density λ, all the node distances of the route follow the same
pdf. Thus, the mean hop length E[d] is given by

E[d] =
ReλA −

√
π

2λφerfi
(
R
√

λφ/2
)

eλA − 1
, (34)

where erfi(y) = 2√
π

∫ y

0 et
2
dt is the inverse error function. The

proof is given in [29].
Further, the angle ωk from the origin to the kth node follows

a Gaussian distribution with variance V (φ, k) ≈ φ2/12k [30].
Thus, the path efficiency5 of the selected nodes in farthest
neighbor routing scheme is given by [32]

η(ω) ≈
(
1− φ2

24λA

)(
1− e−λA

)
+

φ2

24
e−λA. (35)

Therefore, the average number of hops N of the routing
protocol is given by

N =
DS,D

E[d]η(ω)
. (36)

5The path efficiency is the ratio of the Euclidean distance between the end
nodes and the actual distance travelled.
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Next, we determine the average distance between any pair of
sender/receiver nodes and the relay node. For each hop of the
route, the relay node may be selected by the condition (18),
(22) or (25). The relay node and the receiver node must be
located in transmission range of the sender node. The pdf of the
distance between the relay node and the receiver node within
the transmission range of the sender node is given by [33]

fd(r) =
2r

R2

(
2

π
cos−1

( r

2R
)
− r

πR

√
1− r2

4R2

)
,

for 0 ≤ r ≤ R. (37)

Similarly, the pdf of the distance between the sender node
and the relay node is given by (37). Hence, the average distance
between the relay node and the sender/receiver node is given by

E[r] =

∫ R

0

4r2

πR2
cos−1

( r

2R
)
− 2r3

πR3

√
1− r2

4R2
dr. (38)

Power and Throughput Model for Class A: In Rayleigh
fading channel, the single hop minimum power consumption
for a node x transmitting to a node y, subject to a rate demand,
over all the aggregated channels is given by

Pmin
x,y =

NA∑
k=1

∫ ∞

0

1− exp

⎡
⎢⎢⎢⎢⎣
−μ

(
2

Rk
d

P
k
accBk − 1

)
δ2Lx,y

t

⎤
⎥⎥⎥⎥⎦ dt,

(39)

where NA is the number of aggregated channels, Rk
d is the rate

demand of the kth aggregated channel, and Lx,y is the path
loss which can be calculated using (34) or (38) for the direct or
relay transmission scenario respectively, with the selected path
loss model. Note that

∑NA

k=1 R
k
d ≥ Rd which means the total

capacity of all aggregated channels must be larger than or equal
to the rate demand.

Proof: The proof of (39) is given in Appendix A.
The total capacity of all aggregated channels in Rayleigh

fading environment is given by

Cx,y =

NA∑
k=1

∫ ∞

0

exp

⎡
⎢⎢⎣
−μ

(
2

t

P
k
accBk − 1

)
δ2Lx,y

Pa
k

⎤
⎥⎥⎦ dt, (40)

where Pa
k is the maximum allowed transmit power of the kth

channel.
Proof: The proof of (40) can be obtained in a similar way

as described in Appendix A.
To evaluate the probability of transmitting data over the

cooperative link, ρ, we need to evaluate the probability of a
successful transmission, which is given by

pss =P[SNR ≥ γ]

=P

[
|Fx,y|2 ≥ γδ2Lx,y

Px,y

]

= exp

(
−μγδ2Lx,y

Px,y

)
, (41)

where γ is the threshold SNR for successful data transmission.
Therefore, we have

Px,y =
μγδ2Lx,y

− ln pss
. (42)

Using (42), Cx,y can be expressed as

Cx,y =

NA∑
k=1

W k
x,y log2

(
1 +

μγ|F k
x,y|2

− ln pss

)
, (43)

where W k
x,y is obtained from (11).

As the power consumption and capacity are calculated ac-
cording to Shannon’s Theorem, the node which provides the
maximum capacity must provide the minimum transmit power.
According to (22) and (43), the probability of transmitting data
over the cooperative link, ρA, for Class A is given by (44) (see
equation at the bottom of the page).

Using (19) and (44), the transmit power of link (x, y) by
involving a relay node r is given by (45) (see equation at the
bottom of the next page).

Subsequently, the end-to-end power consumption from the
source node to the destination node is given by

P tx
S,D = NP tx

x,y, (46)

where N is given by (36).
Next, using (23), the end-to-end throughput from the source

node to the destination node is given by (47) (see equation at the
bottom of the next page), whereCx,y is the capacity of link (x, y)
which is given by (40), and Cx,r,y is the capacity of the coopera-
tive link which is equal to min[Cx,r, Cr,y] according to (21).

ρA =P [Cx,r,y > Cx,y] = P [Cx,r > Cx,y]P [Cr,y > Cx,y]

=P

⎡
⎢⎢⎣|Fx,r|2 >

(
2

Cx,y
Wx,r − 1

)(
− ln pssx,r

)
γμ

⎤
⎥⎥⎦P

⎡
⎢⎢⎣|Fr,y|2 >

(
2

Cx,y
Wr,y − 1

)(
− ln pssr,y

)
γμ

⎤
⎥⎥⎦

= exp

⎡
⎢⎢⎣
(
2

Cx,y
Wx,r − 1

)(
− ln pssx,r

)
+

(
2

Cx,y
Wr,y − 1

)(
− ln pssr,y

)
γ

⎤
⎥⎥⎦ (44)
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Delay Model for Class B: We use ETX as a default metric
for relay node selection in Class B. Recall that ETX is defined
as E = 1/pss, where pss is given by (41). Therefore, the ETX
between node x and node y can be expressed as

Ex,y = exp [αLx,y] , (48)

where α = μγδ2/Px,y . According to the condition (25), the
probability of transmitting data over cooperative link for
Class B, ρB can be expressed as

ρB =
1

2
+

1

2
erf

[
ln Ex,y − μ′

etx√
2σ′

]
, (49)

where erf(y) = 2√
π

∫ y

0 e−t2 dt is the error function, σ′2 =

ln
(

exp(α2)−1
2 + 1

)
and μ′

etx = ln 2 + 1
2

(
α2 − σ′2).

Proof: The proof of (49) is given in Appendix B.
Considering the collisions for control packets, the single hop

delay without re-transmissions is given by

Φ =

[
1−min(Pj

acc)

min(Pj
acc)

+

⌈
NdataLdata

TRd

⌉
− 1

]
Ts

+
NdataLdata

Rd
+ Tb, (50)

where P
j
acc is given by (4) such that j ∈ F , Ndata is the

number of data packets, Ldata is the data packet size, T is the

transmission time, Rd is the rate demand, and Tb is the average
back-off time for control packets until successful transmission
which is given by (51) (see equation at the bottom of the page),
where Tslot is the back-off slot duration, and λπR2 − 1 denotes
the number of neigbors of a sender node.

Proof: The proof of (50) and (51) is given in Appendix C.
Using (26) and (27), the end-to-end delay from the source

node to the destination node is given by

ΦS,D = N ((1− ρ)Ex,yΦx,y + ρ (Ex,rΦx,r + Er,yΦr,y)) ,
(52)

where N is given by (36), ρB is given by (49), and Φ is given
by (50).

VI. PERFORMANCE EVALUATION

In this section, we analyse the performance of our proposed
cooperative routing protocol. For the sake of validating the
analytical results, we also perform a simulation study. We
implement SACRP in MATLAB with the network topology
as shown in Fig. 6. Other simulation parameters are given in
Table II. A square region of side 1200 m is assumed with 9
PU transmitters. Each PU transmitter has 5 channels. Similar to
the analytical model, we assume that the CR users are Poisson
distributed in the whole region with a densityλ=200 nodes/km.
The parameters characterizing the ON and OFF times of PU
transmitters are randomly set in the interval [0, 1]. We consider

P tx
x,y =

NA∑
k=1

⎛
⎜⎜⎝1−exp

⎡
⎢⎢⎣
(
2

Cx,y
Wx,r − 1

)(
− ln pssx,r

)
+

(
2

Cx,y
Wr,y − 1

)(
− ln pssr,y

)
γ

⎤
⎥⎥⎦
⎞
⎟⎟⎠
∫ ∞

0

1−exp

⎡
⎢⎢⎢⎢⎣−μ

(
2

Rk
d

P
k
accBk − 1

)
δ2Lx,y

t

⎤
⎥⎥⎥⎥⎦dt

+

⎛
⎜⎜⎝

N ′
A∑

n=1

∫ ∞

0

1− exp

⎡
⎢⎢⎣−μ

(
2

Rn
d

P
n
accBn − 1

)
δ2Lx,r

t

⎤
⎥⎥⎦ dt+

N ′′
A∑

m=1

∫ ∞

0

1− exp

⎡
⎢⎢⎣−μ

(
2

Rm
d

P
m
accBm − 1

)
δ2Lr,y

t

⎤
⎥⎥⎦ dt

⎞
⎟⎟⎠

× exp

⎡
⎢⎢⎢⎢⎣

(
2

Cx,y
Wx,r − 1

)(
− ln pssx,r

)
+

(
2

Cx,y
Wr,y − 1

)(
− ln pssr,y

)
γ

⎤
⎥⎥⎥⎥⎦ . (45)

Θ=
(
(1−ρ) (1− PRTS) (1− PCTS) (1− PRES) p

ss
x,y

)N
Cx,y +

(
(ρ (1− PRTS) (1− PCTS) (1− PRES))

2 pssx,rp
ss
r,y

)N

Cx,r,y.

(47)

Tb =

⎛
⎝ 1

(1− PRTS) (1− PCTS) (1− PRES)
[
1− [(1− PRTS) (1− PCTS) (1− PRES)]

1

λπR2−1

] − 1

⎞
⎠Tslot, (51)
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Fig. 6. Simulated network topology. The stars and dotted circles represent the
location and coverage area of PU transmitters, respectively. The dots represent
the location of CR users.

TABLE II
SIMULATION PARAMETERS

a frequency selective Rayleigh fading channel between any two
nodes, where the channel gain accounts for Rayleigh fading and
path loss.

Firstly, we validate the analytical results. Fig. 7 shows the
end-to-end power consumption against the network density. As
shown, the transmission power decreases when the network
density increases. This is because the probability of finding a
relay node increases with the network density. Moreover, the
end-to-end power consumption in high frequency band is larger
than that of the low frequency band, as the high frequency band
suffers more path loss. In addition, for a given probability of PU
being active, Pb, the power consumption is reduced when the
number of aggregated channels increases due to the infamous
bandwidth-power inverse relationship. The power consumption
increases as Pb increases due to the fact that a higher PU
activity will reduce the potentially available bandwidth. Note
that the simulation results closely follow the analytical results
and hence validate the analytical modeling.

Fig. 7. End-to-end power consumption against network density in SACRP
NA is the number of aggregated channels, and Pb is the PU activity.

Fig. 8. End-to-End throughput against network density in SACRP, NA is the
number of aggregated channels, and Pb is the PU activity.

The analytical and simulation results for the end-to-end
throughput are given in Fig. 8. It is noted that the throughput
initially increases and then decreases with the network density.
This is because the probability of finding a relay node, which
provides higher capacity, increases with the network density.
On the other hand, the probability of control packet collision
also increases with the network density; as a result of which
the throughput degrades. Besides, the low frequency band
provides higher throughput than the high frequency band due
to the fact that the latter suffers more path loss. As expected,
for a given Pb, the end-to-end throughput increases with the
number of aggregated channels. Furthermore, the end-to-end
throughput decreases with higher PU activity. We also note
that increasing the order of modulation in simulations achieves
higher throughput, which is intuitive. Moreover, higher order
modulation performs close to the analytical results.

Fig. 9 depicts the end-to-end delay against the network
density. We vary the ETX of the cooperative link and note
that the relay node provides lower end-to-end delay in good
channel conditions (i.e., low ETX). Moreover, the end-to-end
delay initially decreases and then increases as the network
density increases. This is because the probability of finding a
relay node, providing lower ETX, increases with the network
density. However, the probability of control packet collision
also increases with the network density, which increases the
number of re-transmissions. In addition, the end-to-end delay
increases with higher PU activity as the effective transmission
time for a CR node is reduced. As before, the simulation results



2026 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 63, NO. 6, JUNE 2015

Fig. 9. End-to-End delay against network density in SACRP, Pb is the PU
activity.

Fig. 10. The probability of collision against the number of source and desti-
nation pairs, λ is the network density, Pb is the PU activity.

closely follow the analytical results and hence validate the
analytical modeling.

The analytical and simulation results for the cumulative
probability of collision (for all types of control packets) against
the number of source-destination pairs are shown in Fig. 10.
It can be seen that the probability of collision increases with
the the number of source-destination pairs. For a given network
density, the probability of collision increases with higher PU
activity. This is due to the reduction in effective resources
(shared by all CR nodes) for the transmission of CR nodes.
Besides, for a given Pb, a higher network density will result
in higher probability of collision. As before, the simulation
results closely follow the analytical results and hence validate
the analytical modeling.

After validating the analytical results with simulations, we
conduct a simulation-based performance evaluation and a per-
formance comparison of the proposed routing protocol.

Firstly, we evaluate the performance of transmit power con-
sumption in our proposed Class A protocol. Fig. 11 depicts
the transmit power as a function of the rate demand between
the source and the destination. As the rate demand increases, the
power consumption also increases. As shown, our proposed
Class A can reduce the transmit power significantly. The trans-
mit power is further reduced as more channels are aggregated.
However, as the number of aggregated channels increases, the
transmit power gain is decreased. As shown in Fig. 11, the
maximum gain is achieved with two aggregated channels. This
is because the CR node has to overcome more attenuation (path
loss and fading) of the aggregated channels when the number
of aggregated channels increases.

Fig. 11. Transmission power consumption against the rate demand in SACRP
Class A.

Fig. 12. Average capacity performance against the maximum allowed transmit
power of each channel (Pa) in SACRP Class A.

The average capacity performance against the maximum
allowed transmit power of each channel (Pa) is shown in
Fig. 12. In this case, we assume that the Pa of each channel
is fixed and increases from 20 dBm to 30 dBm. The maximum
power constraint Pmax of each CR node is set as 30 dBm. With
the increase in Pa, the capacity performance increases. The
capacity performance reaches a saturation point as soon as the
total transmission power reaches the constraint Pmax.

Next, we compare our proposed SACRP with other pro-
tocols with spectrum aggregation in the same simulation
configurations. We assume that the MSA spectrum aggregation
algorithm [8] is combined with non-cooperative Routing Proto-
col: CRP-Class I [16] and cooperative routing protocol: COOP
[17], respectively.

Fig. 13 presents the transmit power performance as a func-
tion of the distance between the source and the destination.
We observe that the transmit power grows with the distance.
Our proposed Class A costs the minimum transmit power
compared with other three protocols. Both Class A and Class B
have better performance than other protocols. This is because
Class A always aggregates the channels which can provide
the minimum transmit power. For different channel quality,
it is able to adjust the transmit power to reduce the overall
power consumption. Moreover, Class B aggregates channels
that provide more effective transmission time, which increases
the potential capacity and therefore reduces the transmit power.

From Fig. 14, it can be seen that the Class A protocol
achieves the maximum throughput performance. In this case,
Class A aggregates the spectrum channels which have the
maximum capacity and adjusts the transmit power under the



PING et al.: SACRP FOR COGNITIVE RADIO AD-HOC NETWORKS 2027

Fig. 13. Transmit power consumption against the distance between the source
and destination.

Fig. 14. Throughput against the distance between the source and destination.

power constraints to achieve high throughput. However, MSA
algorithm only aggregates the channels which satisfy the band-
width requirements. It does not consider the channel quality
and power control. Notice that, the throughput performance of
Class B is better than that of the MSA with CRP-Class I. This
is due to higher effective transmission time and cooperative link
selection with better ETX.

Last, but not least, we also evaluate the delay performance
of our proposed protocol. In Fig. 15, we consider the hop count
performance. It is clear that our proposed SACRP incurs less
hop count than COOP, but has a larger hop count compared
to CRP-Class I. This is because SACRP selects the route
which has the minimum hop count; however, the cooperative
link will increase the number of hops. As shown in Fig. 16,
SACRP Class B results in the minimum end-to-end delay.
Even though it’s hop count is larger than CRP-Class I, more
effective transmit time provided by direct link and less number
of retransmissions provided by the cooperative link are able to
reduce the end-to-end delay significantly. We note that MSA
with COOP shows the worst performance as it cannot guarantee
the effective transmit time for aggregated spectrum bands. In
addition, COOP generates larger number of hops than SACRP.

VII. CONCLUSION

In this paper, we have proposed SACRP, which is a spectrum
aggregation-based cooperative routing protocol for CRAHNs.
SACRP considers two classes of cooperative routing protocols:
Class A for power minimization or throughput maximization,
and Class B for reducing the end-to-end delay. A stochastic ge-

Fig. 15. Hop count against the distance between the source and destination.

Fig. 16. The end-to-end delay against the distance between the source and
destination.

ometry approach has been used to develop the analytical model
for the proposed protocol. Performance evaluation demonstrate
that Class A aggregates multiple channels and selects suitable
relay nodes, and therefore achieves higher power efficiency and
throughput. Class B reduces the number of re-transmissions
by selecting the relay nodes with better channel conditions,
and therefore reduces the end-to-end delay. We have also
conducted a performance comparison of SACRP with other
relevant protocols in literature. Results shows that SACRP
Class A reduces the transmit power by up to 70% compared to
MSA in cooperative as well well as non-cooperative scenarios.
Apart from this it enhances the overall throughput by up to 50%
and 20% compared to MSA in non-cooperative and cooperative
scenarios, respectively. Besides, SACRP Class B reduces the
end-to-end delay by up to 38% and 55% compared to MSA
in non-cooperative and cooperative scenarios respectively. For
future work, we aim to investigate the applicability of SACRP
for network reliability and PU receiver protection.

APPENDIX A
PROOF OF (39)

Based on Shannon’s Theorem, the total transmission power
for aggregating NA channels is given by

Pmin
x,y � E

⎡
⎢⎢⎢⎢⎣

NA∑
k=1

(
2

Rk
d

P
k
accBk − 1

)
δ2

|hk
x,y|2

⎤
⎥⎥⎥⎥⎦ ,
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where |hk
x,y|2 = |F k

x,y|2/Lx,y . Note that all aggregated chan-
nels are independent and identically distributed (i.i.d). In
Rayleigh fading environments, |F k

x,y|2 ∼ Exp(μ). Note that for
a random variable X taking non-negative values, the expected
value can be calculated using the complementary Cumulative
Distribution Function (CDF) i.e., E[X] =

∫
t>0 P(X > t) dt.

Therefore,

Pmin
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(53)

which completes the proof.

APPENDIX B
PROOF OF (49)

According to (25), we have ρ = P[Ex,r + Er,y < Ex,y]. From
(48), we have Ex,y = exp[αLx,y], where α = μγδ2/Px,y . In
this case, μ, γ, and δ2 are constant for all CR nodes. Under
the assumption of fixed transmission power Px,y , ETX (E)
is a log-normal distributed with mean μetx = 0 and variance
σ2 = α2. Using the substitution X → Ex,r and Y → Er,y , we
have ρ = P[X + Y < Ex,y].

The probability of finding the relay node for Class B requires
the pdf of a sum of two log-normal random variables. As X
and Y have the same mean and variance, the pdf can be found
using the Fenton-Wilkinson (FW) approximation [35], accord-
ing to which the random variable X + Y is also log-normally
distributed with mean μ′

etx = ln 2 + 1
2

(
σ2 − σ′2), where σ′2 is

the variance and is given by σ′2 = ln
(

exp(σ2)−1
2 + 1

)
.

The CDF for the log-normal distributed random variable g
having mean μg and variance σ2

g is given by

1

2
+

1

2
erf

[
ln g − μg√

2σg

]
.

Changing g → Es,d, μg → μ′
etx and σ2

g → σ′2, we have the
probability ρB in (49). This completes the proof.

APPENDIX C
PROOF OF (50)

Note that the delay for a single hop for a single transmission
can be expressed by Φ = NssTs + Tt + Tb, where Nss is the
number of spectrum sensing events, Ts is the spectrum sensing
duration, Tt is the total time for transmitting data packets,
and Tb is the average back-off time for control packets until
sucessful transmission.

Let Pn denote the probability that a CR node will success-
fully transmit data after n spectrum sensing times. Thus, Pn is
given by

Pn = (1− Pacc)
n
Pacc. (54)

Let ns be the random variable that represents the total
number of spectrum sensing events until success. Since Pn

represents the Probability Mass Function (PMF) of ns, the
average number of spectrum sensing events until success is
given by

Ns = E(ns) =

∞∑
n=0

nPn =
1− Pacc

Pacc
. (55)

where Pacc = min(Pj
acc) due to the data packets are split and

transmitted simutaneously over the aggregated channels.
Note that if Tt > T , the CR node cannot transmit all data

packets within the duration of one transmission time T . Hence,
the total number of spectrum sensing events Nss can be calcu-
lated by

Nss = Ns +

⌈
NdataLdata

TRd

⌉
− 1, (56)

where Ndata is the number of data packets, Rd is the rate
demand, and Ldata is the data packet size.

Next, using a similar methodology as employed for calculat-
ing the average number of spectrum sensing events, the average
number of collisions for control packets until successful trans-
mission Nc is given by

Nc =
Pc

1− Pc
=

1− (1− PRTS) (1− PCTS) (1− PRES)

(1− PRTS) (1− PCTS) (1− PRES)
.

(57)

where Pc is the probability that a collision for control pack-
ets occurs owing to simultaneous transmission from multiple
nodes. It should be noted that Geometric distribution has been
employed to compute Nc, similar to the analysis in [36].

Thus, the expected backoff time Tb (which can be calculated
according to (27) in [36]) is given by

Tb = NeTslot =

(
Nc + 1

Pt
− 1

)
Tslot, (58)
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where Ne is the expected number of back-off time slots,
Tslot is the duration of back-off time slot, and Pt = 1− (1−
Pc)

1/(λπR2−1) denotes the probability that a given node will
transmit in an arbitrary time slot which is also given by [36].
Therefore, Φ is given by (50). This completes the proof.
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