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Design of an Accurate Yet Low-Cost Distributed
Module for Vehicular Relative Positioning: Hardware

Prototype Design and Algorithms
Xinzuo Wang and Wei Li , Senior Member, IEEE

Abstract—In this paper, we design a modular prototype to pro-
vide relative position and orientation (RPO), with higher accuracy
yet low-cost implementations. First, we design the hardware mod-
ule as two distributed sub-modules: the beacon module and the
receiver module. The beacon module is designed to have the rota-
tional laser-emitting function and the wireless-broadcasting func-
tion, and the receiver module can receive both the laser signals
and wireless broadcasting. Then, with these functions, we design
the unique operating mechanisms for the whole module. Finally,
we provide the event-triggered algorithms for the RPO measure-
ments, which are tightly incorporated with the hardware design.
Compared via experiments with other related methods, our design
has more measurement capabilities, higher accuracy, and low-cost
implementations on both hardware and computations. This mod-
ule has potential vehicular applications, e.g., in a factory for tasks
assistance.

Index Terms—Beacon module, localization, measurement, mod-
ular design, positioning algorithm, vehicular positioning.

I. INTRODUCTION

POSITIONING has a wide range of applications, e.g., po-
sitioning of vehicular robots in an automatic factory, path

or trajectory tracking, and motion planning [1]–[4], [23], [27],
[29], [30] of vehicles. In these applications, knowledge of rela-
tive positions and orientations of vehicles are essential.

There are two major types of techniques for positioning: ab-
solute positioning and relative positioning. One example of ab-
solute positioning is the global positioning system (GPS) [5],
but the GPS has signal blockage in GPS-denied areas, such as
indoor and underground environments. Most techniques are for
relative positioning.

For positioning sensors, relative positioning sensors include
vision sensors, received signal strength indicators (RSSIs), and
proximity sensors. Vision techniques are generally computa-
tionally intensive [6]–[11]. RSSIs have relatively low accuracy
[12]–[14]. The most widely used proximity sensors include

Manuscript received November 30, 2017; revised September 19, 2018 and
December 11, 2018; accepted February 6, 2019. Date of publication March 7,
2019; date of current version May 28, 2019. The review of this paper was
coordinated by Dr. R. P. de Castro. (Corresponding author: Wei Li.)

The authors are with the Department of Control and Systems Engineer-
ing, Nanjing University, Nanjing 210093, China (e-mail:,wang@sanfrak.com;
wei.utdallas@live.com).

Digital Object Identifier 10.1109/TVT.2019.2901743

ultrasonic sensors [15]–[18], infrared sensors [19]–[21], and
laser sensors [22]–[26] (such as laser range finders (LRFs) [24],
[25]). Ultrasonic sensors cannot provide directional informa-
tion. For infrared sensors, the effective ranges are short, often
with color affection by objects [19]. The valuable features of
LRFs are high accuracy and high directionality; however, they
are generally very expensive, compared to ultrasonic and in-
frared sensors. Many relative positioning methods use one or
more reference beacons, e.g., as in [4], [7], [15]–[18], [22], [24],
and [25].

In this paper, we design a distributed module to provide rela-
tive position and orientation (RPO) in an event-triggered man-
ner [6], with high accuracy and low costs of implementations.
Here, we discriminate relative position (RP) and relative dis-
tance (RD), that is, a RP is a vector, while a RD is a scalar.

The hardware module we designed consists of two integrated
sub-modules: the beacon module and the receiver module. The
beacon module has the rotational laser-emitting function and the
wireless-broadcasting function. The receiver module can receive
both the laser signals and wireless broadcasting.

The laser-emitter is mounted on the top of the beacon module
and can rotate horizontally at a designated angular velocity. The
receiver module, with three laser-receivers, measures directly
the RD relative to the beacon module. The wireless broadcast-
ing and receiving functions help to measure the polar angle and
the orientation of the receiver module in the reference coordi-
nates carried by the beacon. Then, integrated with the design
of the unique operating mechanisms for the low-cost hardware
module, we provide the event-triggered algorithms for the RPO
calculations, which is also low-cost.

The modular system can be extendable by adding more re-
ceiver modules, each of which can work that is independent
from other receiver modules.

The following shows the features of our design with compar-
isons of other methods from four aspects:
� Measurements Capability (i.e., measurements for RPO, or

only for RP or RD measurement),
� Accuracy Comparison, for RP, RD, or RPO (if available in

other methods),
� Costs Comparison (the hardware cost and computational

cost),
� Independence Comparison (i.e., whether one can deter-

mine its RPO relative to only one beacon).
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The distinct features of our module and the corresponding
algorithms are that: it can provide

1) higher accuracy for RPO measurements (not merely for
RP measurement),

2) low-cost implementations on both hardware and compu-
tations;

3) only one beacon is sufficient for RPO measurements;
4) moreover, there is no necessity on clock synchronization

of the MCUs on different modules.
The performances of the measurements are shown as

follows:
� For the performance of a single measurement (i.e., without

averaging among different measurements), our designed
module has the maximum error of 2.0% for RP measure-
ment and 0.9 degree for orientation measurement, at a dis-
tance of 200 cm relative to the beacon, which are better
than most results reported in previous papers.

� For the average performance of multiple measurements,
the average error for RP measurement is only 1.2% (at
a distance of 200 cm), and the average error for orien-
tation measurement is only 0.3 degree (at a distance of
200 cm). This is another advantage of our design, since
one can easily obtain the high accurate RPO via averag-
ing many measurements within a very short instant, due to
both the high rotational velocity of the laser-emitter and
the low-cost computations of our module.

Compared with relevant results, for example, the system de-
signed in [19] can only provide RP measurement, with an aver-
age error of 2.6% (2.6 cm at 100 cm), in which the algorithm
is also computational intensive. The system designed in [20]
has the maximum RPO error above 6%. The system in [17]
has lower accuracy and low computational efficiency for RPO
measurements. The system in [22] can provide only RP mea-
surement relative to a laser beacon with a lower accuracy. The
method in [21] requires multiple beacons. Comparisons that are
more detailed are provided in Section VI.

The rest of the paper is organized as follows: Section II
describes the problem for RPO measurements. Section III
designs the hardware. Section IV is the algorithms for the
RPO calculations. Section V shows the RPO accuracy via ex-
tensive experiments. Section VI compares the performances
with relative results. Section VI is the conclusion and future
considerations.

II. PROBLEM DESCRIPTION

A. The Pose of a Vehicular Robot

Consider the pose of a vehicular robot as illustrated in Fig.
1, denote v as its heading direction and ϕ as its orientation,
respectively, its pose or configuration is denoted as (x, y, ϕ),
where (x, y) represent the RP. Denote d and θ as the RD and the
polar angle, respectively, then

x = d cos θ, y = d sin θ.

Here a RP is a 2D vector, while a RD is a scalar.

Fig. 1. Illustration of the RPO of the robot (its position is denoted as the center
C) relative to the beacon O (the beacon carries the x-y reference coordinates).

Fig. 2. The vehicular robotic platform prototype (from two different view
perspectives), which has two wheels driven by the servomotors, and two omni-
directional casters for the stability of the platform. The platform height is 70 mm,
the platform radius is 75 mm, and the wheel diameter is 65 mm.

B. Problem Description

Our focus in this paper is two-folds:
1) design a hardware module, and
2) the corresponding algorithms,

to measure the RPO values: d, θ, and ϕ, while with low-cost
implementations of hardware and computations.

C. The Platform Used in This Paper

The platform used in this paper is illustrated in Fig. 2.

III. HARDWARE DESIGN IN THIS PAPER

The hardware module we designed consists of two sub-
modules: the beacon module and the receiver module. The bea-
con module is mounted on the robotic platform, as illustrated
in Fig. 2; for abbreviation, the beacon module, with the robotic
platform, is called the beacon. The non-beacon robot (or simply
called the robot) carries the receiver module, as illustrated in
Fig. 3(b).

The microcontroller unit (MCU) used in this paper is Ar-
duino AT Mega 2560 (Flash: 32 Kbytes, RAM: 2 Kbytes, Clock:
20 MHz).

A. The Beacon Module

The beacon module is designed to have the rotational laser-
emitting function and the wireless-broadcasting function, and
carries the (virtual) reference coordinates (here we only need
to designate the positive direction of the x-axis of the reference
coordinates).

The beacon module mainly consists of a laser-emitter, a
gear motor, a vertical rotational axis, an MCU, and an XBee
transceiver connected to the MCU. The laser-emitter is fixed
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Fig. 3. The beacon (a) and the non-beacon robot (b). In each of (a) and (b),
the left is the CAD model, and the right is the physical hardware.

on the top of the vertical rotational axis, with the laser beam
perpendicular to the axis, as illustrated in Fig. 4.

With the control of the MCU, the laser-emitter can rotate at
a designated rotational velocity ω with high accuracy, with the
range of ω ∈ (0, 10π) rad/s, the average error per round is less
than 0.11% in our hardware setting and thus can be neglected.

In every 360o rotation of the laser-emitter, there is one time
that the laser-emitter just points to (or parallels to) the positive di-
rection of the x-axis of the (virtual) coordinates (that is carried by
the beacon); for abbreviation, we call this situation the Emitter-
Coordinates-Paralleling Event (ECPE). Once the ECPE occurs,
an interrupt is triggered and reported to the MCU of the beacon
module, and the MCU will then broadcast the current ECPE oc-
currence to the receiver module using the XBee transceiver (for
the details, refer to Section III-C in the following).

B. The Receiver Module

The receiver module, as illustrated in Fig. 4, mainly consists
of three laser-receivers, an MCU, and an XBee transceiver con-
nected to the MCU. The laser-receivers form an equilateral tri-
angle with the equal side length (which is denoted as r) and are
used to receive the laser signals from the beacon module. Each
of the laser-receivers is designed to consist of two silicon photo-
diodes for the opposite directions, and is able to receive the laser
signals in 360o, without backside, as illustrated in Fig. 4(d).

Fig. 4. (a) The laser-emitter with the scattering angle. (b) The beacon module.
(c) The receiver module. (d) The laser-receiver in (c), with no backside.

Remark 1: For the possible occlusion concern, since these
tiny laser-receivers are arranged approximately at the same
height of the laser beam, and due to the scattering angle of
the laser-emitter, as in Fig. 4(a), thus no one will be practically
blocked by others.

Remark 2: Even for more robots, the possible occlusion can
also be avoided as follows: one can arrange the sensors at differ-
ent heights and use a multi-beam laser, which has a much larger
scattering angle than in Fig. 4(a), the illustration is omitted here.

C. The Wireless Broadcasting Function of the Beacon Module

In every 360o rotation of the laser-emitter, once the ECPE
occurs (refer to Section III-A), the MCU of the beacon module
will be triggered and the XBee transceiver of the beacon module
will broadcast the current occurrence of the ECPE to the receiver
modules. To be specific, the XBee transceiver will broadcast a
data package about the occurrence of the ECPE, which contains,
however, null information; and the receiver module will just use
the received time of this data package (instead of the content of
the data package) to calculate the polar angle (refer to Section
IV-C in the following). So the data for both broadcasting and
receiving are very limited, thus with very low-cost and more
robust implementations.
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Fig. 5. Illustration of the trigger of the laser-receivers. The red solid line
denotes the laser beam.

In addition, the broadcasted data package of the ECPE from
the beacon module does not need to contain the occurrence time
of the ECPE (i.e., the local time of the MCU on the beacon),
i.e., there is no need on clock synchronization of the MCUs on
different modules, which is another advantage of the hardware
design in this paper.

D. Operating Procedure of the Module in Every Rotational
Period

As the laser-emitter in the beacon module rotates at a desig-
nated velocity periodically, one can define the beginning of such
a rotational period of the laser-emitter as the occurrence of the
ECPE.

Then, the operating procedure of the hardware in every rota-
tional period is described as follows:

1) Once the ECPE occurs, the MCU of the beacon module
will be triggered to broadcast the current occurrence of the
ECPE to the receiver module using the XBee transceiver,
refer to Fig. 6(a).

2) As the laser-emitter in the beacon module rotates, it will
then trigger the laser-receivers in sequence, refer to Fig. 5
and Fig. 6(b).

3) Once a laser-receiver gets the laser signal, an interrupt is
triggered to the MCU of the receiver module; the MCU
of the receiver module then records the corresponding in-
terrupts from the three laser-receivers, and calculates the
current RD relative to the beacon, using the algorithm in
Section IV-B.

4) The MCU of the receiver module then calculates the polar
angle and its orientation, using the calculations in Section
IV-C and Section IV-D, respectively.

In the functions of the modules:
� To measure the RD, we only use the rotational laser-

emitting and the laser-receiving functions.
� To measure the polar angle and the orientation, we will

use the additional functions: the ECPE and the wireless
communication mechanisms.

Remark 3: The ideas of using triangulation for RP or RD
measurement are certainly not new, please refer to, e.g., [25]
and the references therein; but the existing triangular methods
are generally incapable for orientation measurement.

Remark 4: The traditional triangular positioning method is
that: send three signals (laser or ultrasonic) to three landmarks
with known positions, respectively, and then use the reflected
signals to calculate the corresponding three distances to the land-
marks, and calculate the position of the signal transceiver using

Fig. 6. The operating procedure of the module. (a) Occurrence of the ECPE
and message broadcasting. (b) The laser-receivers triggered in sequence.

triangular calculation. One distinct difference of the hardware
and the operating in our paper from the traditional positioning
methods are that: the laser-emitter and laser-receivers are dis-
tributed on two separate sub-modules, and no reflected signals
are used.

IV. CALCULATION ALGORITHMS IN EVERY

ROTATIONAL PERIOD

The following are the calculation algorithms of the RD d, the
polar angle θ, and the orientation ϕ, respectively. Here d is the
RD between the laser-emitter O and the geometrical center C of
the laser-receivers.

A. Pose Detection

Denote the laser-receivers triggered in sequence as the re-
ceivers 1, 2, 3 (such sequence will be possibly renumbered in
the next rotational period of the laser-emitter, depending on the
pose of the receiver module relative to the beacon module), de-
note t1, t2, t3 as the triggered times of the laser-receivers.

Here, we classify the trigger events into two cases (Fig. 7),
which difference is that: whether the laser-receiver 2 (which
is triggered between other two laser-receivers) and the laser-
emitter are located at the same side, relative to the line of the
laser-receivers 1 and 3.

B. Calculation Algorithm for the RD

For both the two cases, we use the following calculation
procedure.
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Fig. 7. (a) Case I. (b) Case II.

Algorithm 1: Calculation for the RD in Every Rotational
Period.

Inputs: Pose detection (Section IV-A) and t1, t2, t3 in
this period

Outputs: The RD d in this period

Step 1: Calculate the angles ψ1, ψ2 denoted in Fig. 7 as:

ψ1 = ω(t2 − t1),

ψ2 = ω(t3 − t2). (1)

Step 2: Calculate d1, d2, d3, which are the distances
between the laser-emitter O and the laser-receivers
1, 2 and 3, respectively. From triangles ΔO13, ΔO12
and ΔO32, we have the equation array:

⎧
⎪⎨

⎪⎩

d2
1 + d2

3 − r2 = 2d1d3 cos(ψ1 + ψ2),

d2
1 + d2

2 − r2 = 2d1d2 cosψ1,

d2
2 + d2

3 − r2 = 2d2d3 cosψ2.

(2)

The solutions can be calculated numerically.
Step 3: Calculate the angles α, β that are denoted in

Fig. 7.
Step 4: From ΔO1C or ΔO3C, we have the RD:

d =

√

d2
1 + (

√
3

3 r)
2 − 2d1(

√
3

3 r) cosα,
or equivalently,

d =

√

d2
3 + (

√
3

3 r)
2 − 2d3(

√
3

3 r) cosβ,
which is proportional to the value of r.

Remark 5: Notice that the RD d �= (d1 + d2 + d3)/3, be-
cause the distances here are the Euclidean-normed scalars, not
vectors.

Remark 6: In the above equations, the values of d1, d2, d3

and α, β are different for the two cases:
For Case I:

d1 =
r sin(π/3 + ψ2)

√
sin2ψ1+sin2ψ2+2 sinψ1 sinψ2 cos(π/3−ψ1−ψ2)

,

(3)

d2 =
r sin(π/3 − ψ1 − ψ2)

√
sin2ψ1+sin2ψ2+2 sinψ1 sinψ2 cos(π/3−ψ1−ψ2)

,

(4)

d3 =
r sin(π/3 + ψ1)

√
sin2ψ1+sin2ψ2+2 sinψ1 sinψ2 cos(π/3−ψ1−ψ2)

.

(5)

From ΔO13 in Fig. 7(a), we have

r

sin (ψ1 + ψ2)
=

d1

sin(β + π/6)
=

d3

sin(α+ π/6)
,

then

α = sin−1
(
d3 sin(ψ1+ψ2)

r

)
− π

6 ,

β = sin−1
(
d1 sin(ψ1+ψ2)

r

)
− π

6 .
(6)

For Case II:

d1 =
r sin(π/3 − ψ2)

√
sin2ψ1+sin2ψ2+2 sinψ1 sinψ2 cos(ψ1+ψ2+π/3)

,

(7)

d2 =
r sin(ψ1 + ψ2 + π/3)

√
sin2ψ1+sin2ψ2+2 sinψ1 sinψ2 cos(ψ1+ψ2+π/3)

,

(8)

d3 =
r sin(π/3 − ψ1)

√
sin2ψ1+sin2ψ2+2 sinψ1 sinψ2 cos(ψ1+ψ2+π/3)

.

(9)

From ΔO13 in Fig. 7(b),

r

sin (ψ1 + ψ2)
=

d1

sin(β − π/6)
=

d3

sin(α− π/6)
,

then

α = sin−1
(
d3 sin(ψ1+ψ2)

r

)
+ π

6 ,

β = sin−1
(
d1 sin(ψ1+ψ2)

r

)
+ π

6 .
(10)

C. Calculation of the Polar Angle

As the beacon module broadcasts the ECPE (refer to
Section III-C), the receiver module will receive this signal with
a latency τ (the latency depends on the hardware setting, inde-
pendent from the RD, since the speed of the light is too fast), and
the latency can be measured (refer to the Section V). Denote tr
as the time when the receiver module receives the ECPE. Then,
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Fig. 8. Calculation of the orientation for Case I (a) and Case II (b).

the polar angle in this rotational period is calculated as:

θ = ω ((t1 + t2 + t3)/3 − tr + τ) . (11)

In the above calculation, only the local times for the receiver
module are used, so there is no requirement on clock synchro-
nization of the MCUs of modules, which is an advantage of our
design.

D. Calculation of the Orientation

From Section IV-B, we get the values of α and θ. Denote ψ
as the angle in Fig. 8, then,

ψ = ω ((t1 + t2 + t3)/3 − t1) .

1) For Case I, the Orientation is:

ϕ = θ − α− ψ − 2π/3 = −α− 2π/3 + ω (t1 − tr + τ) ,

where α is given in (6).
2) For Case II, the Orientation is:

ϕ = θ − ψ + (2π/3 − α) = (2π/3 − α) + ω (t1 − tr + τ) ,

where α is given in (10).
That is, we have the calculation of the orientation as follows:

Algorithm 2: Calculation for Orientation in Every Rota-
tional Period.

Inputs: Pose detection (Section IV-A), α, and t1, tr in
this period, the parameters ω, τ

Outputs: The orientation ϕ in this period

1) For Case I, the orientation is:
ϕ = −α− 2π/3 + ω(t1 − tr + τ),
where α is given in (6).

2) For Case II, the orientation is:
ϕ = (2π/3 − α) + ω(t1 − tr + τ),
where α is given in (10).

Fig. 9. (a) Latency τ as a function of the placement distance. (b) Error of the
polar angles as a function of the distance. (c) Error of the RDs as a function of
the distance. (d) Error of the orientations as a function of the distance.

V. EXPERIMENTS AND ACCURACY OF MEASUREMENTS

In the experiments, we take ω = 4π rad/s (i.e., two rotations
per second), in the hardware setting, r = 20 cm. We place the
robot at different distances, from 75 cm to 200 cm, relative to
the beacon, with an increase of 25 cm for each placement. Then,
we calculate 100 measurements for each placement. The latency
τ is approximately 0.161 second (Fig. 9(a)).

When the laser beam hits on the laser-receivers, it takes 200μs
(the notationμs represents microsecond, 1μs = 10−6 s) for each
receiver to switch from a low voltage level to a high voltage level,
which is very fast, and thus this latency can be omitted.

The following are the accuracy for the RPO measurements
(the calculations of maximum error and average error are de-
noted in Appendix A):

• Accuracy of the Polar Angle Measurements:
◦ For the performance of a single measurement, the max-

imum error is 0.7 degree.
◦ The average error is 0.2 degree, as shown in Fig. 9(b).

• Accuracy of the RD Measurements:
◦ For the performance of a single measurement, the max-

imum error is 1.8 cm at 100 cm, and 3.9 cm at 200 cm.
◦ The average error as 0.8 cm at 100 cm, and 2.3 cm at

200 cm, as shown in Fig. 9(c).
• Accuracy of the Orientation Measurements:

◦ For the performance of a single measurement, the max-
imum error is 0.9 degree.

◦ The average error is 0.3 degree, as shown in Fig. 9(d).
• Accuracy of the RP Measurements:

◦ For the performance of a single measurement, the max-
imum error is 1.8 cm at 100 cm, and 3.9 at 200 cm.

◦ The average error is only 0.8% at 100 cm, and 1.2% at
200 cm, as shown in Fig. 10.
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TABLE I
COMPARISON WITH PREVIOUS RESULTS

Fig. 10. The RP measurements relative to the beacon for two different place-
ments. The blue circle denotes the placed position of the robot; each black square
represents the measured RP.

VI. COMPARISONS WITH OTHER METHODS

A. Main Comparative Aspects and Our Result

This section compares our design with other methods from
the following four aspects:

a) Measurements Capability, i.e., for RPO, or only for RP,
or RD.

b) Accuracy Comparison, for RP, RD, or RPO (if available
in other methods).

c) Costs Comparison (the hardware cost and computational
cost).

d) Independence Comparison (i.e., whether a robot can de-
termine its RP or RPO relative to only one beacon, without
dependence on other beacons).

The features of our module are that: it can provide higher
accuracy for RPO (not merely RP) measurements, while with
low-cost implementations on the hardware and computation;
moreover, the receiver module can determine its RPO (relative
to the only beacon). In addition, there is no necessity on clock
synchronization of the MCUs of different modules, which is
another feature of our design.

B. Comparison Data

Compared with relevant results, for example, the system de-
signed in [19] can only provide RP measurement, with an
average error of 2.6% (2.6 cm at 100 cm), in which the algorithm

is also computational intensive. The system designed in [20] has
the maximum RPO error above 6%. The system in [17] has lower
accuracy and low computational efficiency for RPO measure-
ments. The system in [22] can provide only RP measurement rel-
ative to a laser beacon with a lower accuracy. The method in [21]
requires multiple beacons. For convenience of reference, Table
I lists the comparisons with relevant and comparable results.

C. Difference From the VHF Omnidirectional Range (VOR)
Systems

Very High Frequency (VHF) Omni-Directional Range (VOR)
is a type of short-range radio navigation system for aircraft,
which is used for aircraft to determine their position by receiving
radio signals transmitted by a network of ground radio beacons.
For the principles of VOR systems: a VOR station sends out an
omnidirectional master signal and a directional second signal (by
a phased antenna array); by comparing the phase of the second
signal with the master signal, the angle or bearing to the aircraft
from the station can be determined; the intersection of two lines
of positions (or called “radial”) from two different VOR stations
can determine the position of the aircraft [28].

Compared with the working mechanisms of VOR systems
and our design,

1) our design has no phased signal or phase difference used,
thus the calculations are different; moreover,

2) in our design, only one beacon is needed.

VII. CONCLUSION

In this paper, we design a hardware module, which has the
following distinct features: more measurements capabilities,
higher accuracy, and low-cost implementations on hardware
and computations, with the use of only one beacon for RPO
measurements.

The designed module are mainly used for robots on the plane,
due to many planar applications, e.g., in an automatic factory
for tasks assistance. For more robots positioning, the possible
occlusion can also be avoided by the arrangement of the sensors
at different heights and using a multi-beam laser, which has
a much larger scattering angle (Remark 2). The design and
calculations in this paper form a basis for considering dynamic
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positioning between the beacon and the mobile robot (e.g.,
the robot moves along different trajectories), which will be
addressed in a future paper.

There are many future considerations or extensions. For ex-
ample: 1) Considerations of the hardware malfunctions (e.g.,
the errors of the laser or the XBee signals), and thus, the design
of fault detection and handling functions for more robustness.
2) The computation of the RPO is performed in a deterministic
manner, in future, the incorporation of uncertainty will be con-
sidered. 3) Design of a module for RPO measurements that is
capable for robots on an uneven terrain, possibly using an aerial
robot, or using a fusion of some methods. 4) Hardware imple-
mentations for formation motion [1]–[3] of mobile robots will
also be considered in future.

APPENDIX

Calculation of Maximum Error and Average Error of the
Measurements

Denote the n measurements of a value ε as: εk, k =
1, 2, . . . , n. Then, the maximum error of the measurements is
calculated as max(|εk − ε|), where notation | · | denotes the ab-
stract value for a scalar. The average error is calculated as

1
n

∣
∣
∣
∣
∣

n∑

k=1

εk − nε

∣
∣
∣
∣
∣
.
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