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Abstract—Recently, unmanned aircraft systems (UASs) have at-
tracted attention as a new avenue for commercial services. Using
the flexible mobility of unmanned aircrafts (UAs), commercial ser-
vices can be operated in wide areas. However, there is a problem in
the wireless communication between the UA and its ground station.
When several UASs are operated within the neighboring airspace,
wireless-communication conflicts occur. One of the most effective
solutions for this issue is to decide the communication schedule us-
ing a time-division multiple access (TDMA) scheme. Furthermore,
by spatially reusing the time slot, numerous UAs can be operated
within the neighboring airspace, in a limited frequency band. In
this paper, we propose an efficient time-slot allocation for enhanc-
ing the frequency resource utilization. Our proposed scheme de-
termines the time-slot allocation considering the time-slot spatial
reuse, using a virtual cell based space partitioning method. In addi-
tion, we consider the influence of the UA mobility on the network to
decide the parameters for the proposed resource allocation system.
The effectiveness of our proposed resource allocation is evaluated
through computer-based simulation.

Index Terms—Unmanned aircraft system (UAS), unmanned air-
craft (UA), channel access method, time division multiple access
(TDMA), virtual cell-based.

1. INTRODUCTION

N RECENT years, unmanned aircraft systems (UASs) have

become a prominent choice for commercial applications.
There are several possible reasons for UAS, which were mainly
used for military purposes including post-disaster damage as-
sessments and military reconnaissance[1]-[7], to garner atten-
tion for civilian applications. The most significant among rea-
sons is that unmanned-aircraft (UA) control has been facili-
tated by the advancements in control technology. This is also
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attributed to the fact that high-performance UAs can be pur-
chased at affordable prices due to the advances in carbon fiber-
reinforced plastic materials, energy storage, and communica-
tion. Examples of civilian UAS applications, which have elicited
interest, include operation in wide areas and in places where
people cannot enter (e.g., crop monitoring, geographical map-
ping, etc.) [8]-[13]. In these applications, data obtained from
video cameras equipped on the UA are sent to the ground sta-
tion, in real time. However, there are problems in the wireless
communication between the UA and its ground station. In an
environment, where several UASs are operated in the vicinity,
video- packet drops occur, owing to interference from the other
UASs. In future, the number of UAs is expected to increase
drastically, while the available frequency continues to remain
limited. Therefore, a frequency resource allocation system is
crucial for efficiently using the limited frequency band. In this
paper, we present the results of a project, under the initiative of
the Ministry of Internal Affairs and Communication, in Japan,
for advancing the data transmission between the UAs and the
ground station, by the high- efficiency usage of the limited fre-
quency bands.

There are several approaches for improving the frequency
resource utilization, which can be adopted to UASs [14]-[18].
Spatial time division multiple access (STDMA) is a famous ac-
cess scheme for improving resource utilization [19]-[23]. In this
scheme, the frequency resource is divided into several time-slots
and a time-slot is allocated to several transmitting nodes; i.e.,
several nodes are scheduled to transmit data simultaneously.
Consequently, this simultaneous data transmission improves
the sum of the throughput. Therefore, the resource utilization
efficiency per unit area improves. In these works, the spatial
time-slot allocation for several nodes is decided, based on the
position coordinates of both the senders and receivers. If the
distance between communication pairs, composed of a sender
and receiver, is sufficiently large, a time-slot can be allocated
to these pairs. However, there is the problem with the amount
of calculation needed because the spatial reuse of a time-slot
should be decided, based on the position coordinates of all the
nodes. Additionally, there is a stability problem in the spatial
reuse of time-slots [23]. As the spatial reuse of time-slots is
determined by calculation, based on the current node’s position
coordinates, simultaneous communication cannot be performed
correctly, when the nodes move and the position coordinates
change.
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On the other hand, some researchers have proposed re-
source allocation schemes, based on the space partitioning
method [24]-[27]. In these schemes, the nodes that can commu-
nicate simultaneously are decided by partitioning the network
field. Within a partitioned area, only one node can communicate
at a time and the TDMA scheme is used, when there are two
or more nodes in the area; simultaneous communications are
performed with nodes located in different partition areas. Thus,
the frequency resource utilization is increased. This resource al-
location scheme has a higher stability than the STDMA scheme
because simultaneous communication can be performed, even
when nodes move within their own partitioned area.

In previous research, the stability problem with simultaneous
communication is because node mobility was not considered,
when deciding the time-slot allocation. In this paper, we
propose a frequency resource allocation system for UASs,
with high mobility. Our proposed method is based on the
space partitioning method and the field is virtually divided into
several hexagonal cells (virtual cells). With calculations based
on the virtual cell-based network model, the proposed method
can uniquely decide the spatial reuse of time-slots for UASs. In
order to enable stable simultaneous communication, the radius
of the virtual cell is decided, based on the UA speed; we first
focus on the length of the cycle for updating the UAS resource
allocation (resource allocation cycle). We analyze the influence
of the resource allocation cycle on the resource utilization ef-
ficiency and propose an optimal decision scheme for the length
of the resource allocation cycle. Then, we propose a method
for determining the number of time-slots allocated to each UA.

The remainder of this paper is organized as follows: The net-
work scenario under consideration is introduced in Section II.
Section III describes the proposed system model using virtual
cells, based on the space partitioning method. The optimization
of the parameters of the proposed system model is presented in
Section IV. Section V discusses the results of the simulation,
evaluating the proposed time-slot allocation scheme; the theo-
retical performance is also analyzed in this Section. Finally, the
conclusion is provided in Section VI.

II. COMMUNICATION SCENARIO AND SUPPOSED NETWORK

In this section, we present an overview of the supposed net-
work topology and communication scenario. The constraints for
successful communication are also introduced.

A. Overview of the Supposed Network

As shown in Fig. 1, we assume that numerous UASs are
deployed within the coverage of a resource allocation station.
Each UAS is composed of a UA and a ground station. The
locations of each UA and ground station are known using lo-
calization technology (i.e., global positioning systems (GPS)).
For controlling the flight of the UA and monitoring the object,
high-quality video data is directly transmitted from the UA to
its ground station. In previous studies, each UA was assumed to
use a different channel; however, the frequency band that can be
used by the UAs is limited, in practice. Therefore, we assume
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Ground station

Coverage of resource allocation station
—— : Payload communications
(real-time video data transmission)
«---» : information for resource allocation

Fig. 1. Supposed network topology consisting of UASs and the resource
allocation station.

that all the UA wireless transmissions use the same frequency
channel.

In the case where some of the UAs share the same frequency
channel, packet loss may be caused by interference from the
other nodes. Therefore, we assume a TDMA-based resource
allocation system. The frequency channel is divided into several
time-slots and allocated to the UAs. In the supposed network, the
resource allocation station decides the allocation of the time-slot
for each UA. In order to decide the allocation, UA information
(e.g., the position coordinates both of the UA and the ground
station, the flying speed) is directly transmitted from the UASs to
the resource allocation station. On the other hand, the allocation
of the time-slot is informed by the resource allocation station to
each UAS. These communications also use the same frequency
channel as that between the UA and the ground station.

B. Communication Constraints

In this subsection, we describe the constraints for successful
simultaneous communication. With respect to the constraints
formulated in this subsection, we propose a cell-based resource
allocation scheme, in the following sections.

If all the UAs conduct wireless transmission using different
time-slots, a direct communication link between the UA and
ground station can be established, if the corresponding signal-to-
noise ratio (SNR) is greater than or equal to a certain threshold,
70, formulated as follows:

Py,
SNR = Ny 2 0, (1)
where, d, is the Euclidean distance between the UA and the
ground station of the UAS, w. This value is calculated using the
difference between the height and horizontal distance of the UA
and ground station. N is the background noise power spectral
density, and P, is the received strength of the signal at the
ground station of the UAS, u, expressed as follows:

5o\ 2
Py, =P | — | GiG,, 2

1, t ( e du) ¢ 2

where P, is the transmission power and A is the wave length

of the carrier band; Gy and G, are the antenna gains of the
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UAs CANNOT communicate at
same time since these cells belong to
different cell-group.

= Number of cell-group, N¢g, is 3.

UAs CAN communicate at same
time since these cells belong to same
cell-group.

UAs in the same cell CANNOT
communicate at the same time.

© : Resource allocation station
O:UA

@ : Ground station

1 Virtual cell

— : Data communication

Fig. 2. Proposed virtual cell-based network structure, with three cell-groups
and the communication policies.

transmitter and receiver, respectively. In our research, a free-
space model is used as the radio propagation model between the
UAs and the ground station, and we suppose that the antenna
has no directivity.

On the other hand, in the case where certain UAs simulta-
neously transmit data using a frequency channel, each ground
station can successfully receive the data, when the signal-to-
interference ratio (SIR) is greater than or equal to a certain
threshold, 7y, expressed as follows:

P,
SIR = —* >, (3)
where [, is the sum of the interference signal strength at the
ground station of the UAS, u. The theoretical maximum capacity
of the links can be formulated, based on the Shannon-Hartley
theorem [28], as follows:

0 =B -log, (1+ SIR), 4)

where B is the bandwidth of the frequency channel.

III. VIRTUAL CELL-BASED RESOURCE ALLOCATION

In this section, we propose a virtual cell-based resource al-
location method for efficient frequency utilization for UASs.
In our proposed method, the spatial reuse of the time-slots is
decided, based on a virtual cell-based network topology. The
time-slot allocation decision scheme is also described, in this
section. We describe the derivation of the optimal value of the
parameters of the proposed system in following section.

A. Communication Policies for Spatial Time-Slot Reuse

Fig. 2 shows the overview of the proposed cell-based network
structure. In order to decide the set of UAs that can communicate
simultaneously, we use a virtual cell-based space partitioning
method. In our proposed system, numerous virtual cells having
the same radius, r, are located over the coverage area of the
resource allocation station. Each UA and its ground station are
in a virtual cell. Here, the UA and its ground station are not
necessarily located in the same virtual cell. The resource allo-
cation for each UAS is decided such that packet drops, caused
by interference from the other UAs, do not occur, even if the
UA distribution is not uniform. Hence, the time-slot allocation
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Fig.3. Number of cell-groups and the distance between cells belonging to the
same cell-group. (a) Cell-groups = 4. (b) Cell-groups = 7.

and radius of the virtual cell should be decided, when the SIRs
of all the UASs satisfy the requirement depicted in (3). Ad-
ditionally, to enhance the frequency utilization, it is necessary
to increase the number of UAs that spatially reuse the time-
slots. Therefore, our proposed system adopts a fractal virtual
cell placement, which can improve the number of UAs that can
communicate simultaneously. Fig. 2 is an example of virtual-
cell placement, when the number of “cell-groups” is three. In
Fig. 2, the fill pattern of the cells indicates that they belong to
the same ““cell-group”. In this paper, a “cell-group” is a set of
cells in which the UAs can transmit data simultaneously. UAs
cannot transmit data simultaneously with other UAs that are in
a cell belonging to a different cell-group. This is because the
SIR requirement cannot be satisfied, when a UA transmits data
using the same time-slot as that used by other UAs belonging to
different cell-groups; depending upon the positions of the UAs
and the ground station, it may be satisfied but not always. Sim-
ilarly, to always satisfy the SIR requirement, only one UA can
communicate at a time, in each cell. Fig. 3 displays examples
in which the number of cell-groups are four and seven, respec-
tively. In Fig. 3, the number written in each cell identifies the
cell-group. Generally, the value of the cell-group is determined
based on the performance of wireless modules, such as the re-
quired length of the guard-time between time-slots. Therefore,
we suppose the number of the cell-group as the given value.
The effect of the number of the cell-group is evaluated in the
following section.

B. Time-Slot Allocation

As mentioned in the previous section, we assume a TDMA-
based resource allocation and that the frequency channel is
divided into several time-slots. Fig. 4 depicts the proposed com-
munication frame structure. We propose a superframe-based
frame structure. Each superframe consists of control and pay-
load frames, i.e., the sum of the lengths of the control and
payload frames is equal to the length of the superframe. During
the control frames, the time-slot allocations are informed by the
resource allocation station to the UASs. In addition, the UAS
information (e.g., the current position coordinates and flying
speed of the UAs) from the UASs to the resource allocation
station is aggregated for deciding the time-slot allocation. On
the other hand, during a payload frame, each UA is scheduled
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Fig. 4. Proposed time-slot structure.

to transmit data (e.g., real-time video data packets and observed
environmental information) once. The length of the transmis-
sion from each UA in each superframe differs, depending upon
the number of allocated time-slots. However, if the length of the
superframe, L, ., is considerable, the interval from one transmis-
sion to the next, for each UA, increases. Therefore, we assume
that each superframe, consisting of certain payload frames, de-
creases such communication delays.

As mentioned earlier, in order to always satisfy the SIR re-
quirement in (3), UAs in cells belonging to different cell-groups
cannot communicate simultaneously. Therefore, each payload
frame is divided into subframes, equal to the number of cell-
groups, N,,. Moreover, to always satisfy the SIR requirement,
only one UA can communicate in a cell, and the subframes are
divided into time-slots and evenly allocated to the UAs. Fig. 4
shows an example of the case, where there are two or three UAs
in the cell, ¢, belonging to the 2nd cell-group.

In the proposed system, the resource allocation station calcu-
lates the virtual cell information (i.e., the number of UAs located
in each virtual cell, and the distance between the UA and its
ground station), based on the aggregated information from each
UAS. Then, the time-slot allocation is determined using this cell
information. As the network environment changes owing to UA
movements, the UAS information is collected periodically and
the time-slot allocation is updated. However, as the calculation
for the allocation starts only after collecting the information
from all the UASs, it is impossible to notify the allocation in the
same superframe. Thus, the allocation notification is sent in the
control frame of the next superframe. This is a common feature
of the TDMA scheme. In the following section, we describe the
problem caused by this feature and propose a decision scheme
for the resource allocation cycle, to address this problem.

IV. DERIVATION OF THE OPTIMAL VALUES OF THE
PARAMETERS FOR THE PROPOSED RESOURCE ALLOCATION
SYSTEM

For enhancing the frequency utilization, while satisfying the
SIR requirement, the parameters in our proposed resource allo-

Allocation to UAS5

cation method are to be suitably determined. In this section, we
describe the problem and the parameter decision scheme.

A. Objective of the Parameter Decision Scheme

In the proposed system, at first, the radius of the virtual cell
and the length of the resource allocation cycle are decided us-
ing information aggregated during the control frames. Then, the
virtual cells are applied over the network. Next, the proposed
system calculates the time-slot allocation using the number of
UAs in each cell. In this section, we describe the parameter
decision schemes for the proposed system model in order to en-
hance the frequency utilization. The objective of this parameter
decision scheme is to maximize the frequency utilization, while
all the UASs satisfy the SIR requirement. Our proposed system
has three procedures: deciding the radius of the virtual cells, de-
ciding the optimal resource-allocation cycle, and deciding the
optimal time-slot allocation. In this subsection, we discuss these
parameter decisions. First, we focus on the radius of the virtual
cell, r. The size of the virtual cell affects parameters such as the
number of UAs that can communicate simultaneously and the
interference strength from the other cells. From these relation-
ships, we derive the optimal radius of the virtual cell. Next, we
describe the effect of the length of the resource allocation cycle,
L,.. The frame efficiency, which is the ratio of the payload frame
to the superframe, is a parameter that varies with L,.; the sum
of the throughput of the UASs also varies with L, .. Hence, we
analyze these relationships and derive the optimal values of L, .
Finally, we specify the UA distribution problem; differences in
the throughput of the UAS are caused by the UA distribution.
In order to solve this problem, we propose an optimal time-slot
allocation scheme for each UAS.

By calculating these parameters in each superframe, our pro-
posed scheme improves the frequency utilization. The parame-
ters used in this paper are listed in Table L.

B. Radius of the Virtual Cell

The radius of the virtual cell is decided considering the UA
mobility. The objective of the decision regarding the radius is
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TABLE I
PARAMETER DEFINITION

Notation Description

L. Length of the resource allocation cycle

Lg Lengths of the control and payload frames

Lt g Length of a subframe in a payload frame allocated to the
cell-group, g

Nt Number of control frames within a resource allocation cycle

Np¢ Number of payload frames within a resource allocation
cycle

dy Physical distance between the UA and the ground station of
the UAS w.

u Set of all UASs

C Set of all the virtual cells

Cy Set of virtual cells that belong to the cell-group, g

g Set of all cell-groups

Ve Number of UAs in the virtual cell, ¢

r Radius of the virtual cell

5] Coefficient of the virtual-cell radius that varies according to
the number of cell-groups

Y0 SIR threshold.

Neg Number of cell-groups

Aras Coverage of the resource allocation station
Frequency bandwidth

P, UA transmission power

Gy Antenna gain of the transmitter

G, Antenna gain of the receiver

Ny Background noise power spectral density

Py Received signal strength transmitted from a distant, d

I, Sum of the noise strengths of the neighboring cells using
the same time-slot at the ground station of the UAS, «

v Maximum flying speed of the UAs

Gy, Gy Antenna gain of the transmitter and receiver, respectively

to construct a communication environment in which the SIR
is always larger than or equal to a certain value, regardless of
where the UASs are located. Additionally, in an actual scenario,
the UASs are not always distributed uniformly, and the distance
between a UA and its ground station differs from that of the
other UASs. Therefore, the radius of the virtual cell should be
decided such that it is effective, even in this scenario.

First, we describe the method for determining the radius of
the virtual cell in an environment, where the UAs are stationery,
for understanding purposes. In order to satisfy the SIR require-
ment, it is necessary to determine the radius of the virtual cell,
considering the interference strength. In our proposed system,
interference indicates the data transmitted by the UASs in other
virtual cells belonging to the same cell-group. By satisfying
the SIR requirement even in an environment, where the SIR is
the lowest in the network, all the UASs can always satisfy the
requirement. Then, a spatial time-slot can be available, when
the UA distribution is not uniform. According to (3), if d,, is
fixed, the SIR is the lowest, when the interference is maximum.
Therefore, the SIR is the lowest, when the distance between
the ground-station and the interference UA is the least. Fig. 5
shows the deployment of the UA, the ground station, and the
interference UA, when the SIR value is the least, if the number
of cell-groups is three. When the number of cell-groups is three,
the shortest distance between the cells belonging to the same
cell-group is r. Therefore, the shortest distance between the in-
terference UA and the ground station is » — d,,, where d,, is the
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Minimum distance between cells that
belong to same cell-group is Sr.
(In case of Neg is 3, B = 1)

O A

@ :Ground station
— :data communication
=== :Interference

Fig. 5. Interference from the other UAs in cells belonging to the same cell-
group, if the number of cell-groups is three.

distance between the UA and the ground station of the UAS,
u. Although interference also occurs from other UAs in cells
belonging to the same cell-group, the interference strength is
considerably lesser than the maximum. Therefore, they can be
neglected. We use the longest d,, among the UASs to minimize
the SIR value, as follows:

dmax = max du ) (5)

weld

where U is the set of all UASs. From (2), (3) and (5), the radius
of the virtual cell is formulated as follows:

i ax

max 6
Pdy. — 7 ©
ﬁr 2 dmax + dma‘x Y0, (7)

where r is the radius of the virtual cell and (3 is the coef-
ficient of the radius, which changes according to the num-
ber of cell-groups. When the number of cell-groups are three,
four, and seven, [ is 1, V3, and V7, respectively. Let Gr =
dimax + dmax /70, as a smaller virtual cell radius improves the
frequency utilization, as mentioned later. With this virtual cell
radius calculation, all the UASs can always satisfy the SIR re-
quirements, when the UAs are not moving.

Using the stationary environment equation, we formulate the
radius of the virtual cell in an environment, where the UAs are
moving. As mentioned in the previous subsection, the assign-
ments of the resource, calculated based on the UAS information,
are reflected in the next superframe. Therefore, to always satisty
the SIR requirement, all the UAs are required to remain in the
current cell, even during the next superframe. Here, let v be the
maximum speed of the UAs. Then, the maximum value of the
movable distance, until the end of next superframe, is calculated
as2 - v - L,.. Because the maximum allowable value for the dis-
tance between the UA and ground station is dyax +2 - v+ Ly,
until the end of next superframe, the radius of the virtual cell is
decided using this value, as follows:

6T = (dmax + 2vLac) (1 + \/’%) . (8)

By thus determining the virtual cell radius, the proposed method
always ensures that the requirement is satisfied, even if the UAs
are moving.
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C. Optimal Length of the Resource Allocation Cycle

From (8), it is understood that the radius of the virtual cell
increases in proportion with the resource allocation cycle, L,..
Therefore, more virtual cells can be located over the coverage of
the resource allocation station, when the length of the resource
allocation cycle, L, is less. Then, the sum of the throughput of
the UASs can be increased because the number of UAs using
the same time-slot increases. The sum of the throughput in a
network in which there is one UA in each cell is formulated as
follows:

ch
N ©

cg

Osum = B - 10g2 (1 + ’YO)

where N, is the number of virtual cells located over the cov-
erage of the resource allocation station. Here, we use 7y, as the
SIR value for evaluating the worst throughput among the UASs,
when using the proposed resource allocation system; Ny /Neg
indicates the number of cells in which the UAs can reuse the
timeslots. The number of virtual cells, V., is obtained as fol-
lows:

ch _ Aras _ ZAras (10)
Avc 3ﬁ27"2 \/§
2Aas
= = 3 (11)

3V/3 (dax + 20Lae)* (14 y/0)

where A, is the coverage area of the resource allocation station
and A,., the coverage area of the virtual cells. The number of
virtual cells, Ny, is an integer value; however, in this paper, we
treat the number of virtual cells as a real number to eliminate
the effect of the network edge problem.

On the other hand, the length of the resource allocation cycle
also affects the frame efficiency, which is the ratio of the length
of the payload frame to the superframe. We assume that the
length of the control frame is fixed, in each superframe. Then,
the frame efficiency is given by,

_ L¢Nyy L - Ney

= :1—
T I Loc

12)

where N,; and N, are the number of payload and control frames
in a superframe, and Ly is the length of each frame. From (12),
it is understood that a smaller value of L, results in a decrease
in the frame efficiency.

According to (9) and (12), there is a trade-off relationship
between the sum of the throughput and the frame efficiency.
If L, is short, the sum of the throughput increases but the
frame efficiency decreases, whereas, if L,. is long, the sum of
the throughput decreases but the frame efficiency increases. We
derive the optimal length of the resource allocation cycle from
these factors. First, we formulate the sum of the payload data
throughput using (9) and (12), as follows:

(Lac - Lchf)
LRC
2Aras
3Neg V3 (dmasx + 20Lac)’ (14 /0

0, = Blog, (1+0) -

5, (13)
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Calculating 06, /0L, . = 0, the optimal length of the resource
allocation cycle is,

00,

oL ac

2 A, a5
3Ney (14 0)" V3
—202L2. + 3vL¢ N, Lac + dyax L Ne
' (o + VLac)? Lac

6vLi Ny + \/4’ULfNCf (9ULfNCf =+ 4dmax)
8v

= Blog, (1 +70) -

(14)

opt __
Lac -

. (15)

D. Optimal UAS Time-Slot Allocation

In this subsection, we propose a time-slot allocation scheme.
To enhance the throughput, while maintaining a high fairness,
our proposed scheme aims to maximize the minimum through-
put among all the UAs.

Before proposing the time-slot allocation scheme, we fist
describe the definition of the time-slots and subframes, and for-
mulate the throughput of each UAS. The proposed superframe
consists of control and payload frames. Further, the payload
frames are divided into a number, N,,, of subframes. Therefore,
the length of the payload frame always satisfies the following
equation:

pr : (EgeGLsﬂg) + ch . Lf = Lac- (16)

In order to allocate time-slots to each UA, the subframe of
the cell-group to which the cell belongs is divided into time-
slots. Hence, when there is only one UA in a cell, the subframes
are divided into times slots and all the divided time-slots are
allocated to the UA. However, if there are two or more UAs, the
time-slots are equally allocated to these UAs. The sum of the
time-slots allocated to one UA in a cell, ¢, of the cell-group, g,
is formulated as follows:

Nts,c = pr : Lsf‘g/v:w (17)

Here, we treat the number of time-slots as a real number for
simplifying the calculation. From (4), the throughput of the UA
located in cell, ¢, is obtained as,

pr . Lsf,g
‘/;3 : Lac '

Next, we describe the time-slot-allocation decision scheme
using virtual cells. From (18), it is obvious that the time-slot
is determined by deciding the length of the subframe of each
cell-group. Therefore, our resource allocation objective is to
decide the lengths of the subframes for maximizing the mini-
mum throughput among the UAs in the network. The objective
function is formulated as follows:

0. = B -logy (1 + ) - (18)

Li’fpz = arLgmax (min {6.|c € C})
sf,g

Nye Lot » 1
pflst.g . (]9)
maXeec, Ve Lac

= argmax (B log, (1 + 7o)
Lsf.g

where Lffp ; is the optimal length of the subframe for the cell-
group, g. The term, max.ec, V.., is the maximum value of V. in
the cell-group, g. This formula indicates that the candidates for
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TABLE II
EVALUATION-PARAMETER SETTINGS

Parameter Value
Number of UAs 100-500
Radius of the resource allocation station 5000 m
Frequency 5.7 GHz
Bandwidth 20 MHz
Transmission power 02W
Background noise power spectral density (Ng) 1.0 x 10712 W
Transmitter antenna gain 0 dBi
Receiver antenna gain 0 dBi
Number of cell-groups 34,7
Radio propagation model Free space

the minimum throughput are the cells with a maximum value of
V., among the same cell-group.

According to (16) and (19), the set of optimal subframe
lengths is

maXcec, Vc
Zg/eg (max(‘,ecﬁ’/ V(‘, )

where, G is the set of all of cell-groups. Then, the number of
time-slots allocated to each UA, shown in (17), is decided.

opt __
Lsf.g -

. (20)

V. PERFORMANCE EVALUATION

We evaluate the performance by computer-based simulation.
In this section, we first evaluate our proposal by comparison with
the TDMA scheme, which evenly allocates time-slots to the UAs
without considering the spatial reuse of the time-slots. Then, we
evaluate our proposed method of optimizing the length of the
resource allocation cycle. The effect of the UAS distribution on
our proposal is also analyzed, in this section

A. Parameter Settings

Table II lists the considered parameters for our simulation
scenario. Numerous UASs are deployed within the coverage of
the resource allocation station. The coverage area radius of the
resource allocation station is set to 5000 m. All the UAs transmit
data using the time-slot allocated by the resource allocation
station. The performances of the communication modules used
in all the UASs are assumed to be the same. The frequency
and bandwidth are set, based on the actual values available for
UASs in Japan. A free-space radio propagation model is used
between the UA and its ground station. In the proposed resource
allocation system, the number of cell-groups is set to three, four,
and seven, respectively. The time-slot allocation is decided by
(20), in the proposed resource allocation.

B. Comparison With Traditional TDMA

In this experiment, we evaluate the frequency utilization
by comparing the throughput with the TDMA scheme. In the
TDMA scheme, time-slots are evenly allocated to all the UAs.
In this simulation, the UAS distribution is set to be uniform. To
evaluate the performance, based on the worst SIR value, we set
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the distances between all the UAs and ground stations to 400 m.
The simulation result is demonstrated in Fig. 6, in terms of the
minimum throughput among all the UAs. The plot in the figure
shows that for the TDMA scheme, the throughput gradually de-
creases with the increase in the number of UAs. The same trend
can be observed for our proposed resource allocation. However,
our proposal exhibits a considerably higher throughput. This
difference is based on whether the resource allocation scheme
calculation considers the spatially reuse of the time-slots.

C. Optimal Length of the Allocation Cycle

To evaluate our proposed method for optimizing the length
of the resource allocation cycle, we measure the sum of the
throughput among the distributed UASs by varying the length
of the resource allocation cycle. We set the sum of the control
frame lengths to 10 ms, in each resource allocation cycle; the
maximum speed of the UAs is set to 5 m/s, 10 m/s, and 20 m/s,
respectively.

Fig. 7(a) depicts the trade-off relationship between the sum
of the throughput and the frame efficiency. Fig. 7(b) depicts the
sum of the payload data throughput and the optimal resource
allocation cycle. The black dots indicate the optimal length of
the resource allocation cycle computed using our method. With
our method, the optimal length of the resource allocation cycle
is determined to be 2.7 s, 2.0 s, and 1.6 s, when the maximum
UA speed is 5 m/s, 10 m/s, and 20 m/s, respectively. These
results show that our method can decide the optimal length of
the resource allocation cycle for maximizing the sum of the
payload throughput of the distributed UASs.

D. Theoretical Throughput

Next, we analyze the lower and upper bounds of the minimum
throughput among the UASs, when our proposed time-slot al-
location scheme is used. From (19), it can be observed that our
proposed time-slot allocation is calculated, using the maximum
number of UAs in each cell-group. This is because the cell with
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the largest number of UAs in each cell-group can be a candi- the upper bound of the minimum throughput is
date for the minimum throughput. In addition, the minimum
values of the throughput of all the cell-groups are determined
to be equal. Then, the minimum throughput among the UASs is a - Ny
upper __
formulated as follows: 0 =N_ul ] - B -log, (1+10).- (23)
cg

aBlog, (1 +0)

. 21
> gegmax {Ve| V' € Cy} @D

min{f.|Vc e C} =

First, we consider the UA deployment that minimizes (21).
To minimize (21), the denominator is maximized. This is the
case, where all the UAs are located in one cell of each cell-
group. Therefore, the denominator of the equation is |I/|. Then,
the lower bound of the minimum throughput is

o

U]

6" = — Blog, (1 + 7). (22)

Next, we consider the UA deployment that maximizes (21).
To maximize (21), the denominator is minimized. This is the
case, where all the UAs are evenly located in all the cells.

Therefore, the denominator of the equation is ]l\U‘ - Neg. Thus,

Next, we evaluate the effect of the UAS distribution using
computer-based simulation and analyze the theoretical formu-
lation. We measure the minimum throughput among the dis-
tributed UASs by varying the UAS distribution and the number
of nodes. The UAS distributions are randomly decided, in each
experiment. We conduct the simulation 100,000 times for each
parameter setting. We set the distances between all the UAs and
their ground stations to 700 m.

Fig. 8 shows the minimum throughput among the UASs, when
the number of cell-groups are three, four, and seven, respec-
tively. Here, the error bar indicates the minimum throughput
range measured in the experiment; the theoretical upper and
lower bounds are also depicted, in these figures. From these
results, it can be confirmed that the lower and upper bounds
formulated in this paper agree with the experimental values.
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VI. CONCLUSION

In this paper, we have presented a resource allocation system
for data transmission from a UA to a ground station. In order to
select UAs that can communicate simultaneously, the proposed
resource allocation system uses a space partitioning method in
which the target field is divided into virtual hexagonal cells.
First, we have proposed a decision scheme for the virtual cell
radius. By calculating the radius, based on the resource alloca-
tion cycle and the UA flying speed, the proposed method can
achieve high frequency utilization, even when UA movement
occurs. Furthermore, we have indicated the problem of the vari-
ation in the number of UAs in each virtual cell; a time-slot
allocation for each UA that maximizes the throughput was pro-
posed. The upper and lower bounds of this proposed resource
allocation system were also formulated. Numerical results were
presented to verify the effectiveness of our proposal.
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