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Abstract—In data transmission systems, quality-of-service con-
straints are commonly defined in the form of buffer overflow prob-
ability or delay violation probability at a transmitter buffer. Some
of the studies that employ the large-deviation principle have taken
the buffer overflow probability as the quality-of-service constraint
and performed the associated analyses in the time domain. The de-
lay violation probability has been investigated through the buffer
overflow probability given that there exists a constant service rate
from or a constant data arrival rate at a buffer. These studies cul-
tivated the concepts of effective bandwidth and effective capacity,
respectively. Different from the existing studies, we investigate the
performance of a transmitter buffer in the message index domain
rather than the time domain by taking the waiting time (buffering
delay) as the primary quality-of-service constraint. We character-
ize the waiting time violation probability when both the data arrival
and service processes are stochastic, and provide two new concepts:
effective interarrival time and effective service time, which are the
duals of effective bandwidth and effective capacity, respectively,
in the message index domain. The effective interarrival time of
a data arrival process determines the maximum constant service
time for a message that can sustain the arrival process under a
stochastic waiting time constraint, and the effective service time
of a data service process determines the minimum constant inter-
arrival time between successive messages arriving at a buffer that
the service process can sustain. We show that we can obtain the
effective capacity of a service process or the effective bandwidth of
an arrival process through the effective service time or the effec-
tive interarrival time of the corresponding process, respectively, in
cases where it is difficult to formulate the effective capacity and the
effective bandwidth without numerical techniques or particular
assumptions. Noting that our proposed techniques can be applied
in vehicular communication scenarios, e.g., highways, urban areas,
and rural areas, we finally analyze a typical data dissemination and
collection task in vehicular networks using a broadcast downlink
and a slotted Aloha uplink transmission.

Index Terms—Cross-layer analysis, large-deviation principle,
quality-of-service, effective capacity, effective bandwidth, effective
service time, effective inter-arrival time, message index domain.
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I. INTRODUCTION

W ITH communication devices progressively taking part
in our daily lives, the need for faster and more reliable

data transmission techniques is growing. Therefore, investi-
gating delay-intolerant transmission models is fundamental. In
the view of this motivation, cross-layer performance measures
that can form a bridge between the limits in the physical layer
and the buffer overflow or delay violation performance in the
data-link layer are important. Herein, some seminal works have
focused on the large-deviation principle and proposed effective
bandwidth. The effective bandwidth of a stochastic data arrival
process at a transmitter buffer can be defined as the minimum
necessary constant service rate from the buffer that can
support the arrival process under a buffer overflow probability
constraint [1]–[5]. The effective bandwidth of relevant data
arrival processes has been investigated in various studies.
For instance, Elwalid et al. showed that it is possible to
assign a notional effective bandwidth to each of the general
Markovian data traffic sources at a buffer, which is an explicitly
identified and simply computed quantity with provably correct
properties in the natural asymptotic regime of small loss
probabilities [6]. Effective bandwidth was studied in bandwidth
sharing mechanisms as well. Mao et al. studied a multi-queue
generalized processor sharing system with arrivals that are
Markov modulated fluid processes and derived the effective
bandwidth values of these arrivals [7]. Likewise, the authors in
[8] investigated variable bit rate video sources with real-time
constraints and presented a consistent estimator for the effective
bandwidth of an arrival process with its confidence interval.
Effective bandwidth also took place in other research agendas
as well. Li et al. established a link between effective bandwidth
and network calculus, and expressed effective bandwidth within
the framework of a probabilistic version of network calculus,
where both data arrival and service processes are specified in
terms of probabilistic bounds [9].

The effective bandwidth concept fits well into transmission
scenarios where data service rates from a buffer are almost
constant (or constant for a long period of time) but data ar-
rival processes at the same buffer show a stochastic nature. In
wireless communications, on the other hand, the stochastic na-
ture of wireless service channels comes into sight more when
compared to data arrival processes. At this juncture, effective
capacity, the dual of effective bandwidth with respect to the
buffer, emerges as a measure to indicate the achievable per-
formance levels in wireless channels. The concept, which can
be interpreted as the maximum constant data arrival rate at a
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buffer that a random service process can support under certain
quality-of-service constraints, was initially provided in the work
of Chang [3, Example 2.5] and leveraged in wireless commu-
nications under the term effective capacity by Wu and Negi in
[10], [11]. Following the advent of effective capacity, the wire-
less communications research community welcomed the notion
with a significant recognition. Moreover, the effective capacity
concept established a bridge between the physical and data-link
layers; as a result, it was used in resource allocation problems in
the physical layer while considering the performance metrics in
the data-link layer such as buffer overflow and delay violation
probabilities. In [12], considering an ON-OFF wireless channel
model, which is independent and identically distributed across
time and users, the authors studied a multi-user formulation of
effective capacity, and showed that the effective capacity in the
channel decreases with the increasing burstiness in the chan-
nel. Furthermore, Liu et al. analyzed the effective capacity of a
class of multiple-antenna systems and evaluated the system per-
formance in low signal-to-noise ratio regimes [13]. Similarly,
focusing on multiple-antenna systems, the authors in [14] max-
imized the effective capacity of multiple-input multiple-output
systems with channel covariance feedback and showed that the
stricter the delay requirement is, the more the spatial degrees of
freedom are used to avoid low instantaneous transmission rates.
Likewise, Femenias et al. combined adaptive modulation and
coding in the physical layer with an automatic-repeat-request
protocol in the data-link layer and obtained the effective capac-
ity of a system by employing a multidimensional physical layer
Markov model [15]. Moreover, effective capacity was imple-
mented in cognitive radio research as well. Particularly, the au-
thors obtained the effective capacity of a network, which is com-
posed of secondary users, and determined the power allocation
policies that maximize the effective capacity of the secondary
users’ relay channels [16]. In addition, the authors in [17] studied
the effective capacity of cognitive radios where the secondary
users perform transmission in a multi-band environment. For
further relevant channel models, we refer the interested readers
to [18]–[22], in which effective capacity was examined.

In the aforementioned studies, the research was based on a
quality-of-service constraint in the form of buffer overflow prob-
ability in steady-state. Specifically, letting q(t) be the number of
messages (bits or packets) in a data buffer at time instant t, the re-
search of effective bandwidth and effective capacity provided an
approximation for the steady-state buffer overflow probability
Pr{q(t → ∞) ≥ qth}, where qth is the desired buffer threshold.
In other words, effective bandwidth was addressed as the min-
imum service rate that can sustain the desired buffer overflow
probability constraint for a given large buffer threshold when the
data arrival process has a stochastic nature. Likewise, effective
capacity was introduced as the maximum data arrival rate that
can guarantee the desired buffer overflow probability constraint
for a given large buffer threshold when the service process has
randomly varying transmission rates. Basically, employing ef-
fective bandwidth or effective capacity, we can determine certain
settings for a service process or an arrival process, respectively,
with a desired buffer overflow probability and a defined buffer
threshold.

Meanwhile, based on the research established around the
buffer overflow probability constraint, the delay violation prob-
ability of first-come first-served systems was considered un-
der the assumption of either a constant data arrival rate or
a constant service rate. For instance, considering the relation
a · d(n) = q(t), where a is the constant data arrival rate and
d(n) is the delay experienced by message n that leaves the
buffer at time instant t [23], the steady-state delay violation
probability of a message in the buffer can be expressed as a
function of the steady-state buffer overflow probability [10],
[13], [19]. Similarly, when there exists a stochastic data ar-
rival process that is served from a buffer at a constant service
rate c, we know that the messages q(t) that are in the buffer
at t are served from the buffer in q(t)

c time units so that the
delay experienced by message n that enters the buffer at t is
d(n) = q(t)

c . To the best of our knowledge, an approach that
precisely treats the delay violation probability constraint when
both arrival and service processes show a stochastic nature is
not available in effective bandwidth and capacity studies, be-
cause there is not a straightforward linear relation between the
message backlog and the delay experienced by messages in a
buffer in this case. Furthermore, in order to calculate the effec-
tive bandwidth of a given arrival process or the effective capacity
of a given service process, Markov processes were exploited to
project the arrival process or the service process onto analyti-
cal schemes, respectively. While Markov processes and certain
analytical results that already exist help ease the effective band-
width and effective capacity depictions, it may be difficult to
obtain closed-form solutions for certain data arrival and service
processes. For example, the effective capacity of certain hybrid-
automatic-repeat-request protocols were provided in [24]–[26],
where the solutions require certain numerical techniques to be
evaluated or assumptions that facilitate the analysis. Herein,
the introduction of an approach that simplifies the performance
measure expressions in certain transmission scenarios becomes
necessary.

In this paper, different from the approach in the effective
bandwidth and capacity calculations, we perform analysis in the
message index domain rather than the time domain. Specifically,
while the number of messages arriving at or the number of
messages leaving a data buffer in a certain time frame matters
in the effective bandwidth or capacity analysis, respectively,
the inter-arrival time between successive messages arriving at a
buffer and the service time that is spent for each message are
employed in our analysis. We initially characterize the waiting
time1 (buffering delay) for each message in a buffer, and then
we show that the progress of the waiting time in the message
index domain takes the same form as the progress of the backlog
in the same buffer in the time domain. We define the waiting
time for one message as the time spent waiting in the buffer, i.e.,
the time between the moment the message enters the buffer and
the moment it starts being served from the buffer. Therefore, the

1We use the terms waiting time and buffering delay interchangeably. In the
literature, waiting time (buffering delay) is generally defined as the time a data
packet spends in a buffer prior to service and sojourn time is waiting time plus
service time. Throughout the paper, we refer to waiting time.
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waiting time of a message in a buffer can be considered as the
buffering delay the message is exposed to. More specifically,
the contributions of the paper are the following:

1) Characterizing the waiting time for a message in a trans-
mitter buffer, we perform the steady-state waiting time
analysis and obtain an approximation for the waiting time
violation probability as an exponential function of the
waiting time threshold and a quality-of-service parameter.

2) Given a stochastic service process, we characterize the
minimum constant inter-arrival time between successive
messages arriving at the transmitter buffer, which allows
to sustain the given waiting time violation probability with
a given waiting time threshold. We define it as the effective
service time of the stochastic service process.

3) Given a stochastic data arrival process, we administer the
maximum constant service time for one message, below
which the service process can guarantee the waiting time
violation probability with a given waiting time threshold.
We further define it as the effective inter-arrival time of
the stochastic data arrival process, which can be regarded
as the dual of effective service time2 with respect to the
buffer.

4) We identify that the effective capacity of a stochastic ser-
vice process or the effective bandwidth of a stochastic ar-
rival process can be obtained through the effective service
time of the corresponding service process or the effective
inter-arrival time of the corresponding arrival process, re-
spectively.

5) We apply the waiting time analysis to a practical set-
ting of message dissemination and collection schemes for
vehicular ad hoc networks in both downlink and uplink
scenarios.

In particular, we know that it is difficult to obtain a closed-
form solution for the waiting time violation probability when
both the arrival and service processes are stochastic. Employing
the concepts of effective inter-arrival time and effective service
time, we can obtain a closed-form solution for the waiting time
violation probability at the transmitter buffer when both the data
arrival and service processes are stochastic. Secondly, it is dif-
ficult to obtain the effective bandwidth of certain data arrival
processes and the effective capacity of certain service processes
without resorting to numerical techniques or particular assump-
tions. Taking advantage of the reciprocal relation between the
effective bandwidth of a data arrival process and the effective
inter-arrival time of the same data process and the reciprocal re-
lation between the effective capacity of a service process and the
effective service time of the same service process, we can derive
the effective bandwidth from the effective inter-arrival time and
the effective capacity from the effective service time. From the
other perspective, for instance in the case of an aggregate of ar-
rival processes, we can find the effective bandwidth and then ob-
tain the effective inter-arrival time by employing the reciprocal
relation between the corresponding processes, because the time

2When we are establishing the terms effective service time and effective inter-
arrival time, we follow the pattern the authors derived effective capacity in
[10].

domain analysis is easier in the case of an aggregate of arrival
processes [27]. Moreover, we know that the radio propagation
in vehicular communications is strongly influenced by the type
of environment and objects, and system features; as a result, the
environments where vehicular communication occurs are classi-
fied as highways, urban areas and rural areas [28]. In this paper,
our mathematical solutions can easily cover a general class of
vehicular communication scenarios. In summary, we provide a
toolbox that system designers can use in order to understand the
performance levels of vehicular communication systems under
quality-of-service constraints imposed in the form of waiting
time violation and buffer overflow probabilities.

The rest of the paper is as follows: In Section II, we provide
the state-of-the-art regarding the effective bandwidth and capac-
ity notions, and their relation to the buffer overflow probability
constraint. We perform the buffer analysis in the message index
domain in Section III. In particular, we characterize the waiting
time for messages in a buffer and achieve the steady-state wait-
ing time analysis that provides us the effective inter-arrival time
of an arrival process at the buffer and the effective service time
of a service process from the buffer. We exemplify our analyt-
ical results with an ON-OFF channel model and an ON-OFF
data arrival process. We demonstrate the fitness of our results in
message dissemination and collection schemes in vehicular ad
hoc networks in Section IV and conclude the paper in Section V.
We provide a list of frequently used notations in Table I.

II. STATE-OF-THE-ART

One critical concern of providing quality-of-service guaran-
tees in communications is to keep the buffer overflow probability
or delay violation probability at a transmitter below certain val-
ues. One may choose to control the data arrival process at or
the data service process from the transmitter buffer, or both, in
order to limit the aforementioned probabilities. However, this
becomes a challenging task when the arrival and service pro-
cesses vary randomly. Particularly as seen in Fig. 1, let aq (t) be
the number of messages arriving at the buffer and sq (t) be the
number of messages that can be served from the buffer at time
instant t. The number of messages leaving the buffer is equal to
sq (t) if the number of messages in the buffer is greater than or
equal to sq (t). On the other hand, the number of messages leav-
ing the buffer is equal to the number of messages in the buffer if
the number of messages in the buffer is smaller than sq (t). Here,
t is a discrete-time index and we describe a time-slotted system.
Subsequently, assuming that the buffer size is infinite and the
service process is work-conserving, we can express the backlog
(queue length) at time instant t, i.e., the number of messages in
the buffer, as follows:

q(t) = [q(t − 1) + aq (t) − sq (t)]+ , (1)

where [·]+ = max{·, 0}. The aforementioned expression is also
known as the Lindley recursion [29, eq. (5.11)]. Moreover, the
time-line representation of the backlog with the data arrival
and service processes is shown in Fig. 2. Meanwhile, the total
number of messages that depart from the buffer in the first t
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TABLE I
NOTATIONS

Symbol Description

t Time instant or time frame index
aq (t) Number of messages arriving at a buffer

at time instant t
Aq (t) Cumulative number of messages arriving

at a buffer until time instant t
sq (t) Available service in units of messages

from a buffer at time instant t
Sq (t) Available cumulative service in units of

messages from a buffer until time instant t
Dq (t) Cumulative number of messages departing

from a buffer until time instant t
q(t) Number of messages in a buffer

at time instant t
qth Buffer overflow threshold
θq Decay rate of the tail distribution of q(t)
ΛA q (θq ) Log-moment generating function of Aq (t)
ΛSq (θq ) Log-moment generating function of Sq (t)
āq (θq ) Effective bandwidth of Aq (t) (minimum

constant service rate from a buffer)
s̄q (−θq ) Effective capacity of Sq (t) (maximum

constant arrival rate at a buffer)
n Message index
Mn Message n
ad (n) Inter-arrival time between messages Mn−1

and Mn

Ad (n) Time when message Mn arrives at a buffer
sd (n) Service time of message Mn−1
Sd (n) Cumulative service time of messages M1

to Mn−1
Dd (n) Time when message Mn departs from a buffer
Ud (n) Time when message Mn starts service

from a buffer
d(n) Waiting time of message Mn in a buffer
dth Waiting time threshold
θd Decay rate of the tail distribution of d(n)
ΛA d

(θd ) Log-moment generating function of Ad (n)
ΛSd

(θd ) Log-moment generating function of Sd (n)
ād (−θd ) Effective inter-arrival time of Ad (n)

(maximum constant service time)
s̄d (θd ) Effective service time of Sd (n)

(minimum constant inter-arrival time)

Fig. 1. Transmitter buffer and service channel.

time instants is given as

Dq (t) = min{Aq (t),Dq (t − 1) + sq (t)},
where Aq (t) =

∑t
τ =1 aq (τ) is the total number of messages

arriving at the buffer in t time instants. We show the cumulative
arrival and departure processes, i.e., Aq (t) and Dq (t), and the
backlog, which is the difference between Aq (t) and Dq (t), i.e.,
q(t), in Fig. 3.

It is further known that q(∞) will converge in distribution to a
finite random variable when both aq (t) and sq (t) are stationary

Fig. 2. Time frame representation of the backlog at the transmitter buffer.

Fig. 3. Time-domain representation. Aq (t) and Dq (t) are the cumulative
data arrival and departure processes, respectively, and sq (t) is the number of
messages that can be served in the channel at time instant t. Messages 1, 2, 3,
4 and 5 arrive at the buffer at time instants t = 1, 4, 4, 6 and 9 and depart from
the buffer at time instants t = 2, 4, 7, 9 and 10, respectively.

and ergodic, and when E{aq (t)} < E{sq (t)} [3]. Now, given
that aq (t) and sq (t) are independent of each other, we have a
unique θ�

q > 0 such that

ΛAq
(θ�

q ) + ΛSq
(−θ�

q ) = 0 (2)

and

θ�
q = − lim

q th→∞
log Pr{q(∞) ≥ qth}

qth
, (3)

where qth is the threshold and θ�
q is the decay rate of

the tail distribution of the backlog, q(t) [3, Th. 2.1].
Above, ΛAq

(θq ) = limt→∞ 1
t log E

{
eθq Aq (t)

}
and ΛSq

(θq ) =
limt→∞ 1

t log E
{
eθq Sq (t)

}
are the asymptotic log-moment gen-

erating functions of the arrival and service processes, respec-
tively, that are the Gärtner-Ellis limits and differentiable for all
θq ∈ R. Here, Sq (t) =

∑t
τ =1 sq (τ) is the available total ser-

vice provided in t time instants. As for the physical meaning
of θ�

q , the steady-state backlog is expressed with an exponential
function of θ�

q and qth [4], i.e.,

Pr{q(∞) ≥ qth} ≈ e−θ�
q q th .

Specifically, larger θ�
q implies stricter quality-of-service con-

straints, while smaller θ�
q means looser quality-of-service con-

straints.
Now, setting a constant service rate, i.e., sq (t) = sq for all

t > 0, we have ΛSq
(θq ) = θq sq . Then, using the relation (2),
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we obtain

sq =
ΛAq

(θ�
q )

θ�
q

= lim
t→∞

1
tθ�

q

log E
{

eθ�
q Aq (t)

}
= āq (θ�

q ) (4)

for θ�
q > 0. Specifically, given an arrival process, Aq (t), the term

āq (θq ) denotes the effective bandwidth of the same process for
any given θq > 0, where θq is the quality-of-service metric.
Similarly, setting a constant data arrival rate, i.e., aq (t) = aq

for all t > 0, we have ΛAq
(θq ) = θqaq . Then, using again the

relation (2), we obtain

aq =
ΛSq

(−θ�
q )

−θ�
q

= lim
t→∞

−1
tθ�

q

log E
{

e−θ�
q Sq (t)

}
= s̄q (−θ�

q )

(5)

for θ�
q > 0. Here, s̄q (−θq ) denotes the effective capacity of the

given service process, Sq (t), for any given θq > 0.
It is worth mentioning that another approximation for the

buffer overflow probability for given θ�
q > 0 when qth is small

is provided in [10], [30] as

Pr{q(∞) ≥ qth} ≈ εe−θ�
q q th ,

where ε is the probability that the buffer is not empty. Further, for
the special case of a constant arrival rate, the delay bound, i.e.,
Pr{d(∞) ≥ dth}, for a given delay threshold dth is expressed as
[10]

Pr{d(∞) ≥ dth} ≈ εe−θ�
q s̄q (−θ�

q )d th .

The delay probability approximation comes from the fact that
the data arrival rate at the buffer is constant and set to the ef-
fective capacity (the maximum sustainable constant data arrival
rate). Particularly, dth = q th

s̄q (−θ�
q ) and d(∞) = q(∞)

s̄q (−θ�
q ) .

Notice that by employing the queue balance equation in (2),
we can obtain the buffer overflow probability as an exponential
function of the buffer threshold, qth, and the decay rate, θ�

q , when
either the arrival process or the service process is stochastic, or
when both processes are stochastic. However, it is difficult to
obtain a closed-form solution for the delay violation probability
when both the arrival and service processes are stochastic. In
most practical systems, both the data arrival and service rates
vary over time. Therefore, it is necessary to have a methodology
that provides the delay violation probability in a buffer when
both the arrival and service processes are stochastic. Further
notice that in order to obtain the effective bandwidth (4) and
the effective capacity (5) in some communications models, we
resort to either numerical techniques or particular assumptions.
For instance, the effective capacity of a general class of hybrid-
automatic-repeat-request protocols can be obtained by invoking
numerical search techniques [24]. Or, a closed-form solution for
the effective capacity of the aforementioned system can be ob-
tained under less-strict quality-of-service constraints only [25].
However, if we perform analysis in the domain spanned by mes-
sage indices rather than time instants, we can characterize the
waiting time violation probability when both the arrival and ser-
vice processes are stochastic, and we can formulate the system
performance with closed-form solutions in systems where it is
difficult to establish straightforward analytical expressions for

Fig. 4. Message index-domain representation. Ad (n) and Dd (n) are the time
instants at which message n arrives at and departs from the buffer, respectively.
Ud (n) is the time instant at which message n starts service and sd (n) is the
service time of message n − 1, after which service of message n (if already
in the buffer) can start. E.g., message 1 starts service when it arrives at t = 1
and finishes service at t = 2, so that service of message 2 can start earliest after
sd (2) = 2 time frames at t = 3. Messages 1, 2, 3, 4 and 5 start service at time
instants t = 1, 4, 5, 8 and 9, respectively.

effective bandwidth and capacity. In the next section, we show
the details of our approach and methodology in which we obtain
a waiting time violation probability in the form of an exponen-
tial function by performing our analysis in the message index
domain.

III. ANALYSIS IN MESSAGE INDEX DOMAIN

As seen in Fig. 3, we analyze the effective bandwidth of a
given data arrival process and the effective capacity of a given
service process by positioning the time and the number of mes-
sages on the x-axis and y-axis, respectively, and perform anal-
ysis in the time domain. However, we can resort to a different
approach by invoking the pseudo-inverse functions of the cu-
mulative arrival and service processes. This approach was used,
e.g., in deterministic3 data traffic regulation [31, Sec. 6.2.3].
Intuitively, the pseudo-inverse corresponds to rotating and flip-
ping the graph in Fig. 3. Particularly, the number of messages
and the number of time instants are positioned on the x-axis and
y-axis, respectively, as shown in Fig. 4. Suitably, considering
that the messages arrive at the buffer from a source one by one,
let each message be denoted by Mn for n ∈ {1, 2, · · · }, where
n is the message index. As seen in Fig. 5, message Mn+1 ar-
rives at the buffer in ad(n + 1) time units after message Mn

arrives at the buffer. Similarly, message Mn+2 arrives at the
buffer in ad(n + 2) time units after message Mn+1 arrives at
the buffer. Therefore, ad(n + 1) and ad(n + 2) can be referred

3The author in [31, Sec. 6.2.3] used the aforementioned approach considering
deterministic bounds on the data traffic while we perform our analysis consid-
ering stochastic bounds on the data arrival and service processes. We also refer
the interested reader to [27] for a more recent investigation on deterministic
bounds on the data traffic.
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Fig. 5. Transmitter buffer with delay representation.

to as the inter-arrival time between messages Mn and Mn+1

and the inter-arrival time between messages Mn+1 and Mn+2,
respectively.

We define the waiting time of a message as the time difference
between the arrival of the message at the buffer and the start of
the service of that message. If the message arrives at an idle
system (the buffer is empty and there is no other message in
service), it is immediately served from the buffer and the waiting
time of the message is zero. On the other hand, if the system is
busy, the message waits for the previous messages (in service
and possibly in the buffer) to complete service in the first-come
first-served order. We assume that the service becomes available
for message Mn in sd(n) time units after message Mn−1 starts
service from the buffer. Likewise, the service becomes available
for message Mn−1 in sd(n − 1) time units after message Mn−2

starts service. Since we assume that the service process has a
work-conserving policy, i.e., the system does not idle when there
are messages in the system, we can regard sd(n) and sd(n − 1)
as the service time of message Mn−1 and the service time of
message Mn−2, respectively.

Hence, following the aforementioned system description in
the sequel, we initially characterize the waiting time a mes-
sage experiences in the buffer, and then perform the steady-
state waiting time analysis and provide the effective service and
inter-arrival time expressions for given data service and arrival
processes, respectively.

A. Waiting Time Characterization

Although the following analysis can be performed with an ini-
tial backlog in a buffer or an initial waiting time for a message,
we assume that there are no messages in the buffer at time t = 0
and message M1 arrives at the buffer in ad(1) time units after
time t = 0. Because the buffer is initially empty, the waiting time
of M1 is equal to zero, i.e., d(1) = 0 where d(n) represents the
waiting time of message Mn . Message M1 starts service imme-
diately after arriving at the buffer and finishes service after sd(2)
time units so that service becomes available for message M2,
which comes to the buffer in ad(2) time units after message M1.
If the service becomes available for message M2 before message
M2 comes to the buffer, i.e., sd(2) ≤ ad(2), message M2 does
not wait in the buffer to be served. Basically, the waiting time
for M2 is zero. On the other hand, if M2 is in the buffer before
the service is available for M2, i.e., sd(2) > ad(2), message M2

waits in the buffer for sd(2) − ad(2) time units. Hence, the wait-
ing time for M2 is expressed as d(2) = [sd(2) − ad(2)]+ . As for
message M3, we know that M3 arrives at the buffer in ad(3) time
units after M2 comes to the buffer and that the service is ready
for M3 in sd(3) time units after M2 starts service from the buffer.
Accordingly, if M2 does not wait in the buffer because sd(2) ≤

ad(2), the waiting time for M3 is d(3) = [sd(3) − ad(3)]+ . On
the other hand, if M2 waits in the buffer for sd(2) − ad(2) time
units because sd(2) > ad(2), the service becomes available for
M3 in sd(2) − ad(2) + sd(3) time units. As a result, the wait-
ing time for M3 becomes [sd(2) − ad(2) + sd(3) − ad(3)]+ .
Combining the two cases, the waiting time for M3 can be
expressed as [[sd(2) − ad(2)]+ + sd(3) − ad(3)]+ = [d(2) +
sd(3) − ad(3)]+ . Generalizing for message Mn , we can char-
acterize the waiting time as follows:

d(n) = [d(n − 1) + sd(n) − ad(n)]+ for n ≥ 1, (6)

where d(0) = 0 and sd(1) = 0. Clearly, the waiting time in-
creases with the service time and decreases with the inter-arrival
time. The waiting time, d(n), is shown graphically in Fig. 4.

Above, we have developed the waiting time characterization
in (6) inductively. Considering a formal proof, let Ud(n) be
the time instant at which message Mn starts service, and it is
expressed as

Ud(n) = max {Ad(n), Ud(n − 1) + sd(n)} , (7)

where

Ad(n) =
n∑

i=1

ad(i) (8)

is the time instant at which message Mn arrives at the buffer.
Therefore, the waiting time for Mn is given as

d(n) = Ud(n) − Ad(n)

= max {Ad(n), Ud(n − 1) + sd(n)} − Ad(n)

= max {0, Ud(n − 1) − Ad(n) + sd(n)}
= [Ud(n − 1) − Ad(n − 1) − ad(n) + sd(n)]+

= [d(n − 1) + sd(n) − ad(n)]+ ,

which confirms the characterization in (6). The aforemen-
tioned waiting time principle can also be related to the Lindley
recursion [32].

B. Steady-State Waiting Time Analysis

Analogous to the time domain model in (1) that defines the
backlog in data units, the message index domain model (6) eval-
uates the waiting time in time units. This is a consequence of
the first-come first-served assumption that implies that the entire
backlog q(Ad(n)) that exists at the time of arrival of message
Mn is cleared during the waiting time d(n) of that message. Cor-
responding to the backlog analysis [3], we can conclude from
(6) that the steady-state waiting time d(∞) converges in distri-
bution to a finite random variable when both sd(n) and ad(n)
are stationary and ergodic, and when E{sd(n)} < E{ad(n)}.
Recalling that the service process is work-conserving and that
the arrival and service processes are independent of each other,
we have a unique θ�

d > 0 such that

ΛSd
(θ�

d ) + ΛAd
(−θ�

d ) = 0 (9)
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and

θ�
d = − lim

d th→∞
log Pr{d(∞) ≥ dth}

dth
,

where dth is the waiting time threshold and θ�
d is the decay rate

of the tail distribution of the waiting time, d(n) [3, Th. 2.1].
The Gärtner-Ellis limits that are differentiable for all θd ∈ R
are given as follows: ΛSd

(θd) = limn→∞ 1
n log E

{
eθd Sd (n)

}

and ΛAd
(θd) = limn→∞ 1

n log E
{
eθd Ad (n)

}
, where Sd(n) =∑n

m=1 sd(m), and Ad(n) is given in (8). Hence, for a large4

dth, we have the following approximation for the waiting time
of a message in steady-state:

Pr{d(∞) ≥ dth} ≈ e−θ�
d d th . (10)

Now, considering a constant inter-arrival time between con-
secutive messages, i.e., ad(n) = ad , and then benefiting from
the relation in (9) along with ΛAd

(θd) = θdad , we obtain

ad =
ΛSd

(θ�
d )

θ�
d

= lim
n→∞

1
nθ�

d

log E
{

eθ�
d Sd (n)

}
, (11)

which is the minimum constant inter-arrival time between con-
secutive messages that the defined service process can sustain
for θ�

d > 0. We note that θ�
d is different from the decay rate, θ�

q ,
of the tail distribution of the queue length, q(t). In particular, θ�

d

expresses the strictness of the waiting time violation probability
constraint, while θ�

q shows the strictness of the buffer overflow
probability constraint.

Definition 1 (Effective Service Time): Given a service pro-
cess Sd(n) that is work-conserving and stationary with ran-
domly distributed service time for a message, the minimum
constant inter-arrival time between consecutive messages arriv-
ing at the buffer that the service process can sustain under the
quality-of-service constraints defined by the decay rate of the
tail distribution of the waiting time, θd > 0, is called effective
service time, and it is expressed as

s̄d(θd) =
ΛSd

(θd)
θd

= lim
n→∞

1
nθd

log E
{

eθd Sd (n)
}

. (12)

In (12), if the service time samples are independent and iden-
tically distributed, the effective service time of the given data
service process becomes

s̄d(θd) =
1
θd

log E
{

eθd sd (n)
}

for any n ≥ 2. (13)

Notice that when θd goes to zero in (13), i.e., when there are
no quality-of-service constraints, the effective service time ap-
proaches the average service time in the channel [1]. Basically,

lim
θd →0

s̄d(θd) = lim
θd →0

ΛSd
(θd)

θd
= E {sd(n)} .

4Throughout the paper, we consider that dth is relatively large when compared
to the inter-arrival time and service time values. Moreover, θd shows how fast
the waiting time violation probability decays as a function of dth. For interested
readers regarding different threshold values, we refer to [33] where the author
provides upper bounds on the backlog and delay of a dynamic server and [34]
where the authors show an upper bound on the waiting time violation probability
in fork-join systems.

On the other hand, when θd goes to infinity, i.e., when there are
the strictest quality-of-service constraints, the effective service
time becomes the maximum service time [1], i.e.,

lim
θd →∞

s̄d(θd) = lim
θd →∞

ΛSd
(θd)

θd
= max {sd(n)} .

Above, max {sd(n)} is the (possibly infinite) essential supre-
mum, i.e, max {sd(n)} = sup {s : Pr{sd(n) > s} > 0}.

Similarly, considering a constant service time for each mes-
sage, i.e., sd(n) = sd , and benefiting from the relation in (9)
along with ΛSd

(θd) = θdsd , we obtain

sd =
ΛAd

(−θ�
d )

−θ�
d

= lim
n→∞

−1
nθ�

d

log E
{

e−θ�
d Ad (n)

}
,

which is the maximum allowable constant service time for a
message that sustains the defined arrival process for θ�

d > 0.
Definition 2 (Effective Inter-arrival Time): Given an arrival

process Ad(n) that is stationary with randomly distributed inter-
arrival time between consecutive messages, the maximum al-
lowable constant service time for a message being served from
the buffer that supports the arrival process under the quality-of-
service constraints defined by the decay rate of the tail distribu-
tion of the waiting time, θd > 0, is called effective inter-arrival
time, and it is expressed as

ād(−θd) =
ΛAd

(−θd)
−θd

= lim
n→∞

−1
nθd

log E
{

e−θd Ad (n)
}

.

(14)
In (14), if the inter-arrival time samples are independent and

identically distributed5, the effective inter-arrival time of the
given data arrival process becomes

ād(−θd) =
−1
θd

log E
{

e−θd ad (n)
}

for any n ≥ 2. (15)

Notice again that when θd in (15) goes to zero, i.e., when there
are no quality-of-service constraints, the effective inter-arrival
time approaches the average inter-arrival time of the process,
i.e.,

lim
θd →0

ād(−θd) = lim
θd →0

−1
θd

log E
{

e−θd ad (n)
}

= E{ad(n)}.

On the other hand, when θd goes to infinity, i.e., when there are
the strictest quality-of-service constraints, the effective inter-
arrival time approaches the minimum inter-arrival time of the
process, i.e.,

lim
θd →∞

ād(−θd)= lim
θd →∞

−1
θd

log E
{

e−θd ad (n)
}

= min{ad(n)},

where min{ad(n)} is the (possibly zero) essential infimum, i.e.,
min{ad(n)} = inf {a : Pr{ad(n) < a} > 0}.

5As for the effective service time and the effective inter-arrival time when
there exists a temporal correlation among the data packet (message) service
time samples and the inter-arrival time samples, respectively, which is one of
the properties of vehicular communication channels [28], we refer to [31, Chap.
7, Example 7.2.7]. Since we focus on providing a toolbox for performance
analysis in a general class of vehicular communication scenarios, we consider
temporally uncorrelated service time samples and temporally uncorrelated inter-
arrival time samples.
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Fig. 6. Effective service time, s̄d (θd ), vs. waiting time decay rate, θd (dB) =
10 log10(θd ).

To illustrate the concepts of effective service time and effec-
tive inter-arrival time, we consider the basic scenario of ON-OFF
processes. ON-OFF processes are a relevant model to charac-
terize random outages, e.g., of wireless block fading channels.
Further, the ON-OFF model has the convenient property that it
can be defined equivalently in the time domain as well as in the
message domain permitting us to draw important conclusions
on the connection of the two domains.

1) ON-OFF Service Channel Model: Let us consider a
discrete-time ON-OFF channel model with a frame duration
of T time instants as the service process. The channel is ON
with probability ρ and it is OFF with probability (1 − ρ). The
channel state changes from one frame to another independently.
In each frame, if the channel is ON, one message is success-
fully served from the buffer. Otherwise, the transmission of the
message fails, and then the message is re-transmitted in the next
frame. Therefore, the probability distribution of the service time
of message Mn is given as Pr{sd(n) = iT} = ρ(1 − ρ)i−1 for
i ∈ {1, 2, · · · }. As a result, the effective service time of the
process (the minimum constant inter-arrival time that can be
sustained) is characterized as follows:

s̄d(θd) =
1
θd

log E
{

esd (n)θd

}

=
1
θd

log

{ ∞∑

i=1

ρ(1 − ρ)i−1eiT θd

}

=
1
θd

log
{

ρeT θd

1 − (1 − ρ)eT θd

}

(16)

when 0 < θd < − log{1−ρ}
T and s̄d(θd) = ∞ when − log{1−ρ}

T ≤
θd . Notice that the effective service time approaches T

ρ when θd

goes to zero, which is the average service time and hence the
reciprocal of the average transmission rate of the channel.

In Fig. 6, we set the transmission frame to 0.1 milliseconds,
i.e., T = 0.1, and plot the effective service time as a function
of the decay rate parameter, θd . The effective service time ap-
proaches the average service time, which is 0.1

ρ , as θd decreases

to zero, whereas the effective service time goes to infinity with
increasing θd . Herein, for a better understanding of the results
in Fig. 6, let us consider that we are given a waiting time vio-
lation probability constraint, Pr{d(n) ≥ dth} for large n, and a
waiting time threshold, dth. Then, we can use (10) to calculate
the decay rate of the tail distribution of the waiting time, θd , as
follows: θd ≈ − log Pr{d(n)≥d th}

d th
. Now, having θd , we can easily

determine the effective service time of the defined ON-OFF ser-
vice process through (16), which is the minimum inter-arrival
time between consecutive messages that arrive at the transmitter
buffer such that the waiting time violation probability constraint
for the desired waiting time threshold is guaranteed.

Connection to the queue decay rate, θq : Let us again consider
the aforementioned scenario and assume that the constant data
arrival rate is a messages per time instant, and hence, the con-
stant inter-arrival time between two consecutive messages is 1

a
time instants. Noting the relations in (11) and (16), we have a
unique waiting time decay rate such that

1
a

=
1
θ�

d

log
{

ρeT θ�
d

1 − (1 − ρ)eT θ�
d

}

. (17)

Moreover, noting the relation given in (5), and that the service
rate is sq (t) = 1 message per one frame of T time instants
if the service channel is ON with probability ρ and sq (t) = 0
messages per time frame if the service channel is OFF with
probability (1 − ρ), we have a unique queue decay rate such
that

a = lim
t→∞

−1
tTθ�

q

log E
{

e−θ�
q Sq (t)

}
(18)

= − 1
Tθ�

q

log E
{

e−θ�
q sq (t)

}
(19)

= − 1
Tθ�

q

log
{
ρe−θ�

q + 1 − ρ
}

. (20)

Notice that t is the time frame number and T is the frame dura-
tion in (18). Because a is given in messages per time instant, we
divide the expression in (18) by T . Moreover, (19) follows from
the fact that the channel state changes from one frame to another
independently. Hence, noting that the moment generating func-
tion of the service is E{eθsq (t)} = ρeθq + 1 − ρ, we obtain the
result in (20). Above, the right-hand-side of (20) for given θq

provides us the effective capacity of the service process. Then,
solving (17) and (20), we obtain

0 = 1 − ρ + ρe−
θ �

d
a − e−θ�

d T

and

0 = 1 − ρ + ρe−θ�
q − e−aθ�

q T ,

respectively. Since the aforementioned balance expressions are
obtained when the buffer is in steady-state, we verify a linear
relation between the decay rate of the waiting time and the decay
rate of the backlog such that θ�

d = aθ�
q .

In the following theorem, given any stationary and ergodic
data service process or data arrival process, we generalize the
aforementioned result and provide the relation between the
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effective service time and capacity of a given service process,
and the relation between the effective inter-arrival time and
bandwidth of a given arrival process.

Theorem 1: Given that the effective service time of a data
service process is s̄d(θd) for θd > 0 and the effective capacity
of the same service process is s̄q (−θq ) for θq > 0, there exists
a reciprocal relation between s̄d(θd) and s̄q (−θq ) such that

s̄d(θd)s̄q (−θq ) = 1 and θq = s̄d(θd)θd. (21)

Likewise, given that the effective inter-arrival time of a data ar-
rival process is ād(−θd) for θd > 0 and the effective bandwidth
of the same arrival process is āq (θq ), there exists a reciprocal
relation between ād(−θd) and āq (θq ) such that

ād(−θd)āq (θq ) = 1 and θq = ād(−θd)θd. (22)

Proof. See appendix. �
Connection of message index and time domain models: The-

orem 1 lays ground for a method for the construction of time
domain models from message index domain models and vice
versa. First, notice that the decay rate of the tail distribution of
the queue length in steady-state, θq , in (21) is the log-moment
generating function of the service process in the message index
domain. In particular, we have with (12) that

θq = s̄d(θd)θd = ΛSd
(θd). (23)

Now, define f(θd) = ΛSd
(θd) to be a function of the decay rate

of the tail distribution of the waiting time in steady-state, θd .
Then, we can solve θq = f(θd) for θd to express θd as a function
of θq as follows: θd = f−1(θq ), where f−1(θq ) is the inverse
function. In general, when we are given the effective service time
of a service process in the message index domain, we can use
that s̄d(θd)s̄q (−θq ) = 1 from (21) to reach the effective capacity
of the same service process in the time domain by taking the
reciprocal of the effective service time and substituting f−1(θq )
for θd , i.e.,

s̄q (−θq ) =
1

s̄d(f−1(θq ))
.

For instance, noting the log-moment generating function
of the ON-OFF service channel model in (16) as f(θd) =
log

{
ρeT θ d

1−(1−ρ)eT θ d

}
, and letting θq = f(θd) we can solve for

θd = f−1(θq ) to show that

θd =
1
T

log
{

eθq

ρ + (1 − ρ)eθq

}

= − 1
T

log
{
ρe−θq + 1 − ρ

}
. (24)

Then, plugging (24) into the effective service time (16) and
taking the reciprocal of (16), we express the effective capacity
of the ON-OFF service channel model as

s̄q (−θq ) =
1

s̄d(θd)
= − 1

Tθq
log

{
ρe−θq + 1 − ρ

}
, (25)

which also confirms (20).
Overall, we know that achieving closed-form solutions for

the effective capacity or bandwidth of certain processes in the

time domain may be intractable. On the other hand, we can carry
out an analysis in the message index domain, and then we can
arrive at solutions for the effective capacity or bandwidth by
invoking Theorem 1. Similarly, if results in the message index
domain cannot be achieved, we can acquire solutions through
an analysis in the time domain as well.

2) ON-OFF Data Arrival Process: In addition to the ON-
OFF channel model described in Section III-B1, let us also
consider an ON-OFF arrival process6 with an ON probabil-
ity λ. In particular, a message arrives at the buffer with prob-
ability λ in a frame of T time instants. Noting that the ar-
rival process has two states, i.e., ON and OFF states, we fur-
ther assume that the arrival process changes its state from
one frame to another independently. Therefore, the proba-
bility distribution for the inter-arrival time between message
Mn−1 and Mn is given as Pr{ad(n) = iT} = λ(1 − λ)i−1 for
i ∈ {1, 2, · · · }. Now, regarding independent and identically dis-
tributed inter-arrival time samples, we formulate the asymptotic
log-moment generating function of the arrival process as fol-

lows: ΛAd
(θd) = log

{
λeT θ d

1−(1−λ)eT θ d

}
for 0 < θd < − log{1−λ}

T

and ΛAd
(θd) = ∞ for − log{1−λ}

T ≤ θd . Hence, we invoke the
relation (9) and have the following characterization:

log
{

ρeT θ�
d

1 − (1 − ρ)eT θ�
d

}

+ log
{

λe−T θ�
d

1 − (1 − λ)e−T θ�
d

}

= 0,

which provides the decay rate of the tail distribution of the
waiting time as

θ�
d =

1
T

log
{

1 − λ

1 − ρ

}

(26)

where λ < ρ. Notice that the decay rate increases with the in-
creasing ON probability in the service channel while it decreases
with the increasing ON probability in the arrival process.

Non-linear relation between θd and θq : Let us again consider
the communication scenario in Section III-B2. We know that the
decay rate of the tail distribution of the waiting time is given in
(26). As for the decay rate of the tail distribution of the queue, we
start with defining the service rate and the arrival rate in one time
frame. In particular, the service rate is sq (t) = 1 message per
time frame if the service channel is ON with probability ρ and
sq (t) = 0 messages per time frame if the service channel is OFF
with probability (1 − ρ). Similarly, the arrival rate is aq (t) = 1
message per time frame if the data arrives at the buffer with
probability λ and aq (t) = 0 messages per time frame if the data
does not arrive at the buffer with probability (1 − λ). Noting
that the state transitions occur independently in both the service
and arrival process, and invoking the relation in (2), we can
show that

1
T

log
{
λeθ�

q + 1 − λ
}

+
1
T

log
{
ρe−θ�

q + 1 − ρ
}

= 0.

6Our aims are twofold in this analysis. First, in practical systems, both the
arrival and service processes are generally stochastic. Second, ON-OFF arrival
and service process models provide a clear insight into the analytical findings
from a practical perspective to understand the buffer dynamics.
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Given that 0 < θ�
q , we can obtain the decay rate of the tail

distribution of the queue length as

θ�
q = log

{ρ

λ

}
+ log

{
1 − λ

1 − ρ

}

(27)

= log
{ρ

λ

}
+ Tθ�

d . (28)

Specifically, (28) shows that there is not always a linear rela-
tionship between θ�

d and θ�
q when both the arrival and service

processes are stochastic. Following this result, we can see that by
taking the buffer overflow probability constraint as the primary
quality-of-service metric, we may not easily reach a conclusion
on the buffering delay performance because of a possible non-
linear relation between θ�

d and θ�
q . Therefore, the results in this

paper provide a straightforward method to obtain a performance
measure regarding the waiting time in a transmitter buffer.

IV. VEHICULAR AD HOC NETWORKS

In this section, we substantiate our analytical results in practi-
cal settings. We consider first a reliable broadcast in a downlink
scenario, where a transmitter employs a fountain encoder and
receivers send feedback to the transmitter only when they stop
receiving the transmitted data packets, e.g., when they have
successfully decoded the message. Then, we employ the slotted
Aloha transmission protocol as a relevant multi-access protocol
in an uplink scenario. These two scenarios can be embedded
in message dissemination and collection schemes for vehicu-
lar ad hoc networks. For instance, in order to minimize packet
arrival time and bandwidth occupancy, the authors studied foun-
tain codes-based data dissemination techniques in vehicular ad
hoc networks and showed the effectiveness of their techniques
when compared with traditional data dissemination approaches
[35]. Furthermore, the authors in [36] studied mobile slotted
Aloha protocols in vehicular ad hoc networks and validated
their solutions through simulations that confirm a dramatic im-
provement in the scalability of the solution and in the overall
protocol performance. Besides, we consider a time-constrained7

communication scenario. Particularly, in the downlink scenario,
a base station broadcasts a time-constrained message to the
vehicles that are in certain proximity to the base station. In
the uplink scenario, the vehicles in close proximity pass their
time-constrained messages to the base station in a multi-access
manner. We also note that while we analyze these two protocols
for numerical presentations, we emphasize that our analytical
methods are for a general class of communication scenarios.

A. Downlink Broadcast Transmission

We consider a downlink scenario in which a transmitter (base
station) sends a message to L receivers as seen in Fig. 7. The
transmitter partitions the message into K encoding (data) pack-
ets and composes N encoded packets by randomly forming a

7We assume messages have a limited lifetime as, e.g., in the case of periodic
updates where each message supersedes the previous ones. The lifetime is
reflected by a delivery deadline. Hence, messages are time-constrained in the
sense that delivery is important before the deadline but not afterwards.

Fig. 7. System model and communication scenario.

combination of the encoding packets, where K < N . Subse-
quently, the transmitter broadcasts the encoded packets one-by-
one in frames of T time units. During the transmission of each
message, when a receiver is able to collect K� of the encoded
packets successfully, where K ≤ K� < N , it can decode the
message. On the other hand, when the receiver realizes in any
time frame that it is not possible to recover the message even
if it receives the future encoded packets, it stops the recep-
tion of the encoded packets. In both cases, the receiver sends
an acknowledgment to the transmitter to inform about its sta-
tus. Subsequently, the transmitter stops the transmission when
it collects acknowledgments from all the receivers or when it
completes the transmission of all the N encoded packets regard-
less of the number of received acknowledgments. The transmit-
ter in this scenario can be associated with a fountain encoder
[37] or a Luby transform (LT) encoder [38], [39], where the
only difference comes from the acknowledgments that the re-
ceivers send when they are done with the reception. On the other
hand, the transmitter scenario is different than the conventional
automatic-repeat-request transmission protocols in such a way
that the receivers do not confirm every successful packet recep-
tion but they send acknowledgments only once when they either
decode the whole message or fail to decode the whole message.

Accordingly, let ρl denote the probability of successful recep-
tion of an encoded packet by the lth receiver for l ∈ {1, · · · , L}.
Principally, we consider an ON-OFF channel model between
the transmitter and the lth receiver, i.e., the channel is ON with
probability ρl and OFF with probability 1 − ρl . Let us initially
assume 2K� ≤ N + 1. Then, noting that one receiver needs at
least K� encoded packets, we realize that a receiver may declare
a success in decoding and then send an acknowledgment to the
transmitter in one of the time frames starting from the (K�)th
time frame. Therefore, the probability of successful decoding in
the jth time frame is

(
j − 1

K� − 1

)

ρK �

l (1 − ρl)j−K �
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for j ∈ {K�, · · · , N}. On the other hand, one receiver may de-
clare a failure after the (N − K�)th time frame because the
receiver may realize that it is not possible to obtain at least K�

encoded packets at the end of the N th frame. For instance, let
us assume that a receiver has collected zero encoded packets at
the end of the (N − K�)th frame. Hence, it missed (N − K�)
encoded packets due to transmission errors. Basically, the re-
ceiver has to obtain the encoded packets in the following K�

time frames correctly so that it can recover the message. If
the receiver fails to receive one encoded packet in the last K�

time frames, it declares a failure and sends a negative acknowl-
edgment to the transmitter. Hence, the probability of decoding
failure is expressed as

(
j − 1

j − 1 − N + K�

)

ρj−1−N +K �

l (1 − ρl)N −K � +1

for j ∈ {N − K� + 1, · · · , N}. Consequently, we formulate
(29) shown at the bottom of this page, that provides us the prob-
ability of sending an acknowledgment to the transmitter for the
lth receiver in the jth time frame. Furthermore, when we have
N + 1 < 2K� , the probability of sending the acknowledgment
is given in (30) shown at the bottom of this page.

Recall that the transmitter stops the transmission of a message
when either it receives acknowledgments from all the receivers
or it reaches the transmission deadline, which is set to the total
transmission duration of the N encoded packets. Now, let pj

be the probability that the transmitter stops the transmission
of the message that is in transition at the end of the jth time
frame. Herein the probability that some of the receivers send
their acknowledgments before the jth time frame and the last
receiver sends its acknowledgment or the last receivers send
their acknowledgments in the jth time frame is expressed as

p1 =
L∏

l=1

p1l and pj =
L∏

l=1

j∑

i=1

pil −
L∏

l=1

j−1∑

i=1

pil ,

where 2 ≤ j ≤ N − 1. Moreover, because the transmitter stops
the transmission at the end of the N th transmission frame due
to the transmission deadline, we have

pN = 1 −
N −1∑

j=1

pj .

If the transmitter stops the transmission of a message and re-
moves it from the buffer after the jth time frame, we can de-
clare that the service time of the message is jT time units.
Herein, because the ON-OFF process in each channel between

Fig. 8. Effective service time, s̄d (θd ), vs. waiting time decay rate, θd (dB).

the transmitter and the receivers is composed of independent
state transitions, the effective service time becomes

s̄d(θd) =
1
θd

log

⎧
⎨

⎩

N∑

j=1

pj e
jT θd

⎫
⎬

⎭
(31)

for 0 < θd . Notice that when θd goes to zero, the effective service
time approaches the average service time, which is T

∑N
j=1 jpj .

On the other hand, when θd goes to infinity, the effective service
time approaches the maximum service duration, which is NT
time units.

For numerical presentations, we assume that the probability
of successful reception of an encoded packet by one receiver is
uniformly distributed8 between ρmin and 1, i.e., ρmin ≤ ρl ≤ 1
and

fρl
(ρl) =

{
1

1−ρm in
, ρmin ≤ ρl ≤ 1,

0, otherwise.
(32)

We set the number of receivers to 100 and 1000, i.e., L = 100
and L = 1000, in Figs. 8 and 9, respectively, and plot the effec-
tive service time as a function of the waiting time decay rate, θd .

8We consider a highway scenario and assume that cars move from the cov-
erage area of one base station to the coverage area of another. The probability
of successful packet reception depends on the signal-to-noise ratio, and hence
the distance between the base station and the cars on the highway. In order
to consider this, we model the distribution of the successful packet reception
probability among cars as uniformly distributed. However, regardless of the
distribution, we can plug any given packet reception probability into (29) and
(30) and apply our analytical results in any setting.

pjl =

⎧
⎪⎨

⎪⎩

0, 1 ≤ j ≤ K� − 1
(

j−1
K � −1

)
ρK �

l (1 − ρl)j−K �
, K� ≤ j ≤ N − K�

(
j−1

j−1−N +K �

)
ρj−1−N +K �

l (1 − ρl)N −K � +1 +
(

j−1
K � −1

)
ρK �

l (1 − ρl)j−K �
, N − K� + 1 ≤ j ≤ N

(29)

pjl =

⎧
⎪⎨

⎪⎩

0, 1 ≤ j ≤ N − 1
(

j−1
N −K �

)
ρj−1−N +K �

l (1 − ρl)N −K � +1, N − K� + 1 ≤ j ≤ K� − 1
(

j−1
N −K �

)
ρj−1−N +K �

l (1 − ρl)N −K � +1 +
(

j−1
K � −1

)
ρK �

l (1 − ρl)j−K �
, K� ≤ j ≤ N

(30)
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Fig. 9. Effective service time, s̄d (θd ), vs. waiting time decay rate, θd (dB).

Fig. 10. Effective service time, s̄d (θd ), vs. frame duration, T .

Given that the transmission time frame is 1 milliseconds, i.e.,
T = 1, we observe that the effective service time goes to the
average service time in the channel with decreasing θd , while
it approaches the maximum service time for one message in
the channel with increasing θd , which is NT milliseconds. We
further observe that the number of receivers does not matter
with increasing θd . Specifically, larger θd means that a message
arriving at the buffer is to be transmitted almost without waiting
in the buffer. Therefore, the inter-arrival time (effective service
time) increases to the maximum, which is NT seconds, and
the value of L does not matter anymore. Notice that when the
inter-arrival time is NT , the data arrival rate decreases but each
message arriving at the buffer is served without waiting in the
buffer. On the other hand, with decreasing θd , the waiting time
constraint becomes loose and the inter-arrival time decreases
to the average service time in the channel. Since the average
service time is a function of L because the state transition prob-
abilities depend on L, the effective service time decreases with
decreasing L as seen in Figs. 8 and 9, where the average service
time is higher when L is higher. Moreover, we plot the effective
service time as a function of the time frame, T , in Fig. 10 when

θd = −5 dB and L = 1000. With increasing T , the effective
service time increases and the gap between the effective service
time and the average service time increases.

B. Slotted Aloha

We consider a multi-access scenario with L transmitters send-
ing messages to a receiver in frames of T time units as seen in
Fig. 7. Each transmitter enters the channel and sends its message
with probability ρ, and each message is received successfully by
the receiver when there is no collision. Following a successful
reception of a message, the receiver sends an acknowledgment
to the respective transmitter. Subsequently, the transmitter re-
moves the message from its queue. On the other hand, if the
receiver fails receiving any message, it does not send any ac-
knowledgment. Meanwhile, the transmitters that do not get any
acknowledgment enter the channel again with probability ρ and
repeat the transmission of the messages that are not acknowl-
edged. In particular, the probability of removing a message
from a transmitter buffer as a result of its successful reception
by the receiver in any time frame is p = ρ(1 − ρ)L−1. Hence, p
becomes the probability of the channel being ON for the trans-
mitter. Now, noting that the channel is ON with probability p and
OFF with probability (1 − p) for one transmitter and that the
transmitters opt entering the channel randomly, we consider that
the channel states change independently from one time frame to
another. Therefore, we can refer to Section III-B1 and express
the effective service time of the channel for one transmitter as
follows:

s̄d(θd) =
1
θd

log
{

peT θd

1 − (1 − p)eT θd

}

(33)

for 0 < θd < − log{1−p}
T , and s̄d(θd) = ∞ for − log{1−p}

T ≤ θd .
Let us also assume that there exists a transmission deadline
over the transmission duration of a message from a transmitter.
Noting that a transmitter can attempt to send a message for
maximum N times, the effective service time becomes

s̄d(θd) =
1
θd

log

{

(1 − p)N −1eN T θd

+ peT θd
1 − (1 − p)N −1e(N −1)T θd

1 − (1 − p)eT θd

}

. (34)

The effective service time expressions in (33) and (34) provide
us the minimum constant inter-arrival time between the consec-
utive messages arriving at one transmitter buffer such that the
quality-of-service constraint in the form of steady-state waiting
time violation probability is sustained by the defined service
process. Moreover, notice in (33) that the range of probability
of entering the channel under the quality-of-service constraint
is bounded as

1 − e−T θd < p ≤ max
ρ

{
ρ(1 − ρ)L−1

}
. (35)
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Fig. 11. Effective service time, s̄d (θd ), vs. channel access probability, ρ.

Basically, given a decay rate constraint, θd , the maximum num-
ber of transmitters is limited as follows:

Lmax = max
{

L : max
ρ

{
ρ(1 − ρ)L−1

}
> 1 − e−T θd

}

.

(36)
Thus, we can conclude that when the number of transmitters is
greater than Lmax for given θd , the quality-of-service constraint
in the form of waiting time violation probability is generally
not sustainable. Additionally, because we need to minimize the
effective service time such that the number of messages arriving
at one transmitter buffer increases, we have to maximize the ON
probability, p. We can show this by taking the first derivative
of the expression in (33) with respect to p, which is always
negative. Therefore, we have to find the channel access prob-
ability, ρ, that maximizes the ON probability, p. By taking the
derivative of p with respect to ρ and setting it to zero, we find
that the optimal channel access probability that minimizes the
effective service time is ρ� = 1

L . The probability ρ� = 1
L is also

the probability that maximizes the average service rate in the
channel. Finally, when there is not a transmission deadline, the
effective service time in (33) approaches infinity as T goes to

log(1 − p)
−1
θ d and the transmitter buffer becomes unstable when

T ≥ log(1 − p)
−1
θ d . When there is a transmission deadline, the

effective service time in (34) approaches infinity as T goes to
infinity.

In numerical presentations, we plot the effective service time
as a function of the channel access probability for given waiting
time decay rate values in Fig. 11, and as a function of the
waiting time decay rate parameter in Figs. 12 and 13 given that
the optimal channel access probability is employed. We set the
transmission frame to 1 millisecond, i.e., T = 1, in Figs. 11 and
12, and the number of transmitters to 50, i.e., L = 50, in Fig. 13.
Regardless of θd , the effective service time is minimized when
the channel access probability is set to one over the number of
transmitters, i.e., ρ = 1

L , as seen in Fig. 11. Another observation
is the increase of the effective service time with increasing θd .
Moreover, the effective service time goes to infinity with θd

increasing beyond − log{1−p}
T , which is −11.27, −10.29, −9.01

Fig. 12. Effective service time, s̄d (θd ), vs. waiting time decay rate, θd (dB).

Fig. 13. Effective service time, s̄d (θd ), vs. waiting time decay rate, θd (dB).

and −7.20 dB for L = 50, 40, 30 and 20, respectively, as seen
in Fig. 12, and −17.29, −16.04, −14.28 and −11.27 dB for
T = 0.4, 0.3, 0.2 and 0.1, respectively, as seen in Fig. 13. In
addition, the effective service time goes to the average service
time in the channel with decreasing θd in all cases.

Remark 1: As seen in (31), a closed-form expression exists
for the effective service time of the aforementioned downlink
scenario. On the other hand, a simple closed form solution for
the effective capacity of the same scenario may not be obtained.
Noting that the hybrid-automatic-repeat-request with incremen-
tal redundancy protocol is same with the aforementioned down-
link scenario when the number of users is set to L = 1, we
refer to [24, Th. 1] for the effective capacity of the downlink
scenario with one user, which requires extensive numerical cal-
culations. Basically, we observe that an analytical closed-form
solution can be obtained for the effective service time of a system
while it is difficult to have a simple expression for the effective
capacity of the same system. Similarly, as for the effective ca-
pacity of the uplink scenario, because there exists an analogy
between the aforementioned uplink scenario and the hybrid-
automatic-repeat-request type-I protocol, we again refer to [24,
Th. 1]. We can see that a simple closed-form solution for the
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effective capacity of one service process may not be possible
when there exists a transmission deadline, whereas the effective
service time of the same service process can be obtained easily
as seen in (34). Therefore, invoking Theorem 1, we can obtain
the effective capacity of a service process through the effective
service time of the same service process and the effective band-
width of an arrival process through the effective inter-arrival
time of the same arrival process. Similarly, when it becomes
difficult to obtain the effective service time of a service process
or the effective inter-arrival time of an arrival process, we can
again resort to Theorem 1 to obtain them through the effective
capacity of the corresponding service process and the effective
bandwidth of the corresponding arrival process, respectively.

V. CONCLUSION

In this paper, we have approached the data queueing problem
by employing the steady-state waiting time violation proba-
bility rather than the buffer overflow probability as the primary
quality-of-service constraint. Different than the existing studies,
we have not operated in the time domain but the message index
domain. We have characterized the waiting time for one message
in a buffer. Subsequently, we have formulated the steady-state
analysis between the data arrival and service processes, and
then we have identified the effective service time and effective
inter-arrival time. Under the waiting time violation probability
constraint, the effective service time of a service process yields
the minimum constant inter-arrival time between consecutive
messages arriving at a buffer and the effective inter-arrival time
of an arrival process yields the maximum constant service time
for a message that is in transition in the service channel. In
particular, we have shown that we can sustain a desired wait-
ing time violation probability by controlling the inter-arrival
time between the messages arriving at a buffer and the ser-
vice time spent for a message during its transition in a service
channel. Moreover, we have identified the reciprocal relation
between the effective capacity and service time of a service pro-
cess and the reciprocal relation between the effective bandwidth
and inter-arrival time of an arrival process. Basically, we have
provided a mathematical toolbox that system designers can use
in order to understand the performance levels of a general class
of vehicular communication scenarios under quality-of-service
constraints imposed in the form of waiting time violation and
buffer overflow probabilities. Finally, as an example, we have
substantiated our analytical results in numerical demonstrations
where we have employed a message dissemination and collec-
tion scenario as it is common, e.g., in vehicular ad hoc networks
with a downlink broadcast channel and an uplink multi-access
slotted Aloha protocol.

APPENDIX

PROOF OF THEOREM 1

Let s̄d(θd) be the effective service time of the service process
from a data buffer for θd > 0 and the inter-arrival time between
messages arriving at the buffer be constant. Now, recall that the
unique θ�

d that is the decay rate of the tail distribution of the

waiting time in (9) is

θ�
d = − lim

d th→∞
Pr{d(∞) ≥ dth}

dth
. (37)

Noting that s̄d(θ�
d ) equals the constant inter-arrival time between

messages arriving at the buffer, we re-write (37) as

θ�
d = − lim

d th→∞

Pr
{

d(∞)
s̄d (θ�

d ) ≥ d th
s̄d (θ�

d )

}

s̄d(θ�
d ) d th

s̄d (θ�
d )

. (38)

Moreover, let us consider that message Mn enters the service
at time instant Ud(n) and the waiting time of message Mn is
d(n). Hence, the backlog in the buffer at time instant Ud(n) is
q(Ud(n)) = d(n)

s̄d (θ�
d ) when message Mn enters the service. Sub-

sequently, in steady-state, i.e., when n goes to infinity, we have
q(∞) = d(∞)

s̄d (θ�
d ) . Then, we re-organize (38) as

s̄d(θ�
d )θ�

d = − lim
q th→∞

Pr {q(∞) ≥ qth}
qth

, (39)

where qth = d th
s̄d (θ�

d ) is the buffer overflow threshold. With (39)
the decay rate of the tail distribution of the backlog (3) follows as
θ�

q = s̄d(θ�
d )θ�

d . Further, the constant inter-arrival time between
consecutive messages s̄d(θ�

d ) implies a constant arrival rate at
the buffer of 1

s̄d (θ�
d ) . At the same time, the constant arrival rate is

equal to the effective capacity, so that we have s̄q (−θ�
q ) = 1

s̄d (θ�
d )

which completes the proof of (21).
Now, let ād(−θd) be the effective inter-arrival time of the

arrival process at a data buffer for θd > 0 and the service time
for one message from the buffer be constant. Then, we re-write
(37) as

θ�
d = − lim

d th→∞

Pr
{

d(∞)
ād (−θ�

d ) ≥ d th
ād (−θ�

d )

}

ād(−θ�
d ) d th

ād (−θ�
d )

, (40)

where ād(−θ�
d ) equals the constant service time of messages.

Note that when message Mn enters the buffer at time instant
Ad(n), the backlog is q(Ad(n)). Because the service time for
one message, i.e., ād(−θ�

d ), is constant, the waiting time that
message Mn experiences is d(n) = q(Ad(n))ād(−θ�

d ). Then,
we have d(∞) = q(∞)ād(−θ�

d ) in steady-state and re-organize
(40) as

ād(−θ�
d )θ�

d = − lim
q th→∞

Pr {q(∞) ≥ qth}
qth

, (41)

where qth = d th
ād (−θ�

d ) . With (41), the decay rate of the tail distri-

bution of the backlog is θ�
q = ād(−θ�

d )θ�
d . Further, since the ser-

vice time for each message from the buffer is constant, the effec-
tive bandwidth (constant service rate) equals āq (θ�

q ) = 1
ād (−θ�

d ) ,
which confirms the result in (22).
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