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Abstract—In this paper, the performance of a dual-hop multi-
user underlay cognitive network is thoroughly investigated by
using a decode-and-forward (DF) protocol at the relay node
and employing opportunistic scheduling at the destination users.
A practical scenario where cochannel interference signals are
present in the system is considered for the investigation. Consider-
ing that transmissions are performed over nonidentical Rayleigh
fading channels, first, the exact signal-to-interference-plus-noise
ratio (SINR) of the network is formulated. Then, the exact
equivalent cumulative distribution function (cdf) and the outage
probability of the system SINR are derived. An efficient tight
approximation is proposed for the per-hop cdfs, and based on
this, the closed-form expressions for the error probability and
the ergodic capacity are derived. Furthermore, an asymptotic
expression for the cdf of the instantaneous SINR is derived, and a
simple and general asymptotic expression for the error probability
is presented and discussed. Moreover, adaptive power allocation
under the total-transmit-power constraint is studied to minimize
the asymptotic average error probability. As expected, the results
show that optimum power allocation improves the system per-
formance compared with uniform power allocation. Finally, the
theoretical analysis is validated by presenting various numerical
results and Monte Carlo simulations.

Index Terms—Cochannel interference (CCI), dual-hop
decode-and-forward (DF), ergodic capacity, error probability,
optimization, outage probability, underlay cognitive radio (CR).

I. INTRODUCTION

COGNITIVE radio (CR) has become a more attractive
research field in wireless communication for many re-

searchers over the past few years [1]–[5]. This is because of
its promise of using the existing frequency spectrum more
efficiently. Recently, three paradigms have been proposed for
realizing the CR network [2]. Based on the simplicity of
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implementation, they are underlay, interweave, and overlay. In
an underlay CR scheme, there is a strict power constraint on
the transmission power [2] for the purpose of the protection of
the quality of service (QoS) of the primary user. One of the ad-
vantages of using cooperative communication is that the trans-
mitting nodes can broadcast their signals at relatively lower
power. This could help an underlay CR scheme in improving its
performance. Over the last decade, cooperative communication
for different network scenarios has been extensively studied
(see, e.g., [6]–[9]).

In [10]–[18], it has been shown that applying an opportunistic
selection technique in a cooperative communication network
has the advantage of enhancing the performance of the system.
Furthermore, in [19], an investigation was done for the perfor-
mance of the uplink cognitive cellular networks using the op-
portunistic scheduling of the secondary user, which causes the
minimum interference to the primary user. Li in [20] analyzed
the effect of maximum ratio combining (MRC) on the single-
user CR network. In this paper, the asymptotic formulas for the
average error probability and the system ergodic capacity have
been obtained.

In [21], the outage probability of the dual-hop single-
user amplify-and-forward (AF) cognitive cooperative network
was studied by considering a single primary user and over
Nakagami-m fading channels. In [22], the performance of the
multihop decode-and-forward (DF) underlay single-user CR
network was investigated over Rayleigh fading channels. The
asymptotic outage probability of the dual-hop AF CR network
was derived in [23] under the assumption that the primary
transmitter causes interference to the secondary network. Fur-
thermore, Huang et al. in [24] studied the outage performance
of the multiuser dual-hop DF underlay CR over Nakagami-m
fading channels in the presence of the primary transmitter.
In their calculations, signal-to-noise ratio (SNR)-based and
signal-to-interference-plus-noise ratio (SINR)-based schedul-
ing algorithms have been used to derive the outage performance
formula.

Bao et al. in [25] investigated the outage probability of the
multirelay spectrum-sharing network. The best relay selection
technique was employed, such that it enhances the overall
performance of the network. In their analysis, the power limit
constraint on the secondary transmit nodes was not considered.
The outage and error probability of a multiple-input multiple-
output (MIMO) underlay CR network was investigated in [26].
To improve the performance of the secondary network, the
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MRC technique was used at the secondary receiver nodes.
The throughput analysis of the dual-hop DF multiantenna CR
network was investigated in [27]. Moreover, in [28], transmit
antenna selection with the MRC technique was used to evaluate
the outage probability of the dual-hop DF MIMO underlay
cognitive networks. The impact of the primary transmitter and
the imperfect channel state information were considered in their
calculation.

The outage probability, average error probability, and ergodic
capacity performance was investigated in [29]. A single desti-
nation user node was considered, and interferences on the sec-
ondary network were not considered. The outage performance
of the multiuser spectrum-sharing network was investigated in
[30]. In their analysis, the selection-combining method was
used to improve the performance of the secondary network.
In [31], the outage probability, average outage duration, and
average outage rate for the multirelay underlay CR network
were studied by using the best relay selection method. In [32],
the outage performance of the dual-hop DF CR was investigated
in the presence of a single node at each of the source, relay,
and destination. Finally, the opportunistic scheduling technique
was used to enhance the outage performance of the multisource
underlay CR network [33].

In most of the previous studies in the area of underlay CR
networks, the outage performance has been extensively stud-
ied for different system models. In addition, few works have
investigated the error probability and/or capacity performance.
However, the impact of the cochannel interference (CCI) on
the multiuser underlay CR network has not been studied.
Furthermore, a detailed investigation of the error probability
and the capacity performance for the opportunistic multiuser
cooperative CR has not been previously carried out. Moreover,
the adaptive power allocation under the total-transmit-power
constraint and the impact of CCI have not been studied.

Consideration of CCI is indeed necessary because of the
aggressive reuse of frequency channels for high spectrum uti-
lization in different wireless systems, and multiuser dual-hop
underlay CR networks are no exception. Due to the broadcast
nature of wireless signal transmissions, interference always
exists over a wide range of frequency bands in almost all practi-
cal wireless communication systems. For example, interference
may come from other authorized users of the same spectrum or
from other frequency channels injecting energy into the channel
of interest [34].

This paper provides a comprehensive performance analysis
for the effect of CCI in practical multiuser dual-hop underlay
CR networks, considering independent nonidentical Rayleigh
fading channels affecting the relay and destination nodes,
specifically using the DF scheme at the relay node and applying
the opportunistic scheduling technique at the destination. The
outage probability, error probability, and ergodic capacity are
investigated assuming that a finite number of CCI signal affects
each relay as well as the destination nodes.

The remainder of this paper is organized as follows: The fol-
lowing section is for presenting the system model and its math-
ematical representation. In Section III, the derivations of the
performance metrics are presented. Simulated and analytical
results for the evaluation and proof of the derived expressions

Fig. 1. General system model used for analysis.

are provided in Section IV. Section V presents the summary and
conclusions of this work. Finally, we give detailed steps of the
analytical derivations in Appendices A–D.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a cognitive network of
one source node (S), one relay node (R), K destination users
(Dk, k = 1, 2, . . . ,K), and a single primary-user node. The
nodes in the system are equipped with a single antenna and
operate in half-duplex mode. In our system model, we assume
that the impact of the primary transmitter on the secondary
network in this specific cell is neglected. One of the possible
examples of our system model is when the same network
provider controls both primary and secondary nodes, where the
level of interference with the secondary users can be controlled
within a reasonable range. This can be obtained by managing
the nodes according to their position, or it could be possible to
interpret the interference as a further addition to the existing
noise level at the secondary-user receiver [29]. Moreover, the
impact of other transmit nodes in the neighboring cells cannot
be ignored. We have expressed the interference from outside
our cell as the CCI to our network. Another possible example
of our system model is to represent the impact of the primary
transmitter and the other surrounding transmit nodes as the CCI.
This is due to the fact that the CCI could be from any other
frequency channels injecting energy into the channel of interest.

In addition, we assume that there is no direct link between the
secondary source and destination nodes [24] (i.e., the commu-
nication is performed through the relay node only). Moreover,
we define Imax as a threshold interference value, which is the
maximum tolerance of interference that the secondary transmit
nodes can produce at primary receiver nodes [34], [35]. The
channels in the dual-hop communication are assumed to be
affected by independent nonidentical slow Rayleigh fading
channels. In addition, we assume that the destination nodes
are distributed in a homogeneous environment; therefore, the
channels between the relay node and K destination users are
affected by the independent and identically distributed Rayleigh
fading channels [10], [12], where h and gk are the channel
coefficients between source–relay and relay–kth destination,
respectively, and fsp and frp are the interference channel
coefficients between secondary source–primary receiver and
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secondary relay–primary receiver, respectively. Therefore, the
corresponding channel gains will be |h|2, |gk|2, |fsp|2, and
|frp|2 that follow an exponential distribution with mean values
of σ2

h, σ2
g , σ2

fsp
, and σ2

frp
, respectively. In our system model,

we consider the transmission power constraint on the secondary
transmit nodes. For example, Ps represents the maximum
power that the secondary source can achieve. Similarly, Pr is
the maximum power that the secondary relay can use.

In the DF relay protocol, transmission is performed within
two phases (i.e., time slots). In the first phase of transmission,
the source node will transmit the signal to the relay node using
its permitted power. The received signal at the relay node has
the following form:

yr =
√
Eushx+

√
EIR

LR∑
j=1

qjxj + nr (1)

where Eus is the actual transmit power at the source
node (i.e., permitted transmission power), i.e., Eus =
min((Imax/|fsp|2), Ps). x is the transmitted signal with unit
energy. EIR is the interference power at the relay node, qj is
the fading channel coefficient between the jth interferer and
the relay, xj is the jth interferer signal, and nr is the additive
white Gaussian noise (AWGN) at the relay node that has a
power spectral density (PSD) of N0. Furthermore, LR is the
total number of interferers that affect the relay node.

In the second phase of transmission, the relay node will
decode the received message from the source node, and then, it
will encode it and forward it to the destination users. The received
signal at each of the destination users has the following form:

yDk
=
√
Eurgkx̂+

√
EIDk

LD∑
i=1

pkixki + ndk
(2)

where Eur is the actual transmit power at the relay node,
i.e., Eur = min((Imax/|frp|2), Pr). x̂ is the transmitted signal
from the relay node. EIDk

is the interference power at the
kth user, pki is the fading channel coefficient between the ith
interferer and the kth user, xki is the ith interferer signal, and
ndk

represents the AWGN at the kth destination user that has
a PSD of N0. Furthermore, LD denotes the total number of
interferers that affect the destination nodes.

Thus, the instantaneous SINR at the input of the relay and
the kth destination node can be, respectively, expressed as

γeff
h =

γh

1 +
∑LR

j=1 IRj

(3)

γeff
gk =

γgk

1 +
∑LD

i=1 IDki

, k = 1, 2, . . . ,K (4)

where γh = min((Imax/|fsp|2), Ps)|h|2/N0 and γgk =
min((Imax/|frp|2), Pr)|gk|2/N0 are the instantaneous SNR
at the relay and the kth destination nodes, respectively, and
IRj , (j = 1, 2, . . . , LR) and IDi, (i = 1, 2, . . . , LD) are the
instantaneous interference-to-noise ratio (INR) at the relay
and any destination nodes, respectively. The instantaneous
INRs IRj and IDi are random variables (RVs) that follow
the exponential distribution with mean values of ĪR and ĪD,
respectively.

In our system model, we assume that the CCI sources are far
enough from the relay and destination nodes such that, although
the CCI sources are randomly distributed geographically, the
distance from the interferers to the relay and the destination
nodes can be assumed to be the same. Therefore, it can be
assumed that the received interference signals at the relay and
destination nodes are identical in terms of the average energy
[12], [36]. This example can be observed in a conventional
cellular network with deterministic number of nodes, in which
it is reasonable to assume that all the nodes will receive
interference from an equal number of nodes [12], [37]. It is
worth mentioning that our derivations in this work are based
on average values rather than instantaneous values.

Opportunistic scheduling is achieved by selecting the desti-
nation with the highest instantaneous SINR out of K destina-
tions, at any particular point in time. The highest instantaneous
SINR of the selected user (i.e., strongest user), which is denoted
as γopp

eq , is determined by [38], [39]

γopp
eq = min

(
γeff
h , γg∗

)
(5)

where

γg∗=min

(
Imax

N0|frp|2
,
Pr

N0

)
max

k=1,...,K

{
|gk|2

1+
∑LD

i=1 IDki

}
. (6)

III. PERFORMANCE EVALUATION

A. CDF of γopp
eq

In a dual-hop cooperative communication, the cumulative
distribution function (cdf) of the end-to-end opportunistic SINR
named as Fγopp

eq
(γ) can be expressed as [9]

Fγopp
eq

(γ) = 1 −
(

1 − Fγeff
h
(γ)
) (

1 − Fγg∗ (γ)
)

(7)

where Fγg∗ (γ) is the cdf of the SINR received at the terminal
of the selected user. Fγeff

h
(γ) and Fγg∗(γ) are the cdfs of γeff

h

and γg∗, respectively. The cdfs of γeff
h and γg∗ can be found as

follows.
1) Determining Fγeff

h
(γ): The first-hop cdf is derived as

follows.
Corollary 1: The equivalent cdf of the first-hop SINR can be

written as in (8), shown at the bottom of the next page.
Proof: See Appendix A.

2) Determining Fγg∗(γ): Using quite similar steps, the cdf
of γg∗ can be written as in (9), shown at the bottom of the next
page. For this part, we use different notations corresponding to
the second-hop entities, such that we replace σ2

h, σ2
fsp

, LR, and

ĪR with σ2
g , σ2

frp
, LD, and ĪD , respectively.

Bearing in mind that the cdf of the maximum SINR
out of K users (i.e., maxk=1,...,K{|gk|2/(1 +

∑LD

i=1 IDki
)})

can be expressed as F
maxk=1,...,K{|gk |2/(1+

∑LD
i=1 IDki

)}(γ) =

[1 − e−(γ/σ2
g)(σ2

g/(σ
2
g + γĪD))LD ]

K
.

By substituting the derived cdf expressions Fγeff
h
(γ) and

Fγg∗(γ) in (8) and (9), respectively, into (7), an exact cdf
expression of γopp

eq can be obtained.
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The equivalent opportunistic outage probability is defined as
the probability that the equivalent SINR is below a predefined
threshold value; this can be easily obtained from the previous
calculated equivalent cdf by replacing variable γ with γth, i.e.,

P opp
out (γth) = Pr

(
γopp
eq ≤ γth

)
= Fγopp

eq
(γth). (10)

B. Average Error Probability

The average error probability performance can be investi-
gated via different approaches. For example, the cdf or the
probability density function (pdf) can be used to investigate
this performance indicator. By observing the derived per-hop
cdfs, it can be deduced that using the cdf approach for this
investigation could be more mathematically convenient. Thus,
the expression for the average error probability can be obtained
using the following formula [37]:

P̄b(e) =
a

2

√
b

π

∞∫
0

exp(−bx)√
x

Fγeq
(x)dx (11)

where a and b are arbitrary constants, depending on the modu-
lation schemes (e.g., quaternary phase-shift keying: a = 2 and
b = 0.5) [34]. The average error probability for the first hop
and the second hop, i.e., P̄ sr

b (e) and P̄ rd
b (e), can be obtained

by substituting the derived corresponding cdfs (i.e., Fγeff
h
(z)

and Fγg∗(z)) into (11). Finally, the end-to-end average error
probability can be calculated using the following equation [40]:

P̄ e2e
b (e) = P̄ sr

b (e) + P̄ rd
b (e)− 2

(
P̄ sr
b (e)P̄ rd

b (e)
)
. (12)

To calculate the per-hop error probability, we propose the
following theorem.

Theorem 1: We are aiming to represent the per-hop equiva-
lent cdfs for both the first and second hops in a simpler form,
which is more mathematically convenient, such that we can
carry out further investigation of the system performance. First,

we employ the following notations for both hops to make the
formulas more mathematically tractable.

First-hop cdf notations:

Υ1 =

(
1 − e

− Imax
Psσ2

fsp

)(
Psσ

2
h

ĪR

)LR

(13a)

Υ2 =

(
Imaxσ

2
h

σ2
fsp

)(
Psσ

2
h

ĪR

)LR

e
− Imax

Psσ2
fsp (13b)

α = Psσ
2
h (13c)

β =
Psσ

2
h

ĪR
. (13d)

Second-hop opportunistic cdf notations:

Υ3 =

(
1 − e

− Imax
Prσ2

frp

)(
Prσ

2
g

ĪD

)nLD

(14a)

Υ4 =

(
Imaxσ

2
g

nσ2
frp

)(
Prσ

2
g

ĪD

)nLD

e
− Imax

Prσ2
frp (14b)

δ =
Prσ

2
g

n
(14c)

η =
Prσ

2
g

ĪD
. (14d)

Then, the tight approximate per-hop equivalent cdf of the first
and second hops can be written as in (15) and (16), shown at
the bottom of the next page, respectively. It is worth mentioning
that these notations have been carefully chosen, so that the first-
and second-hop equations look similar in structure. However,
the notations for each hop are different; therefore, the same
procedure of derivation can applied to the error probability and

Fγeff
h
(γ) = 1 −

⎡
⎣e− γ

Psσ2
h

(
Psσ

2
h

Psσ2
h + γĪR

)LR
(

1 − e
− Imax

Psσ2
fsp

)
+

(
Imaxσ

2
h

Imaxσ2
h + γσ2

fsp

)(
Imaxσ

2
h + γσ2

fsp

γĪRσ2
fsp

)LR

e

Imaxσ2
h+γσ2

fsp

γĪRσ2
fsp

× Γ

(
1 − LR,

(
Imaxσ

2
h + γσ2

fsp

γĪRσ2
fsp

)(
Psσ

2
h + γĪR
Psσ2

h

))⎤⎦ (8)

Fγg∗(γ) = 1 −
K∑

n=1

(
K

n

)
(−1)n+1

⎡
⎣e− nγ

Prσ2
g

(
Prσ

2
g

Prσ2
g + γĪD

)nLD
(

1 − e
− Imax

Prσ2
frp

)
+

(
Imaxσ

2
g

Imaxσ2
g + nγσ2

frp

)

×
(
Imaxσ

2
g + nγσ2

frp

γĪDσ2
frp

)nLD

e

Imaxσ2
g+nγσ2

frp

γĪDσ2
frp Γ

(
1 − nLD,

(
Imaxσ

2
g + nγσ2

frp

γĪDσ2
frp

)(
Prσ

2
g + γĪD

Prσ2
g

))⎤⎦ (9)
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TABLE I
COMPARISON BETWEEN THE EXACT AND APPROXIMATE

REPRESENTATIONS OF THE EXPONENTIAL INTEGRAL FUNCTION

ergodic capacity for one hop to the other with the condition
of replacing the notations that have been defined for a particu-
lar hop.

Proof: See Appendix B.
It is worth noting that the proposed tight approximation

does not have a significant impact on the analytical calcula-
tions and gives quite accurate results, particularly for the case
of (Imax ≥ Ps and Pr). It is obvious that in the case when
Imax < Ps and Pr (i.e., Imax dominant system), the secondary
transmitters cannot take full advantage of their transmission
power limits, and in this case, an error floor is expected in
the system performance. The accuracy of the proposed tight
approximation can be observed later from the Monte Carlo
simulations and numerical results. For instance, in Fig. 2, we
have plotted the outage probability using the derived tight
approximate cdf equations. It can be observed that our proposed
tight approximation gives quite accurate results in comparison
to the exact results. In addition, the approximation has been
applied only to one term in the cdf formula. Moreover, we have
constructed Table I for the purpose of comparison between the
exact and tight approximate values of the exponential integral
function term that we have proposed in the cdf formula.

1) Error Probability for the First Hop: The first-hop error
probability is derived as follows.

Corollary 2: The first-hop average error probability can be
obtained as in (17), shown at the bottom of the page, where
U(a, b, z) is the confluent hypergeometric function defined
in [41, eq. (13.2.5)], and erfc(.) is the complementary error
function defined in [42, eq. (7.2.2)]. Moreover, the values of

λ1i , λ2, and λ3 are calculated by using the following equations:

λ1i =
1

(LR − 1 − i)!

∂LR−1−i

∂zLR−1−i

1
(Λ1 + z)(Λ2 + z)

∣∣∣∣
z=−β

(18a)

λ2 = (β − Λ1)
1−LR(Λ2 − Λ1)

−1 (18b)

λ3 = (β − Λ2)
1−LR (Λ1 − Λ2)

−1 . (18c)

Proof: See Appendix C.
2) Error Probability for the Opportunistic Second Hop: The

same procedure can be repeated to derive the average error
probability of the second hop. The only difference is that we
use the tight approximate opportunistic cdf for the second hop
that we derived in (16). For the purpose of saving space, we
have omitted the equations.

Finally, the end-to-end error probability can be calculated by
substituting the calculated per-hop error probability into (12).

C. Approximate CDF of the SINR γopp
eq

Although the expression for Fγopp
eq

(γ) allows for a numerical
evaluation of the system performance, it may not be computa-
tionally intensive and does not offer insight into the effect of the
system parameters. Now, we aim to express Fγopp

eq
(γ) and P̄b(e)

in simpler forms. To get more accurate results, we re-represent
the exponential integral function in more detailed terms. This
can be obtained by using [41, eq. (5.1.14)].

It is widely known that the asymptotic error probability can
be derived based on the behavior of the cdf of the output SINR
around the origin. By using Taylor’s series and considering
Ps, Pr < Imax, Fγopp

eq
(γ) can be rewritten as

Fγopp
eq

(γ) ≈
(
(1 + LRĪR)

Psσ2
h

+
σ2
fsp

Imaxσ2
h

e
− Imax

Psσ2
fsp +

K∑
n=1

(
K

n

)

× (−1)n+1

(
n (1 + LDĪD)

Prσ2
g

+
nσ2

frp

Imaxσ2
g

e
− Imax

Prσ2
frp

))
γ.

(19)

F app

γeff
h

(z) = 1 − e−
z
α

[
Υ1

(β + z)LR
+

Υ2

(β + z)LR−1 × (Λ1 + z)× (Λ2 + z)

]
(15)

F app
γg∗

(z) = 1 −
K∑

n=1

(
K

n

)
(−1)n+1e−

z
δ

[
Υ3

(η + z)LD
+

Υ4

(η + z)LD−1 × (Λ3 + z)× (Λ4 + z)

]
(16)

P̄ sr
b (e) =

a

2
− a

2

[
Υ1

√
bβ

1
2−LRU

(
1
2
,

3
2
− LR, β

(
b+

1
α

))
+Υ2

√
b×
{

LR−1∑
i=1

λ1iβ
1
2−iU

(
1
2
,

3
2
− i, β

(
b+

1
α

))

+ λ2

√
π

Λ1
e(b+

1
α )Λ1 erfc

(√(
b+

1
α

)
Λ1

)
+ λ3

√
π

Λ2
e(b+

1
α)Λ2 erfc

(√(
b+

1
α

)
Λ2

)}]
(17)
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Therefore, the average error probability can be written as

P̄b(e) ≈
a

2b

(
(1 + LRĪR)

Psσ2
h

+
σ2
fsp

Imaxσ2
h

e
− Imax

Psσ2
fsp +

K∑
n=1

(
K

n

)

× (−1)n+1

(
n(1 + LDĪD)

Prσ2
g

+
nσ2

frp

Imaxσ2
g

e
− Imax

Prσ2
frp

))
. (20)

From (19), we would like to inspect the diversity gain of the
secondary network. According to [43], at the high-SNR regime
(i.e., γ → ∞), the outage probability formula can be written as

Pout ≈ (Ocγ)
−Gd (21)

where Gd and Od are the diversity gain and the coding gain,
respectively. Now, by comparing (19) with (21), we can see that
Gd = 1.

The result in (20) confirms that opportunistic scheduling has
no impact on the diversity gain. However, by inspecting (20),
we see that the effect of opportunistic scheduling is to increase
the array gain [10]. Furthermore, the performance for K > 1 is
dominated by the S −R channel. Note that when Imax → ∞,
we have the same widely known asymptotic expression for
ordinary dual-hop DF networks, which validates our obtained
results.

D. Ergodic Capacity

Another important performance indicator for the wireless
communication network is ergodic capacity [20]. It can be
defined as the maximum capacity data rate that the system can
achieve. To assess the CR network capacity, it is important to
know the achievable throughput of the system. The ergodic
capacity can be mathematically obtained by taking the expec-
tation of the average equivalent SNR. Furthermore, it can be
calculated by using the equivalent cdf of the system [20] and
can be represented as

Cerg =

∞∫
0

F̄γeq
(x)

1 + x
dx (22)

where F̄γeq
(x) is the complementary cdf. Then, the end-to-

end ergodic capacity can be obtained by using the following
formula:

Ce2e
erg = min

(
Csr

erg, C
g∗

erg

)
(23)

where Csr
erg and Cg∗

erg are the ergodic capacities of the first hop
and the opportunistic second hop, respectively. Here, we derive
the ergodic capacity for the second hop.

Corollary 3: The second-hop ergodic capacity formula can
be expressed as in (24), shown at the bottom of the page.

Proof: See Appendix D.
In (24), E1(x) is the exponential integral function defined in

[42, eq. (6.2.6)]. Furthermore, the values of ωg1r3
, ωg2, ωg3r4

,
ωg4, ωg5, and ωg6 are calculated by using (25a)–(25f), respec-
tively. Thus

ωg1r3
=

1
(nLD − r3)!

∂nLD−r3

∂znLD−r3
(1 + z)−1

∣∣∣∣
z=−η

(25a)

ωg2 = (η − 1)−nLD (25b)

ωg3r4
=

1
(nLD − 1 − r4)!

× ∂nLD−1−r4

∂znLD−1−r4
(1+z)−1(Λ3+z)−1(Λ4+z)−1

∣∣∣∣
z=−η

(25c)

ωg4 = (η − 1)1−nLD (Λ3 − 1)−1(Λ4 − 1)−1 (25d)

ωg5 = (η − Λ3)
1−nLD (1 − Λ3)

−1(Λ4 − Λ3)
−1 (25e)

ωg6 = (η − Λ4)
1−nLD (1 − Λ4)

−1(Λ3 − Λ4)
−1. (25f)

For the first-hop ergodic capacity formula, we first substitute
the derived tight approximate first-hop complementary cdf (i.e.,
F app

γeff
h

(z)) from (15) into (22). Then, we get an integral formula

that has two main parts. It can be observed that these two parts
are quite similar to the two parts in the second-hop ergodic
capacity formula derived in Appendix D; we only need to
replace δ, η, Λ3, Λ4, Υ3, and Υ4 with α, β, Λ1, Λ2, Υ1, and
Υ2, respectively.

E. Optimum Power Allocation for K = 1

Since only when K = 1, both channels S −R and R−D1

have the same impact. Here, aiming for improved system
performance, we study adaptive power allocation subject to a
sum-power constraint, i.e., Ps + Pr = Pt, where Pt is the total
given power. The optimization problem can be formulated as

P ∗
s , P

∗
r = arg min

Ps,Pr

P̄b(e)

subject to Ps + Pr = Pt and Ps, Pr > 0. (26)

By taking the second derivative of P̄b(e) with respect to Ps,
it is easy to see that ∂2P̄b(e)/∂P

2
s is positive in the interval

Ps ∈ {0, Pt}. This implies that the objective function is a

Cg∗

erg =

K∑
n=1

(
K

n

)
(−1)n+1

{
Υ3

[
nLD∑
r3=1

ωg1r3
η1−r3e

η
δ Er3

(η
δ

)
+ ωg2e

1
δE1

(
1
δ

)]

+ Υ4

[
nLD−1∑
r4=1

ωg3r4
η1−r4e

η
δ Er4

(η
δ

)
+ ωg4e

1
δ E1

(
1
δ

)
+ ωg5e

Λ3
δ E1

(
Λ3

δ

)
+ ωg6e

Λ4
δ E1

(
Λ4

δ

)]}
(24)
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Fig. 2. Outage probability for different numbers of destination users.

strictly convex function of Ps in {0, Pt}. Hence, taking the
first derivative of P̄b(e) in (20) with respect to Ps and setting
it to zero, we can find the optimal power allocation solution.
Specifically, the optimal source power P ∗

s is the root of the
following equation:

1 + LD ĪD − e
− Imax

(Pt−Ps)σ2
frp

σ2
g(Pt − Ps)2

=
1 + LRĪR − e

− Imax
Psσ2

fsp

P 2
s σ

2
h

. (27)

The optimal relay power is given by P ∗
r = Pt − P ∗

s . It is
difficult to find a closed-form expression for the optimal source
power, i.e., P ∗

s . However, a numerical solution can be found by
standard iterative root-finding algorithms, such as the bisection
method and Newton’s method, with great efficiency. However,
if we assume Ps, Pr 
 Imax [20] and after some mathematical
manipulations, the closed-form expressions for these optimal
power values can be found as

P ∗
s ≈

⎡
⎢⎣

√
σ2
g(1 + LRĪR)√

σ2
g(1 + LRĪR) +

√
σ2
h(1 + LD ĪD)

⎤
⎥⎦Pt (28a)

P ∗
r ≈

⎡
⎢⎣

√
σ2
h(1 + LD ĪD)√

σ2
h(1 + LD ĪD) +

√
σ2
g(1 + LRĪR)

⎤
⎥⎦Pt. (28b)

In previous optimal power calculations, both optimal calcu-
lated power values P ∗

s and P ∗
r should satisfy the criteria of the

protection of the QoS of the primary receiver. For example, the
actual transmit power at the secondary source node should sat-
isfy the following criteria: (Eus = min((Imax/|fsp|2), P ∗

s )).
Similarly, for the optimal power at the relay node, the actual
relay transmit power should satisfy these criteria: (Eur =
min((Imax/|frp|2), P ∗

r )). Therefore, a guarantee of protection
of the QoS of the primary user should always be provided.

In the scenario where any of the calculated optimal power
values are above the interference power constraint (i.e., Imax

Fig. 3. Outage probability for different Imax values.

dominates the transmission power limits), an error floor occurs
in the secondary system performance results. This is because
the secondary transmitters cannot take full advantage of their
transmission power limits.

Finally, it is worth mentioning that although numerical calcu-
lation is at the source, the complexity of the proposed algorithm
is very low, since the computations are needed only once for
each system configuration. This is due to the fact that our
analysis is based on average values rather than instantaneous
values that, in practice, can be obtained through long-term
averaging of the received signal power.

IV. NUMERICAL RESULTS

For the purpose of illustration and to validate the derived
mathematical works, we present some numerical and Monte
Carlo simulation examples.

In Fig. 2, the outage probability has been plotted to show the
effect of opportunistic scheduling. We have set the CCI power
values to ĪR = 3 dB, ĪD = 2 dB, and LR = LD = 2. It can
be observed that opportunistic scheduling has less impact on
the system performance when K > 1 due to the fact that the
source–relay link will dominate the performance characteristic.

Fig. 3 shows the outage probability for different values of
Imax. The network parameter values for this figure are chosen
as follows: The SNR threshold is 1 dB, and the CCI power
values ĪR and ĪD are 0.01 of the effective or actual transmit
power values at the secondary source and relay node (i.e., Eus

and Eur) and LR = LD = 2. It can be observed that even
if there is no interference power constraint (i.e., Imax → ∞),
there is an outage floor. This is because of the linear increase in
the CCI power with respect to the effective transmission power
values at the source and relay nodes. From this, we can see how
the CCI degrades the performance of the system.

Fig. 4 shows the ergodic capacity for different Imax, K ,
and CCI power values. The network parameter values for this
figure are chosen as follows: The CCI exists at the relay and
destination nodes where LR = LD = 2, as well as for the case
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Fig. 4. Ergodic capacity for different values of Imax, K , and CCI power.

Fig. 5. Error probability for different values of Imax and K .

where there is no CCI and Imax. From the results, it can be
deduced that both the CCI and Imax will degrade the system
performance. For example, for a single destination user K = 1,
when both Imax and CCI have an impact on the secondary
network (i.e., Imax = 15 dB and ĪR = ĪD = 0.01 × Eus, Eur),
capacity saturation occurs at 30 dB, and the performance cannot
improve better than 4.1 bits/s/Hz, even when the transmission
power increased further. However, when these performance
limitations are not present, it is possible to reach 6.5 bits/s/Hz
at 30 dB.

Fig. 5 shows the error probability versus the total trans-
mission power for different Imax and K values. The network
parameter values for this figure are chosen as follows: The CCI
power values ĪR and ĪD have fixed values and also linearly
increase with the effective transmission power values by the
ratio of 0.01, and LR = 3, LD = 1. In the figure, we can see

Fig. 6. Error probability for different values of CCI power.

Fig. 7. Performance of the optimal power allocation algorithm in comparison
to the equal power allocation.

that higher Imax will lead to better performance. In addition, the
error floor in this case is due to both Imax and CCI. Moreover,
in a specific region, even for a high value of Imax, an error floor
can be observed, which is due to the CCI power.

For the purpose of only showing the impact of the CCI
power on the error probability performance of the CR network,
Fig. 6 has been plotted, which is the error probability versus the
total transmission power for different CCI power values. The
network parameter values for this figure are chosen as follows:
K = 2, LR = 2, LD = 3, and Imax > Ps, Pr. The error floor
in this case is completely due to the impact of CCI power.
For example, when the rate of increase of the CCI power with
respect to the effective secondary transmission power values is
0.05, the error performance saturates at 0.11, which means that
the error probability performance cannot improve further, even
if the transmission power increases.
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In Fig. 7, the performance of the optimal power allocation in
comparison with the equal power allocation for the case when
K = 1 for different CCI power values and Imax is shown. With
the help of (27) and by using the bisection method, the optimal
power valuesP ∗

s andP ∗
r were calculated. It can be observed that

optimal power allocation leads to an improved performance in
comparison with equal power allocation. Moreover, when Imax

limits the secondary transmission power and the CCI power is
relatively high, the improvement in the error performance due
to the optimal power allocation scheme is less significant.

V. CONCLUSION

In this paper, a comprehensive study of the performance
analysis of the opportunistic dual-hop multiuser DF underlay
cognitive cooperative network in the presence of CCI has been
presented. An exact closed-form expression for the cdf of
the equivalent SINR has been derived, and the exact outage
probability has been investigated. In turn, a tight approximate
cdf has been proposed. Based on this, expressions for the
average error probability and the system ergodic capacity over
the Rayleigh fading channel have been derived. In addition,
simple approximate expressions for the outage probability and
the average error probability have been obtained.

Finally, we investigated the system power optimization to
minimize the system error probability. Numerical results and
Monte Carlo simulations using MATLAB have also been pre-
sented to validate the correctness of the analytical results. Our
results showed that applying the opportunistic scheduling can
improve the CR system performance. On the other hand, CCI
and the Imax consideration will cause its degradation.

It is worth mentioning that our approach can be easily
extended to the multihop cognitive cooperative network. For
instance, the outage probability can be obtained by simply
substituting the per-hop results into [38, eq. (8)]. In addition,
the error probability and the ergodic capacity can be calculated
by substituting the per-hop results into [29, eqs. (28) and (47)],
respectively.

APPENDIX A
FIRST-HOP EXACT CUMULATIVE DISTRIBUTION

FUNCTION DERIVATION STEPS

Recall that the effective SINR for the first hop can be
written as γeff

h = γh/(1 +
∑LR

j=1 IRj); hence, considering both
the source node power constraint and the interference power
constraint, we can rewrite the given formula as

γeff
h = min

(
Imax

X
,Ps

)(
Y

1 + Z

)
(29)

where X , Y , and Z represent the RVs |fsp|2, |h|2, and∑LR

j=1 IRj
, respectively. Since we have assumed that all the

channels follow Rayleigh fading distribution, the pdf of X
has an exponential distribution and is written as: fX(x) =
(1/σ2

fsp
) exp(−(x/σ2

fsp
)). In addition, the corresponding cdf

can be written as: FX(x) = 1 − exp(−(x/σ2
fsp

)). We first
derive the equivalent cdf of Y/(1 + Z). Let W represent the

resulting RV of this combination W = Y/(1 + Z). Therefore,
the cdf of W can be written as

FW (γ) =

∞∫
z=0

FY ((z + 1)γ) fZ(z)dz (30)

where FY (γ) is the cdf of the channel gain between the
source and relay node that can be expressed as FY (y) = 1 −
exp(−(y/σ2

h)). fZ(z) is the pdf of RV
∑LR

j=1 IRj
that can

be expressed as fZ(z) = (zLR−1/ĪLR

R Γ(LR)) exp(−(z/ĪR)),
where ĪR is the average INR. By substituting both formulas of
FY (y) and fZ(z) into (30), we get the cdf of RV W , i.e.,

FW (γ) = 1 − e
− γ

σ2
h

(
σ2
h

σ2
h + γĪR

)LR

. (31)

It is well known that the cdf of γeff
h can be obtained by

Fγeff
h
(γ) = Pr

(
γeff
h ≤ γ

)
. (32)

Then, with the help of the total probability theorem, the cdf of
Fγeff

h
(γ) can be expressed by the following formula:

Fγeff
h
(γ) = Pr

(
Imax

X
W ≤ γ,

Imax

X
< Ps

)

+ Pr

(
PsW ≤ γ,

Imax

X
> Ps

)
. (33)

The given formula can be represented in terms of the
integrals, i.e.,

Fγeff
h
(γ) =

∞∫
x= Imax

Ps

γx
Imax∫

y=0

fX(x)fW (y)dx dy

+

Imax
Ps∫

x=0

γ
Ps∫

y=0

fX(x)fW (y)dx dy

= I1 + I2. (34)

The second part of the given integrals (i.e., I2) can be easily
obtained as

I2=

⎛
⎜⎝1−

(
σ2
h

ĪR

)LR e
− γ

Psσ2
h(

σ2
h

ĪR
+ γ

Ps

)LR

⎞
⎟⎠
(

1−e
− Imax

Psσ2
fsp

)
. (35)

Moreover, the first part (i.e., I1) can be written as

I1=

∞∫
x= Imax

Ps

1
σ2
fsp

e
− x

σ2
fsp ×

⎛
⎜⎝1−

(
σ2
h

ĪR

)LR e
− γx

Imaxσ2
h(

σ2
h

ĪR
+ γx

Imax

)LR

⎞
⎟⎠dx.

(36)
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After some arrangements, we can write the given formulas as

I1=e
− Imax

Psσ2
fsp−

(
Imaxσ

2
h

γĪR

)LR 1
σ2
fsp

∞∫
x= Imax

Ps

e
−x

(
γ

Imaxσ2
h

+ 1

σ2
fsp

)

(
Imaxσ2

h

γĪR
+x
)LR

dx.

(37)

Now, let t = (Imaxσ
2
h/γĪR) + x; therefore, we get

I1 = e
− Imax

Psσ2
fsp −

(
Imaxσ

2
h

γĪR

)LR 1
σ2
fsp

e

(
γσ2

fsp
+Imaxσ2

h

Imaxσ2
h
σ2
fsp

)(
Imaxσ2

h
γĪR

)

×
∞∫

t= Imax
Ps

+
Imaxσ2

h
γĪR

e
−t

(
γσ2

fsp
+Imaxσ2

h

Imaxσ2
h
σ2
fsp

)

tLR
dt. (38)

Next, we change the variable in the given integral so that s =
t((γσ2

fsp
+ Imaxσ

2
h)/Imaxσ

2
hσ

2
fsp

). After this substitution and
by doing some straightforward mathematical manipulation and
comparing our formula with [42, eq. (5.2.1)]), we can obtain the
desired formula as

I1 = e
− Imax

Psσ2
fsp −

(
Imaxσ

2
h

Imaxσ2
h + γσ2

fsp

)(
Imaxσ

2
h + γσ2

fsp

γĪRσ2
fsp

)LR

×e

Imaxσ2
h
+γσ2

fsp

γĪRσ2
fsp Γ

⎛
⎝1−LR,

(
γĪR+Psσ

2
h

)(
γσ2

fsp
+Imaxσ

2
h

)
γσ2

fsp
Psσ2

hĪR

⎞
⎠.

(39)

Finally, an exact equivalent cdf expression for the first-hop
equivalent SINR (i.e., Fγeff

h
(γ)) can be obtained by combining

both parts I1 and I2, which can be represented as in (8).

APPENDIX B
PROOF OF THEOREM 1

The aim of this theorem is to provide a tight approximate
representation of the derived per-hop cdfs, so that we can
do further mathematical manipulation on them, for example,
deriving the error probability and ergodic capacity formulas.
Using [41, eq. (5.1.45)], the upper incomplete gamma function
can be represented in terms of the exponential integral function
as follows:

Γ(1 − n, x) = x1−nEn(x) (40)

where En(x) is the exponential integral function defined in [42,
eq. (8.19.2)]. After this substitution, the cdf of the first hop can
be written as in (41), shown at the bottom of the page.

According to [42, eq. (8.19.21)], the exponential integral
function can be bounded as

1
x+ n

< exEn(x) ≤
1

x+ n− 1
. (42)

Furthermore, we apply the following approximation for the
exponential integral function:

En(x) ≈
e−x

x+ n
. (43)

The next step is to substitute the notations in (13a)–(13d)
into the cdf formula in (41) and then apply the proposed
approximate formula in (43). After doing some mathematical
manipulations and arrangements, we get our desired and sim-
pler formula, which is a tight approximate cdf of the first-hop
equivalent SINR and is represented in (15), where Λ1 and Λ2

are obtained by using the formulas given in (44a) and (44b),
shown below, respectively. Thus

Λ1 =
σ2
h

2

⎡
⎢⎣
(
PsLR +

Imax

σ2
fsp

+
Ps

ĪR

)

+

√√√√(PsLR)2+2PsLR

(
Imax

σ2
fsp

+
Ps

ĪR

)
+

(
Imax

σ2
fsp

−Ps

ĪR

)2
⎤
⎥⎦

(44a)

Λ2 =
σ2
h

2

⎡
⎢⎣
(
PsLR +

Imax

σ2
fsp

+
Ps

ĪR

)

−

√√√√(PsLR)2+2PsLR

(
Imax

σ2
fsp

+
Ps

ĪR

)
+

(
Imax

σ2
fsp

− Ps

ĪR

)2⎤⎥⎦.
(44b)

The same procedure that we used for the first-hop cdf can
be repeated for the opportunistic second-hop cdf. Therefore,
we can formulate a tight approximate opportunistic cdf of the
second-hop opportunistic equivalent SINR as in (16), where Λ3

Fγeff
h
(z) = 1 −

⎡
⎣e− z

Psσ2
h

(
Psσ

2
h

Psσ2
h + zĪR

)LR
(

1 − e
− Imax

Psσ2
fsp

)
+ e

Imaxσ2
h+zσ2

fsp

zĪRσ2
fsp ELR

(
Imaxσ

2
h + zσ2

fsp

zĪRσ2
fsp

Psσ
2
h + zĪR
Psσ2

h

)

×
(

Psσ
2
h

Psσ2
h + zĪR

)LR
(
Psσ

2
h + zĪR
Psσ2

h

)(
Imaxσ

2
h

zĪRσ2
fsp

)⎤⎦ (41)
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and Λ4 are obtained by using the formulas given in (45a) and
(45b), shown below, respectively. Thus

Λ3 =
σ2
g

2

⎡
⎢⎣
(
PrLD +

Imax

nσ2
frp

+
Pr

ĪD

)

+

√√√√(PrLD)2+2PrLD

(
Imax

nσ2
frp

+
Pr

ĪD

)
+

(
Imax

nσ2
frp

− Pr

ĪD

)2
⎤
⎥⎦

(45a)

Λ4 =
σ2
g

2

⎡
⎢⎣
(
PrLD +

Imax

nσ2
frp

+
Pr

ĪD

)

−

√√√√(PrLD)2+2PrLD

(
Imax

nσ2
frp

+
Pr

ĪD

)
+

(
Imax

nσ2
frp

− Pr

ĪD

)2⎤⎥⎦.
(45b)

In Fig. 2, we have plotted the outage probability using the
derived new expressions for cdf formulas and compared it with
the exact results. It can be observed that our proposed tight
approximation gives quite accurate results, particularly for the
higher values of Imax.

In addition, to show the accuracy of our proposed tight
approximation numerically, we have constructed Table I, which
is a comparison between the exact value of the exponen-
tial integral term and its corresponding tight approximated
value. It will explain the tightness of the approximation
that we have used in our analysis. For the exact calcula-
tion, we have calculated the value of ezELR

(z), where z =
((Imaxσ

2
h+γthσ

2
fsp

)/γthĪRσ
2
fsp

)((Psσ
2
h+γthĪR)/Psσ

2
h). Fur-

thermore, we have assumed the following values for the en-
tities: σ2

h = 2.2, σ2
fsp

= 0.7, ĪR = 3 dB, LR = 2, and γth =
2 dB. Moreover, for the tight approximate calculation, we have
determined the value of 1/(LR + z). The calculations have
been made for different values of Imax in decibels and Ps.

APPENDIX C
FIRST-HOP AVERAGE ERROR PROBABILITY

DERIVATION STEPS

For deriving the average bit error probability, we use a tight
proposed approximated cdf in (15). After substituting (15) into
(11), we get a formula that has three integral parts. In the
following sections, we will discuss and/or derive each part.
The first integral part can be easily obtained by comparing
our formula with [42, eq. (5.2.1)]. Bearing in mind that n! =
Γ(n− 1) and Γ(1/2) =

√
π, we have

P̄ sr1
b (e) =

a

2

√
b

π

∞∫
0

e−b x

√
x

dx =
a

2
(46)

where P̄ sr1
b (e) represents the first part of the first-hop average

error probability formula. The second part of the integral has
the following form:

P̄ sr2
b (e) = −a

2

√
b

π

∞∫
0

e−b x

√
x

Υ1
e−

x
α

(β + z)LR
dx (47)

where P̄ sr2
b (e) represents the second part of the first-hop av-

erage error probability formula. We exchange the variable in
the given integral so that t = x/β; then, after performing some
mathematical arrangements, we get

P̄ sr2
b (e) = −Υ1

a

2

√
b

π
β

1
2−LR

∞∫
0

e−tβ(b+ 1
α )

√
t(1 + t)LR

dt. (48)

Using [41, eq. (13.2.5)], the desired formula can be obtained as

P̄ sr2
b (e) = −Υ1

a

2

√
bβ−LR+ 1

2U

(
1
2
,

3
2
− LR, β

(
b+

1
α

))
.

(49)

The third part of the integral has the following form:

P̄ sr3
b (e) = −Υ2

a

2

√
b

π

∞∫
0

x−1/2(β + x)1−LRe−bxe−
x
α

(Λ1 + x)(Λ2 + x)
dx

(50)

where P̄ sr3
b (e) represents the third part of the first-hop average

error probability formula. For the purpose of mathematical
tractability and to simplify the given integral, we use the partial-
fraction decomposition technique to represent the integral for-
mula in a simpler form, i.e.,

P̄ sr3
b (e) = −Υ2

a

2

√
b

π

∞∫
0

e−x(b+ 1
α )

√
x

×
[
LR−1∑
i=1

λ1i

(β + x)i
+

λ2

(Λ1 + x)
+

λ3

(Λ2 + x)

]
dx

(51)

where λ1i , λ2, and λ3 are coefficient constants; their values
are obtained by the formulas given in (18a)–(18c), respectively.
Now, our formula has three parts; we define them as P̄ sr3

b1
(e),

P̄ sr3
b2

(e), and P̄ sr3
b3

(e). By observing the integral formula, we
deduce that P̄ sr3

b1
(e) is quite similar to the formula that we have

derived in the previous section (i.e., second part of the error
probability formula P̄ sr2

b (e)). Therefore, it can be written as

P̄ sr3
b1 (e)=−Υ2

a

2

√
b

LR−1∑
i=1

λ1iβ
1
2−iU

(
1
2
,

3
2
−i, β

(
b+

1
α

))
.

(52)

Moreover, the integral in P̄ sr3
b2

(e) can be solved as follows:
First, we change the variable of the integral so that x = Λ1t

2.
After doing this exchange operation and performing some
mathematical arrangements, we get

P̄ sr3
b2 (e) = −2Υ2λ2√

Λ1

a

2

√
b

π

∞∫
0

e−(b+
1
α )Λ1t

2

(1 + t2)
dt. (53)
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By comparing our formula with [42, eq. (7.7.1)], we can get the
desired form as

P̄ sr3
b2

(e) = −a

2
Υ2λ2

√
bπ

Λ1
e(b+

1
α )Λ1erfc

(√(
b+

1
α

)
Λ1

)
.

(54)

The derivation steps of the integral in P̄ sr3
b3

(e) are similar
to previous derivations (i.e., P̄ sr3

b2
(e)). Therefore, it can be

written as

P̄ sr3
b3 (e) = −a

2
Υ2λ3

√
bπ

Λ2
e(b+

1
α )Λ2erfc

(√(
b+

1
α

)
Λ2

)
.

(55)
Finally, the average error probability for the first hop can be
formulated by combining the three derived parts, and it can be
written as in (17).

APPENDIX D
SECOND-HOP OPPORTUNISTIC ERGODIC CAPACITY

DERIVATION STEPS

After substituting the derived tight approximate opportunis-
tic second-hop complementary cdf [i.e., F̄ app

γg∗
(z)] from (16)

into (22), we get an ergodic capacity formula that has two
main parts; we name them Cg∗

erg1 and Cg∗
erg2 , respectively. In

the following sections, we derive and/or discuss each part. The
first part can be represented as

Cg∗
erg1 = Υ3

∞∫
0

e−
z
δ

(1 + z)(η + z)nLD
dz (56)

where Cg∗
erg1

represents the first part of the second-hop op-
portunistic ergodic capacity integral formula. Since it is quite
difficult to solve the given integral, we aim to represent it in
a simpler form so that we can manipulate and solve it. With
the help of partial-fraction decomposition, we can represent the
given integral as follows:

Cg∗
erg1 = Υ3

∞∫
0

⎡
⎢⎢⎢⎢⎢⎣

Cg∗
erg11︷ ︸︸ ︷

nLD∑
r3=1

ωg1r3
e−

z
δ

(η + z)r3
+

Cg∗
erg12︷ ︸︸ ︷

ωg2e
− z

δ

(1 + z)

⎤
⎥⎥⎥⎥⎥⎦ dz (57)

where ωg1r3
and ωg2 are obtained using the formulas given

in (25a) and (25b), respectively. For part Cg∗
erg11 in (57), we

exchange the variable in the integral so that t = 1 + (z/η);
therefore, after some straightforward mathematical manipula-
tions, we get the following:

Cg∗
erg11 = Υ3

nLD∑
r3=1

ωg1r3
η1−r3e

η
δ

∞∫
1

e−
η
δ t

tr3
dt. (58)

Now, by comparing our integral formula with [42, eq. (8.19.3)],

we get our desired representation, i.e.,

Cg∗
erg11 = Υ3

nLD∑
r3=1

ωg1r3
η1−r3e

η
δ Er3

(η
δ

)
. (59)

For part Cg∗
erg12 in (57), we exchange the variable in the integral

so that t = 1 + z. As a result, we get the following:

Cg∗
erg12

= Υ3ωg2e
1
δ

∞∫
1

e−
z
δ

t
dt. (60)

With the help of [42, eq. (8.19.3)], we obtain a desired
formula, i.e.,

Cg∗
erg12 = Υ3ωg2e

1
δ E1

(
1
δ

)
. (61)

The second part of the second-hop opportunistic ergodic capac-
ity integral formula can be represented as

Cg∗
erg2

= Υ4

∞∫
0

e−
z
δ

(η + z)nLD−1(Λ1 + z)(Λ2 + z)
dz (62)

where Cg∗
erg2 represents the second part of the second-hop

opportunistic ergodic capacity integral formula. Similar to the
first part of the integral, we employ the partial-fraction decom-
position technique to represent the given integral in a simpler
form so that we can do further mathematical manipulations on
it. Thus

Cg∗
erg2

= Υ4

∞∫
0

⎡
⎢⎢⎢⎢⎢⎣

Cg∗
erg21︷ ︸︸ ︷

nLD−1∑
r4=1

ωg3r4
e−

z
δ

(η + z)r4
+

Cg∗
erg22︷ ︸︸ ︷

ωg4 e
− z

δ

(1 + z)

+
ωg5 e

− z
δ

(Λ1 + z)︸ ︷︷ ︸
Cg∗

erg23

+
ωg6 e

− z
δ

(Λ2 + z)︸ ︷︷ ︸
Cg∗

erg24

⎤
⎥⎥⎥⎥⎥⎦ dz (63)

where ωg3r4
, ωg4, ωg5, and ωg6 are obtained using the formulas

given in (25c)–(25f), respectively. It can be observed that we
obtained similar integral forms as in the first part. Therefore,
we just write the final equations as

Cg∗
erg21 = Υ4

nLD−1∑
r4=1

ωg3r4
η1−r4e

η
δ Er4

(η
δ

)
(64)

Cg∗
erg22

= Υ4ωg4e
1
δ E1

(
1
δ

)
(65)

Cg∗
erg23 = Υ4ωg5e

Λ1
δ E1

(
Λ1

δ

)
(66)

Cg∗
erg24

= Υ4ωg6e
Λ2
δ E1

(
Λ2

δ

)
. (67)
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Finally, the opportunistic ergodic capacity for the second hop
can be formulated by combining all derived parts, and it can be
written as in (24).
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