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In the second experiment, we consider the transmission of voice
and data traffic over PCF. In this experiment, eight nodes are polled
by the PC, where nodes 1 to 4 transmit voice traffic [13] and nodes 5
to 8 transmit data traffic at a rate of 11 Mb/s (i.e., Rdata = 11 Mb/s),
and each node takes a different parameter setting shown in Table II.
Fig. 5(a) plots the mean total delay per data frame [i.e., (4) and
(17)] for each node, and Fig. 5(b) plots the corresponding standard
deviation [i.e., (3)], where the abscissa represents the node ID, the bar
with dashed border represents the simulation results, and the bar with
solid border represents the theoretical results. Note that the standard
deviation of the total delay is same to that of the waiting delay since Ui

in (4) is a constant. In Figs. 5(a) and (b), each node has an apparently
different mean delay and delay variance since each node takes a very
different parameter setting. The close match between the theoretical
curves and the corresponding simulation curves manifests that our
theoretical results are very accurate for heterogeneous traffic as well.

VI. CONCLUSION

The IEEE 802.11 PCF network is a polling-based system. This
paper has proposed using the M/G/1 vacation model to analyze the
delay performance of the PCF. Our method is powerful and scalable.
This paper lays a solid foundation to analyze the variants of the PCF
protocol such as 802.11e HCCA and 802.16.
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Abstract—Joint scheduling and resource allocation in uplink orthogonal
frequency-division multiplexing (OFDM) systems is complicated and even
becomes intractable with a large subcarrier and a large user number.
This paper investigates the resource allocation for OFDM-based multiuser
multiple-access relay channels (MARCs) with network coding. We formu-
late a joint optimization problem considering source-node pairing, sub-
carrier assignment, subcarrier pairing, and power allocation to maximize
the sum rate under per-user power constraints. The problem is solved in
polynomial time by optimizing three separate subproblems. To further re-
duce the complexity, three low-complexity suboptimal algorithms are then
proposed when fixing partial resource. The simulation results show the
performance gains of the proposed algorithms versus per-node transmit
power and source-node number, and the impact of relay location is also
evaluated.

Index Terms—Multiple-access relay channels (MARC), network coding,
orthogonal frequency-division multiplexing (OFDM), resource allocation.

I. INTRODUCTION

Wireless relays can provide reliable transmission and broad cov-
erage for next-generation wireless networks [1], [2]. The relay node
assists transmission by forwarding messages from a source to a desti-
nation, where several cooperative protocols were introduced, including
amplify-and-forward (AF) and decode-and-forward (DF) schemes [2].
However, such relay is always assumed to be half-duplex so that the
spectral efficiency suffers from an inherent loss. To overcome this
shortcoming, network coding, which was originally proposed in wired
communications, can be applied in relay systems [3]–[5].

Recently, many novel protocols have been studied in multiple-
access relay channels (MARCs) with network coding, where multiple
sources send wireless symbols to a destination with the help of a
network-coded relay, such as the DF-based protocol in [6] and [10]–
[12] and the AF-based protocol in [7]. A typical MARC consists of two
sources, a relay, and a destination. As depicted in Fig. 1(a), the con-
ventional way requires four stages to accomplish transmission. Since
the destination can receive messages from the source and the relay,
this transmission protocol can achieve a diversity order of 2. However,
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Fig. 1. Frame structure for conventional cooperative and network-coded co-
operative MARCs. (a) Frame structure for the conventional cooperative MARC.
(b) Frame structure for the cooperative MARC with network coding.

the network-coded cooperative protocol, as depicted in Fig. 1(b),
only requires three stages and therefore becomes more efficient. In
this transmission protocol, the relay forwards the network-coded
message, instead of two separate messages, which still achieves full
cooperative diversity. In [6], a new framework termed adaptive DF-
based network-coded cooperation was proposed, where the achievable
rates and outage probabilities were evaluated. Ding et al. [7] discussed
the outage probability and diversity gain for a network-coded coop-
erative MARC and showed that the proposed AF-based protocol can
achieve transmission of two sources to a destination within two stages.
However, this protocol does rely on the assumption of precise time
synchronization both on the relay and the destination at the first stage.
Note that, after the signals traverse the wireless channel, there is a
phase shift that depends on the distance between the sender and the
receiver. Since the phase shifts are different from the two sources
to the relay and the destination, respectively, therefore, the perfect
synchronization is not feasible. In this paper, we consider a three-stage
AF-based protocol, which is similar to the time-division broadcast
protocol in [8] and [9]. Although we do need time synchronization
in this protocol, the received signals will be synchronized separately,
which is more feasible in practice. To further improve performance
for the future generation of wireless systems, a MARC with network
coding has been studied jointly with other transmission technologies,
such as multiple-input multiple-output (MIMO) [11] and orthogonal
frequency-division multiplexing (OFDM) [12].

On the other hand, efficient resource allocation is critical to improve
performance in wireless communication systems. Several resource-
allocation schemes for OFDM-based conventional one-way relay
networks have been proposed in [13]–[15]. In [13], Kaneko et al.
investigated a subcarrier-fixed resource-allocation scheme in two-hop
relay networks. Here, subcarrier fixed indicates that signals received
at a relay node from one subcarrier are broadcasted over the same
subcarrier in the next hop. It can be observed that such a scheme
does not fully utilize the differences of channel conditions. Thus, better
performance could be achieved if the subcarriers between two phases
are paired, which is known as subcarrier pairing. Li et al. [14] studied
the subcarrier pairing and power allocation in AF and DF OFDM
relay systems. In [15], Dang et al. proposed a framework for joint
optimization of power and subcarrier allocation, relay selection, and
subcarrier pairing for single-user multiple one-way OFDM systems.
Motivated by the previous works in two-hop one-way relay networks,
several resource-allocation schemes for network-coded two-way relay
system have been studied, which can improve spectral efficiency [17]–
[19]. Ho et al. [17] studied subcarrier pairing and power allocation in
three-node two-way relay channels, where they did not involve source

pairing and subcarrier assignment. In [18], the subcarrier-pairing-
based resource allocation considering subcarrier assignments and relay
selection was investigated in OFDM-based multiuser two-way relay
networks, where the authors did not consider power allocation for
simplicity. However, per-node power constraints make the problem
even less tractable. Zhang et al. [19] studied the joint optimization
problem of subcarrier-pairing-based relay power allocation, relay se-
lection, and subcarrier assignment, whereas source pairing was not
taken into account. However, to the best of the authors’ knowledge,
resource allocation jointly optimizing source-node pairing, subcarrier
assignment, subcarrier pairing, and power allocation in OFDM-based
MARCs with network coding has not been addressed in the literature.

In this paper, a joint optimization problem of maximizing the sum
rate by varying source-node pairing, subcarrier assignment, subcarrier
pairing, and power allocation is studied in OFDM-based network-
coded MARC with the help of an AF relay. The main contributions
of this paper are summarized as follows.

1) A new optimization problem where all the resources are
jointly optimized is formulated for OFDM-based network-coded
MARCs with the help of an AF relay. Unlike many previous
works on resource allocation in OFDM one-way relay networks
[13]–[15], this problem considers network coding technology.
Different from previous works in two-way relay systems [16]–
[20], intrapair interference (self-interference) can be subtracted
at source receivers in two-way relay channels, whereas in
network-coded MARCs, the intrapair interference cannot be
completely eliminated. This interference makes source pairing
and subcarrier allocation more complicated than that in two-way
relay channels. Hence, the resource allocation in network-coded
MARC is much different from that in two-way relay channels,
and as a result, the schemes proposed in [16]–[20] cannot be
extended to apply in this paper.

2) To solve this optimization problem, we must overcome three
major challenges. First, resource allocation for OFDM systems
is usually a mixed-integer-programming problem with exponen-
tial computational complexity. Second, in uplink network-coded
MARCs, the individual-user power constraints and intrauser in-
terference in each user pair make this problem more intractable.
Third, power allocation, subcarrier assignment, and subcarrier
pairing are tightly coupled, i.e., different subcarrier assignments
lead to different subcarrier pairing and power allocation. There-
fore, we solve the problem through three phases, and the com-
plexity of proposed resource-allocation algorithm is polynomial
with the number of subcarriers and source nodes.

3) Based on the optimization framework proposed in this paper,
we further propose three low-complexity algorithms when fixing
partial resource among subcarrier assignment, subcarrier pair-
ing, and transmit power, and then evaluate the performance loss
by simulations.

The rest of this paper is organized as follows. Section II provides
the detail of the system model and formulates the resource-allocation
problem. In Section III, the proposed resource-allocation algorithm is
given by solving three separate subproblems. Section IV presents three
low-complexity algorithms and provides simulation results to show the
performance of the proposed algorithms. Finally, Section V concludes
this paper.

Notation: Scalars are denoted by lowercase letters, e.g., x; boldface
lowercase letters are used for vectors, e.g., x; and boldface uppercase
letters are used for matrices, e.g., X. E(x) is the expectation of various
x. |x| denotes the norm of complex number x. (x)+ denotes the
maximum between a real number x and zero. X∗, XT , and XH denote
conjugate, transpose, and conjugate transpose, respectively.
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Fig. 2. System model for the OFDM-based network-coded MARC.

II. SYSTEM MODEL

Consider a network-coded MARC (see Fig. 2), where K source
nodes, which are denoted by S1, S2, . . . , SK , transmit information to
destination D with the help of AF-based relay node R. The transmis-
sion is based on OFDM technology; thus, each channel is logically
divided into N subcarriers. We assume that each node can acquire
the complete channel knowledge through training or preambles, and
perfect synchronization has been established among all the nodes prior
to data transmission.

A. MARC With Network Coding

For the source pair (k, ϕk), we denote two source nodes as Sk and
Sϕk

, respectively. In each transmission frame, three time slots are
applied for a source pair to communicate with a destination through
network coding [see Fig. 1(b)].

1) Broadcast Phase: In the broadcast phase, each source node
broadcasts its symbols in turn. At the first time slot, Sk sends signals
on subcarrier n. The received signals at D and R can be expressed,
respectively, as

yn
kD =

√
pnkh

n
kDxn

k + nn
D (1)

yn
kR =

√
pnkh

n
kRx

n
k + nn

R (2)

where xn
k is the transmitted symbol with unit power from source node

Sk, pnk is the transmit power for Sk on subcarrier n, and nn
D and nn

R

are the additive white Gaussian noise at D and R, respectively (i.e.,
E(nn

D) = σ2
Dn and E(nn

R) = σ2
Rn ). The channel coefficients from Sk

to destination D (relay R) on subcarrier n is denoted by hn
kD(hn

kR).
At the second time slot, the source node Sϕk

, which is paired with
Sk, sends signal on subcarrier n. Similarly, the received signals at D
and R can be written, respectively, as

yn
ϕkD

=
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pnϕk
hn
ϕkD

xn
ϕk

+ nn
D (3)

yn
ϕkR

=
√

pnϕk
hn
ϕkR

xn
ϕk

+ nn
R. (4)

Here, xn
ϕk

is the transmitted symbol with unit power from source
node Sϕk

, pnϕk
is the transmit power for Sϕk

on subcarrier n, and

hn
ϕkD

(hn
ϕkR) denotes channel coefficients from Sϕk

to D(R) on
subcarrier n.

2) Relay Phase: At the third time slot, which is described as the
relay phase, the relay amplifies the received signals from the previous
two time slots and forwards them to node D on subcarrier πn.
Therefore, node D receives

yπn
RD =

√
pπn
R hπn

RD

(
βn
1 y

n
kR + βn

2 y
n
ϕkR

)
+ nπn

D (5)

where pπn
R is the transmit power for relay R on subcarrier πn, hπn

RD

is the channel coefficient from R to D, and nπn
D is the additive white

Gaussian noise at node D on subcarrier πn (i.e., E(nπn
D ) = σ2

Dπn ).
Without loss of generality, in this paper, we assume σ2

Rn = σ2
Dn =

σ2
Dπn = 1. Here, βn

i is the amplification factor for time slot i(i = 1, 2)
and can be written as

βn
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√
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where the approximation is based on the assumption that it is in the
high-SNR region [14], [15]. To ensure that the transmit power of relay
node is PR, αn

1 and αn
2 should satisfy that αn

1 + αn
2 = 1.

Combining (1)–(5), the observations at destination D can be ex-
pressed as

y = Hx+ n (8)

where x = [xn
k , x

n
ϕk

]T , y = [yn
kD, yn

ϕkD, yπn
RD]T
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.

Jiang et al. [21] have analyzed the performance of the zero-forcing
(ZF) and MMSE equalizers in a MIMO system and presented the gains
of the MMSE equalizer in a bit error rate and outage probabilities
over the ZF equalizer. Therefore, in this paper, we consider MMSE
equalizers. Based on the derivation in Appendix A, the output SNR for
source Sk and Sϕk

can be expressed, respectively, as

SNRn,πn
k =A+M − MN

B +N + 1
(9)

SNRn,πn
ϕk

=B +N − MN

A+M + 1
(10)

where A = pnk |hn
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|2
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α1p

πn
R |hπn

RD|2

α1p
πn
R |hπn

RD|2
pn
k |hn

kR|2
+

α2p
πn
R |hπn

RD|2
pnϕk

∣∣hn
ϕkR

∣∣2 + 1

N =
α2p

πn
R |hπn

RD|2

α1p
πn
R |hπn

RD|2
pn
k |hn

kR|2
+

α2p
πn
R |hπn

RD|2
pnϕk

∣∣hn
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.
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Again applying the high-SNR assumption, (9) and (10) can be
rewritten as

SNRn,πn
k ≈A+

MB

B +N
(11)

SNRn,πn
ϕk

≈B +
NA

A+M
. (12)

For simplicity, we do not consider the power allocation between two
data flows, and we assume that αn

1 = αn
2 = 1/2. Note that, in this case,

we can obtain that M = N . Comparing SNRn,πn
k with SNRn,πn

ϕk
, it

can be shown that

SNRn
k − SNRn

ϕk

= (A−B)(AB +MA+MB)/ ((A+M)(B +M))

×

⎧⎨
⎩

> 0, A > B

= 0, A = B

< 0, A < B.

(13)

Therefore, the achievable transmission rate (in nat/Hz) to the desti-
nation link for the source pair (k, ϕk) on the subcarrier pair (n, πn)
can be expressed as [21], [22]

Cn,πn
k,ϕk

=Cn,πn
k + Cn,πn

ϕk

=
1
3
ln(1 + SNRn,πn

k ) +
1
3
ln(1 + SNRn,πn

ϕk
) (14)

where the factor of 1/3 accounts for three time slots in each transmis-
sion frame. We note that the standard Shannon capacity characterizes
the maximal information rate supported in the channel with error-free
transmission when the channel state information (CSI) is available at
the transmitter, and optimal power allocation is adopted. However,
in practice, the capacity is sacrificed not only from the suboptimal
equalizers but also from other imperfect devices in the transceiver,
such as the codec. In this paper, we only consider the transmission
rate after using the MMSE equalizers and assume that the codec will
be able to support a perfect error correction. Therefore, (14) describes
the maximal supportable transmission rate after MMSE equalization.

B. Problem Formulation

Let ρ be the resource-allocation indicator vector with elements
ρn,πn
k,ϕk

∈ {0, 1}. When ρn,πn
k,ϕk

= 1, it indicates that subcarrier pair
(n, πn) is allocated to source pair (k, ϕk), and ρn,πn

k,ϕk
= 0 if oth-

erwise. Define ϕ = [ϕ1, . . . , ϕK ] as the source-node pairing vector,
i.e., Sϕk

is the pairing with source Sk. Let π = [π1, . . . , πN ] denote
the subcarrier indicator vector, and the element πn indicates that the
subcarrier n in the broadcast phase pairs with subcarrier πn in the
relay phase. To avoid interpair interference, variables π must satisfy
that each subcarrier can be paired with only one subcarrier. We denote
the transmit power vector as p = [p1k, . . . p

N
k , p1R, . . . p

N
R ].

In this paper, our aim is to maximize the sum rate by optimizing
ρ, ϕ, π, and p under resource assignment and per-source power
constraints. The optimization problem (Problem 2.1) can be formu-
lated as follows:

max
{ρ,ϕ,π,p}

N∑
n=1

K∑
k=1

2ρn,πn
k,ϕk

Cn,πn
k (15)

s.t. sn,πn
k,ϕk

≤ min{Ck, Cϕk
} ≤ φn,πn

k,ϕk
∀n, k (16a)

K∑
k=1

ρn,πn
k,ϕk

≤ 1 ∀n (16b)

N∑
n=1

ρn,πn
k,ϕk

pnk ≤ Pk ∀k (16c)

N∑
n=1

pπn
R ≤ PR. (16d)

Here, Pk and PR are the maximum transmit power of source node
k and relay node R, respectively. Here, sn,πn

k,ϕk
and φn,πn

k,ϕk
are the lower

bound and upper bound transmission rate constraints, respectively, for
source pair (k, ϕk) on the subcarrier pair (n, πn), which can model
scenarios when users have limited choices of modulation and coding
schemes (MCSs). Constraint (16b) ensures that each subcarrier pair
can only be allocated to one source pair. Equation (16c) and (16d)
represent the source and relay power constraints, respectively.

Note that, at the optimum point, if we assume Cn,πn
∗

k >
Cn,πn

∗
ϕk

, then the optimum value can be denoted by Cn,πn
∗

ϕk
=

min{Cn,πn
∗

k , Cn,πn
∗

ϕk
}. Since Cn,πn

k increases with pnk and Cn,πn
ϕk

de-

creases with pnk , we can reduce pnk such that Cn,πn
′

k =Cn,πn
′

ϕk
. This

reduction of pnk will not violate the power constraints, and in this

case, C
n,π′

n
ϕk =min{Cn,πn′

k , Cn,πn
′

ϕk
}>C

n,π∗
n

ϕk . Therefore, at the opti-
mum point, the first constraint can be rewritten as Cn,πn

k =Cn,πn
ϕk

.
Therefore, Problem 2.1 can be equivalently rewritten as (Problem 2.2)
as follows:

max
{ρ,ϕ,π,p}

N∑
n=1

K∑
k=1

2ρn,πn
k,ϕk

Cn,πn
k (17)

s.t. sn,πn
k,ϕk

≤ Cn,πn
k = Cn,πn

ϕk
≤ φn,πn

k,ϕk
(18a)

K∑
k=1

ρn,πn
k,ϕk

≤ 1 ∀n (18b)

N∑
n=1

ρn,πn
k,ϕk

pnk ≤ Pk ∀k (18c)

N∑
n=1

pπn
R ≤ PR. (18d)

Combining (13) with (18a), it can be observed that pnk |hn
kD|2 =

pnϕk
|hn

ϕkD
|2. It is worth noting that we can design the resource-

allocation algorithm with fairness by easily rewriting the objective
function in Problem 2.1 to a weighted sum rate.

III. OPTIMAL RESOURCE ALLOCATION

The joint optimization Problem 2.2 is a mixed-integer-programming
problem and requires considerably high computational complexity.
It is even intractable when K and N are very large. Here, we try
to present a low-complexity and efficient solution by dividing the
problem into three separate subproblems as follows.

P1: Optimize the sum rate by varying source-node pairing ϕ and
subcarrier assignment ρ when fixing power allocation p and
subcarrier pairing π.

P2: Optimize the sum rate by varying subcarrier pairing π when
fixing power allocation p, source-node pairing ϕ, and subcarrier
assignment ρ.

P3: Optimize the sum rate by varying power allocation p when
fixing subcarrier pairing π, source-node pairing ϕ, and subcarrier
assignment ρ.
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A. Source-Node Pairing and Subcarrier Assignment

Here, subcarriers are sequentially assigned based on the per-source-
pair metric for each subcarrier. Here, we assume the subcarrier pairing
πn = n, and transmit power is equally allocated for each node among
all assigned subcarriers.

Define the variable ρn,n
k,ϕk

(i) as the subcarrier assignment index
indicating whether subcarrier n will be assigned to source pair (k, ϕk)
for the ith iteration. Let Ω(i) be the set of selected source nodes
and mn,n

k,ϕk
(i) be the metric of source pair (k, ϕk) if assigned with

subcarrier n for the ith iteration.
Then, the source-node pairing and subcarrier assignment phase in-

volves four steps. First, for each subcarrier n, pair arbitrary two source
nodes with each other, and find the best capacity among the minimum
of source pairs, which are denoted by λn := max

(k,ϕk)
min{Cn,n

k , Cn,n
ϕk

}.

Second, find subcarrier permutation {ηi}i∈N among λn, such that
λη1 ≥ λη2 ≥ . . . ≥ ληN . We note that the given two steps are used
to sort the subcarriers based on the best channel condition among all
the source-pair candidates. Third, for the ith iteration, set a subcarrier
index for source-pair candidates (k, ϕk), i.e., ρηi,ηik,ϕk

(i) = 1, and assign
subcarrier ηi to source pair (k, ϕk)

∗, such that this source pair has the
largest value on metric, i.e., (k, ϕk)

∗ = arg max
(k,ϕk)

{mηi,ηi
k,ϕk

(i)}. Metric

mηi,ηi
k,ϕk

(i) is the total increase in the capacity of source pair (k, ϕk)
if assigned with subcarrier ηi, with an assumption that the transmit
power is allocated equally over all assigned subcarriers. Thus, it can
be expressed as

mηi,ηi
k,ϕk

(i) =

N∑
n=1

ρN,N
k,ϕk

(i)min
{
CN,N

k (i), CN,N
ϕk (i)

}

−
N∑

n=1

ρN,N
k,ϕk

(i− 1)min
{
CN,N

k (i− 1), CN,N
ϕk (i− 1)

}
(19)

where Cn,n
k (i) are the transmission rate of source k for the ith iter-

ation with equal transmit power pnk = Pk/
∑N

n=1

∑
k∈Ω(i)

ρn,n
k,ϕk

(i),

pnϕk
= Pϕk

/
∑N

n=1

∑
ϕk∈Ω(i)ρ

n,n
k,ϕk

(i)
, and pnR = PR/N ; here, set

Ω(i) is the temporary source-pair set, and Ω(i) = Ω(i− 1)
⋃
(k, ϕk).

Note that Ω(i) is initialized as ∅, and all the source-pair metrics
are updated after each subcarrier is assigned. d). Put the selected
source pair (k, ϕk)

∗ into Ω(i), and determine the source-node set T1

and T2 as⎧⎪⎨
⎪⎩

T1 = T1 ∪ k∗ T2 = T2 ∪ ϕ∗
k if |hn

k∗D|2 ≥
∣∣∣hn

ϕ∗
k
D

∣∣∣2
T1 = T1 ∪ ϕ∗

k T2 = T2 ∪ k∗ if |hn
k∗D|2 <

∣∣∣hn
ϕ∗
k
D

∣∣∣2 (20)

where T1 is the user set with a better channel condition, whereas T2

is the worse case. From (13), we can obtain that the user in T2 needs
higher transmit power compared with the corresponding paired user
in T1.

The algorithm of source-node pairing and subcarrier assignment is
summarized as Algorithm 1. It can be figured out that the complexity
of the maximization process for all source-node pairs is O(NM2),
and the sorting operation in subcarrier assignment has a complexity of
O(N logN). Thus, the total complexity of Algorithm 1 is O(NM2 +
N logN).

Algorithm 1 S1: Source-Node Pairing and Subcarrier Assignment

1: Initialize Set i = 0, ρn,n
k,ϕk

(i) = 0, Ω(i) = ∅ for all i
2: for n = 1, . . . , N do

3: Pair any two source nodes.
4: Find the value λn := max

(k,ϕk)
min{Cn,n

k , Cn,n
ϕk

}.

5: end for
6: Find the subcarrier permutation {ηi}i∈N such that λη1 ≥λη2 ≥

. . . ≥ ληN .
7: for i = 1, . . . , N do
8: Set ρηi,ηik,ϕk

(i) = 1 for each source pair (k, ϕk).
9: Update metric mk,ϕk

ηi,ηi (i) through (19) for each source
pair (k, ϕk).

10: Find (k, ϕk)
∗ = arg max

(k,ϕk)
{mηi,ηi

k,ϕk
(i)}.

11: Assign the selected subcarrier to source pair (k, ϕk)
∗:

ρηi,ηik,ϕk
(i) =

{
1 if (k, ϕk) = (k, ϕk)

∗

0 if (k, ϕk) 	= (k, ϕk)
∗

12: For the selected source pair (k, ϕk)
∗, set Ω(i) =

Ω(i)
⋃
(k, ϕk)

∗

13: Determine the source-node sets T1 and T2 as⎧⎨
⎩

T1 = T1 ∪ k∗ T2 = T2 ∪ ϕ∗
k if |hn

k∗D|2 ≥
∣∣∣hn

ϕ∗
k
D

∣∣∣2
T1 = T1 ∪ ϕ∗

k T2 = T2 ∪ k∗ if |hn
k∗D|2 <

∣∣∣hn
ϕ∗
k
D

∣∣∣2 .

14: end for

B. Subcarrier Pairing

Having obtained ϕ∗ and ρ∗, we now determine the optimal sub-
carrier pairing. Define matrix F ∈ C

N×N containing the profit of
assigning each subcarrier pair to the selected source pair as

F =

⎛
⎜⎜⎝

F1,1 F1,2 · · · F1,N

F2,1 F2,2 · · · F2,N

...
...

. . .
...

FN,1 FN,2 · · · FN,N

⎞
⎟⎟⎠ (21)

where Fn,n′ denotes the capacity for the selected source pair (k, ϕk)
∗

on subcarrier pair (n, n′) when the transmit power is equally allocated
for each node based on the assigned subcarrier number given earlier.
Under the constraint that each subcarrier can pair only one subcarrier
between two phases, we have to find an assignment that selects one
element in each row and each column of matrix F such that the sum
of profits is maximized. Therefore, this optimal subcarrier pairing
problem is a linear assignment problem, which can be solved by
efficient assignment algorithm such as the Hungarian method [23],
which has complexity of O(N3).

C. Power Allocation

Here, transmit power is optimally allocated when subcarrier is
assigned and subcarrier is paired. In this case, the power optimization
problem can be written as

max
pn
k
,p

πn
R

∑
k∈T2

N∑
n=1

2ρn,πn
k,ϕk

Cn,πn
k (22)

s.t.
N∑

n=1

ρn,πn
k,ϕk

pnk ≤ Pk, k ∈ T2 (23a)

∑
k∈T2

N∑
n=1

ρn,πn
k,ϕk

pπn
R ≤ PR (23b)

sn,πn
k,ϕk

≤ Cn,πn
k ≤ φn,πn

k,ϕk
(23c)
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where the set Ti(i = 1, 2) is given by (20). This problem can be proven
to be convex since the objective function is concave (see Appendix B)
when ρ∗, π∗, and ϕ∗ have been optimized. Moreover, the constraint
functions (23a)–(23c) are affine. Hence, a duality gap, which is defined
as the gap between the optimal solution of a primal problem and the
solution of a dual problem, is zero [24]. Thus, in this paper, we solve
P3 by the Lagrange dual decomposition method.

1) Dual Problem Formulation: Let γ = [γR, γ1, . . . , γK ] denote
nonnegative Lagrange multipliers. The Lagrangian associated with
(22) can be expressed as (24), shown at the bottom of the page.

The corresponding dual function is

g(γ) = max
p≥0

L(p,ρ∗,π∗,ϕ∗). (25)

The dual problem is given by

min
γ≥0

g(γ). (26)

2) Dual Decomposition and Solution: We can rewrite dual problem
g(γ) in (26), which is also known as master problem, as

g(γ) = max
pn
k
,p

πn
R

≥0

∑
k∈T2

N∑
n=1

ρn,πn
k,ϕk

(2Cn,πn
k − γkp

n
k − γRp

πn
R )

+
∑
k∈T2

γkPk + γRPR. (27)

Hence, the dual problem in (27) can be decomposed into several
power allocation subproblems at the given dual points γ. The subprob-
lem can be expressed as

max
pn
k
,p

πn
R

≥0
Ln,πn

k,ϕk
(28)

where Ln,πn
k,ϕk

is

Ln,πn
k,ϕk

= max
pn
k
,p

πn
R

2Cn,πn
k − γkp

n
k − γRp

πn
R . (29)

Applying the Karush–Kuhn–Tucker (KKT) condition [24] and con-
sidering constraint (23c), the optimal power allocation in high SNR
can be expressed as

pπn∗
R =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
min

⎧⎨
⎩

2
3

ad2

γR(ad+b)
− (ad+b)

|hn
RD|

2

d+bd+ad2
,ΦR

⎫⎬
⎭ ,

|hπn
RD|2
γR

≥2
|hn

kD|2
γk

0,
|hπn

RD|2
γR

<2
|hn

kD|2
γk

(30)

pn∗
n =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d
|hπn

RD|2
|hn

kD|2
pπn∗
R ,

|hπn
RD|2
γR

≥2
|hn

kD|2
γk

min

{(
2
3

1
γk

− 1
|hn

kD|2
)+

,Φk

}
,

|hπn
RD|2
γR

<2
|hn

kD|2
γk

(31)

pn∗
ϕk=

|hn
kD|2∣∣hϕkD

∣∣2 pn∗
k (32)

where a=2, b=1+|hn
kD|2/|hn

kR|2+|hn
ϕkD|2/|hn

ϕkR
|2, c= |hπn

RD|2/
|hn

kD|2γk/γR, d = 2ab+
√

4a2b2 + 4ab(c− a)(b+ 1)/2a(c− a),

ΦR=e
3φ

n,πn
k,ϕk −1/d|hπn

RD|2(ad+b/ad+b+1), and Φk=e
3φ

n,πn
k,ϕk −

1/|hn
kD|2. The detailed derivation is given in Appendix C.

An interesting phenomenon is observed in (30)–(32); if |hπn
RD|2γk<

2|hn
kD|2γR, no transmit power is assigned to the relay node. In other

words, network coding is not applied in this case, and transmit power
at the source node is assigned by a water-filling method.

3) Solution of the Master Problem: The subgradient method [25]
is used to solve the master problem. The update algorithm is
given by

γk[j + 1] =

(
γk(j)− θk

(
Pk −

N∑
n=1

ρn,πn
k,ϕk

pnk

))+

(33)

γR[j + 1] =

(
γR(j)− θR

(
PR −

N∑
n=1

pπn
R

))+

(34)

where j is the iteration index. Variables θk and θR are step sizes for
positive Lagrangian variables γk and γR, respectively. To guarantee
that the algorithm converges to the optimal solution, we set the step
size as 1/

√
j [25], [26]. The minimization of the master problem is

iteratively solved by (33) and (34) until convergence or the maximum
iteration index is reached. The algorithm of power allocation can be
summarized as Algorithm 2, where Lmax is the maximum number of
iterations, and Cold and Cnew denote the sum capacity for the previous
and current iteration indexes, respectively.

The computational complexity of solving the subproblems is O(N).
Let T1 be the number of the subgradient method to update dual
variables. Suggested by computational experience [25], T1 is a poly-
nomial function of the Lagrangian multipliers number. Therefore, the
total computational complexity of the proposed resource-allocation
algorithm (OPT) is O(NM2 +N logN +N3 + T1N), which is
much less than that of solving the problem by exhaustive search,
i.e., O((C2

M )N !B(M+1)N ). Here, B is the maximum allowable
bit cap.

L(p,ρ∗,π∗,ϕ∗)=
∑
k∈T2

N∑
n=1

2
3
ρn,πn
k,ϕk

ln

⎛
⎜⎜⎜⎜⎝1+pnk |hn

kD|2+ pnk |hn
kD|2 pπn

R |hπn
RD|2

pπn
R |hπn

RD|2 + pπn
R

(
|hn

kD|2|hπn
RD|2

|hn
kR|2

+

∣∣hn
ϕkD

∣∣2|hπn
RD|2∣∣hn

ϕkR

∣∣2
)
+2pnk |hn

kD|2

⎞
⎟⎟⎟⎟⎠

+
∑
k∈T2

γk

(
Pk −

N∑
n=1

ρn,πn
k,ϕk

pnk

)
+ γR

(
PR −

∑
k∈T2

N∑
n=1

ρn,πn
k,ϕk

pπn
R

)
(24)
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Fig. 3. Node location for simulation.

Algorithm 2 S3: Power Allocation

1: Initialize Lmax and Lagrange multipliers {γ}
2: Initialize sum rate Cold = 0 and set iteration index j = 1
3: Repeat
4: for each power-allocation subproblem do
5: Solve optimal p∗ under given dual points {γ} when ρ∗, π∗,

and ϕ∗ have been optimized.
6: end for
7: Update the Lagrange multipliers γ using (33) and (34).
8: Calculate the sum rate Cnew and set ε = |Cnew − Cold|
9: Update the sum rate Cold = Cnew.
10: Until ε < 0.00001 or j = Lmax.

IV. SIMULATION RESULTS

Here, simulation results are provided to evaluate the performance
of the proposed optimization algorithm OPT, as in Section III. To
compare our algorithm with that without optimization, we further
present simulation results for a baseline algorithm and three low-
complexity suboptimal algorithms based on the proposed framework
as follows. The first low-complexity suboptimal algorithm is OPT
maximum per-user capacity (OPT-MPC). In OPT-MPC, each subcar-
rier is assigned to the source pair with the largest capacity among
the minimum of all source pairs without considering per-user power
constraints. The process of subcarrier paring and power allocation is
operated as in Sections III-B and C, respectively. It can be observed
that its complexity is O(NM2 +N3 + T1N). The second algorithm
is OPT fixing subcarrier pairing (OPT-FSP). First, pair the source
node and then allocate the subcarrier as in Section III-A. Second, set
the subcarrier in broadcast phase as that in relay phase, i.e., πn = n.
Third, allocate transmit power as in Section III-C. Its complexity
is O(NM2 +N logN + T1N). The third algorithm is OPT equal
power allocation (OPT-EPA). Unlike OPT in Section III, in this
algorithm, we allocate power equally. Compared with OPT, OPT-EPA
does not need to update the dual variables. Hence, it has complexity of
O(NM2 +N logN +N3). Similar to the previous low-complexity
algorithms, the baseline algorithm operates as max per-user capacity,
fixing subcarrier pairing, and equal power allocation.

In the simulation, we assume the location of the nodes shown in
Fig. 3, where the source nodes are uniformly placed in a square region
with L as the length of side, and the distance between source cluster
and destination is D. Each subcarrier occupies 25 kHz, and the number
of subcarriers N is 32. Moreover, we take the path-loss exponent to be
3.5. All the links in the simulation undergo independent fading, and
Rayleigh fading on the each subcarrier is assumed.

Fig. 4 shows the average system capacity of the proposed OPT
scheme and other schemes versus transmit power, where the number

Fig. 4. Average sum rate versus transmit power with eight source nodes.

of source nodes is eight, L is 500 m, and the relay node is located in
the middle of the source cluster and the destination. We observe that
the OPT scheme can achieve substantial improvement over baseline
on the performance of the system sum rate, and it outperforms the
baseline algorithm by 1.1 b/s/Hz on average when the transmit power
is more than 0 dBm. In particular, the OPT can achieve about 33%
improvement in sum capacity when the transmit power per node is
about 5 dBm. Comparing OPT with three suboptimal algorithms,
we can figure out that the performance gain between the OPT and
OPT-EPA is the largest. It indicates that efficient power allocation
among subcarriers can achieve better improvement in the spectral
efficiency. It also revealed that the adaptive subcarrier assignment and
subcarrier pairing can improve the average system capacity by 0.26
and 0.12 b/s/Hz on average, respectively. As shown in Fig. 4, the
upper bound is also displayed in the same figure to be compared with
the proposed schemes. The results indicate that the gap between the
upper bound and the OPT scheme is negligible, which proves that the
OPT scheme can achieve near-optimal solution. Moreover, the upper
bound of our proposed scheme can improve throughput by 33% over
the traditional scheme without network coding; therefore, the OPT
scheme outperforms the traditional OFDM scheme without network
coding.

Fig. 5 shows the average capacity versus the number of source nodes
when Pk = PR = 10 dBm, and the node distribution is the same with
Fig. 4. According to the simulation results, the same conclusion can
be drawn that, for any source nodes number, the OPT scheme can
obtain considerably gain over the baseline scheme, and compared with
the three low-complexity schemes, OPT-FSP can achieve the largest
gain. As shown in Fig. 5, it can be also seen that the performance of
the proposed algorithms increases with the number of source nodes
because multisource nodes can provide multiuser diversity.

Fig. 6 plots the average capacity versus the relay location when the
number of source nodes is eight, and Pk = PR = 10 dBm. In this
simulation, we assume that source nodes are uniformly placed in a
square region with 250 m as the length of side. Let d be the distance
ratio between the source–relay link and the source–destination link.
For the proposed schemes, we can see that the optimal relay location
is at around d = 0.4. It also can be observed that the OPT scheme
can improve the system capacity, and the performance gain between
OPT and OPT-FSP is decreasing when the relay node is moving to the
source cluster or the destination.
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Fig. 5. Average sum rate versus source-node number when Pk = PR =
10 dBm.

Fig. 6. Average sum rate versus relay location with eight source nodes when
Pk = PR = 10 dBm.

V. CONCLUSION

In this paper, we have investigated the joint optimization problem
of resource allocation in a multiuser OFDM-based uplink MARC with
network coding. With the objective of maximizing the system sum
rate, this problem jointly optimizes source node pairing, subcarrier
assignment, subcarrier pairing, and power allocation under different
resource constraints. The problem was solved through optimizing three
separate subproblems in polynomial time: optimizing source node
pairing and subcarrier assignment, assuming fixed subcarrier pairing
and power allocation; optimizing subcarrier pairing by the Hungarian
method assuming fixed subcarrier assignment and power allocation;
and allocating the power by using dual decomposition method. Then,

three low-complexity suboptimal algorithms were further proposed
when only optimizing partial resource. The numerical results show
that the proposed OPT scheme significantly outperform the baseline
scheme and has only a small gap from the upper bound. Comparing the
simulation results of OPT with that of the three suboptimal schemes,
it can be observed that the suboptimal OPT-FSP scheme, which
decouples the subcarrier pairing with subcarrier assignment and power
allocation, performs closely to the OPT with less complexity.

APPENDIX A
DERIVATION OF MINIMUM MEAN SQUARE ERROR OUTPUT

SIGNAL-TO-NOISE RATIO FOR (9) AND (10)

The MMSE equalization matrix can be given by (see [21])

WMMSE = (HHH+R)−1HH (35)

where R is the correlation matrix of equivalent noise n in (8), and R
is given by

R =

[
1 0 0
0 1 0
0 0 λ

]
(36)

where λ=(α1p
πn
R |hn

RD|2/pnk |hn
kR|2+α2p

πn
R |hn

RD|2/pnϕk
|hn

ϕkR
|2+1).

Left multiplying the received signal vector y by WMMSE, then the
output SNR for user k can be expressed as

SNRk =
1

[I+HHR−1H]−1
k,k

− 1. (37)

Substituting H and R into (37), we can obtain HHR−1H in (38),
shown at the bottom of the page.

Therefore, the output SNR for source Sk and Sϕk
can be expressed,

respectively, as

SNRn,πn
k =

(A+M + 1)(B +N + 1)−MN

B +N + 1
− 1 (39)

SNRn,πn
ϕk

=
(A+M + 1)(B +N + 1)−MN

A+M + 1
− 1 (40)

where A, B, M , and N are given in (9) and (10).

APPENDIX B
DERIVATION OF THE CONCAVITY OF (22)

It is easy to prove that (22) has the same concavity with the
following equation:

f(x, y) = ln

(
1 + x+

xy

ax+ by

)
, x > 0; y > 0 (41)

where a and b denote the nonnegative constant. Let ∇2f(x, y) be the
Hessian matrix of f . Therefore, the first principal minors is given by

− a4x4 + 4a3bx3y + 2a2bx (1 + (2 + 3b)x) y2

2(ax+ by)2 (ax(1 + x) + (b+ x+ bx)y)2

− 2ab(b+ x+ 3bx+ 2b2x)y3 + b2(1 + b)2y4

2(ax+ by)2 (ax (1 + x) + (b+ x+ bx) y)2
< 0. (42)

HHR−1H =

[
pnk |hn

kD|2 + pnkp
πn
R (βn

1 )
2 |hn

kR|
2 |hn

RD|2 λ−1
√

pnkp
n
ϕk

pπn
R βn

1 β
n
2 h

n∗
kRh

n∗
RDhn

ϕkR
hn
RDλ−1√

pnkp
n
ϕk

pπn
R βn

1 β
n
2 h

n∗
ϕkR

hn∗
RDhn

ϕkR
hn
RDλ−1 pnϕk

∣∣hn
ϕkD

∣∣2 + pnϕk
pπn
R (βn

2 )
2
∣∣hn

ϕkR

∣∣2 |hn
RD|2 λ−1

]
(38)
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The second principal minors can be obtained as

2abx2(ax+ y + by)2

(ax+ by)2 (ax(1 + x) + (b+ x+ bx)y)3
> 0. (43)

Therefore, the matrix ∇2f(x, y) is negative definite. With the help
of [24], the concavity of (22) is proven.

APPENDIX C
DERIVATION OF THE OPTIMAL SOLUTION FOR (30)–(32)

For simplicity, we first rewrite (29) as

Ln,πn
k,ϕk

=
2
3
ln

(
1 + x+

xy

ax+ by

)
− γkx

|hn
kD|2

− γRy

|hπn
RD|2

(44)

where a = 2, b = 1 + |hn
kD|2/|hn

kR|2 + |hn
ϕkD

|2/|hn
ϕkR

|2, c =
|hπn

RD|2/|hn
kD|2γk/γR, x = pnk |hn

kD|2, and y = pπn
R |hπn

RD|2. By
applying the KKT condition at the given dual point, we can
yield

2
3

(ax+ by)2 + by2

((1 + x)(ax+ by) + xy) (ax+ by)
=

γk
|hn

kD|
2

(45)

2
3

ax2

((1 + x)(ax+ by) + xy) (ax+ by)
=

γR
|hπn

RD|
2
. (46)

Combining (45) and (46), we can obtain that

|hn
kD

2| pnk
|hπn

RD|2 pπn
R

= d (47)

where d = 2ab+
√

4a2b2 + 4ab3(c− a3)3(b+ 13)/2a3(c− a3).
To ensure that x and y are positive, we have |hπn

RD|2γk ≥
2|hn

kD|2γR. Submitting (47) into (45) and (46), the optimal power at
the relay node is given by

pπn∗
R =

⎧⎪⎪⎨
⎪⎪⎩

(
2
3

ad2

γR(ad+b)
− (ad+b)

|hn
RD|

2

)
d+bd+ad2

, |hπn
RD|2 γk ≥ 2 |hn

kD|2 γR
0, |hπn

RD|2 γk < 2 |hn
kD|2 γR.

(48)

When no power is allocated to the relay node, the power at source
node should follow the water-filling method. Therefore, the optimal
power at the source node is given by

pn∗
k =

⎧⎪⎪⎨
⎪⎪⎩

d
|hπn

RD|2
|hn

kD|2
pπn∗
R , |hπn

RD|2 γk ≥ 2 |hn
kD|2 γR(

2
3

1
γk

− 1

|hn
kD|2
)
, |hπn

RD|2 γk < 2 |hn
kD|2 γR.

(49)

Combining the constraints (18a), (44), and (47), we can yield

sn,πn
k,ϕk

≤ 1
3
ln

(
1 + x+

xy

ax+ by

)
≤ φn,πn

k,ϕk
(50)

x

y
= d. (51)

Then, the optimal power allocation is restrained by

e
3s

n,πn
k,ϕk − 1

d |hπn
RD|2

(
ad+ b

ad+ b+ 1

)
≤ pπn∗

R

≤ e
3φ

n,πn
k,ϕk − 1

d |hπn
RD|2

(
ad+ b

ad+ b+ 1

)
. (52)

For simplicity, we assume that the lower bound sn,πn
k,ϕk

is 0 nat/Hz.
From (48), (49) and (52), the optimal power is determined by

pπn∗
R =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
min

⎧⎨
⎩

2
3

ad2

γR(ad+b)
− (ad+b)

|hn
RD|

2

d+bd+ad2
,ΦR

⎫⎬
⎭ ,

|hπn
RD|2
γR

≥2
|hn

kD|2
γk

0,
|hπn

RD|2
γR

<2
|hn

kD|2
γk

(53)

pn∗
n =

⎧⎪⎪⎨
⎪⎪⎩
d
|hπn

RD|2
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where ΦR = e
3φ

n,πn
k,ϕk − 1/d|hπn

RD|2(ad+ b/ad+ b+ 1), and Φk =

e
3φ

n,πn
k,ϕk − 1/|hn

kD|2.
The proof of the optimal solution p∗ is done.
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I. INTRODUCTION

Dynamic spectrum access (DSA) [1] and cognitive radio (CR) [2]
have been proposed and become the enabling technologies to more
intelligently allocate the spectrum to users. Under the framework of
DSA, unlicensed or secondary users (SUs) can share the spectrum with
licensed or primary users (PUs). With CR capabilities, SUs are able to
observe the spectrum activity and dynamically adjust their operating
parameters to access vacant spectrum spaces while making sure that
no harmful interference is caused to the PUs.

Hierarchical overlay and underlay access schemes have been shown
to achieve a good tradeoff between spectrum efficiency and interfer-
ence control for DSA [1]. For overlay access, SUs perform spectrum
sensing to obtain the current spectrum occupancy information and
access the spectrum not used by PUs opportunistically. Reliable spec-
trum sensing algorithms and an optimal sensing–access mechanism
have been widely addressed in [3]–[5]. For underlay access schemes,
by constraining the transmission power of SUs and minimizing in-
terference to PUs, SUs can access the spectrum even if PUs are
active. Efficient power allocation and adaptive interference threshold
constraint methods have been presented in [6], [7].

Interference tolerance of PUs is ignored for overlay access, whereas
the possibility for SUs to transmit at higher power when PUs are
inactive is forbidden for underlay access. Therefore, mixed or hybrid
strategies are preferred to improve spectrum efficiency. In [8], a hybrid
CR system was proposed, where the system is normally working in
overlay mode but may switch to underlay mode based on a proba-
bilistic control method for the departure rate of SU transmitters. In
addition, Chakravarthy et al. [9] designed a hybrid overlay–underlay
waveform to enable a soft decision in CR and to exploit both unused
and underused spectrum resources. Later, Khoshkholgh et al. [10]
further considered the interference- or power-constrained spectrum
sharing system and proposed a mixed access strategy in which SUs
attempt to transmit with a predefined probability to ensure the overall
interference under a certain threshold.

In this correspondence, we propose a hybrid full–partial access
strategy for DSA. A double-threshold energy detection method is pro-
posed to identify the PU’s operating location. Based on observations,
SUs dynamically switch between full- and partial-access modes. A
Markov chain model is developed to analyze the proposed strategy.
Performance metrics such as the throughput of SUs and interfering
probability to PU will be derived. Our main contribution is that we
jointly model and analyze spectrum sensing in the physical (PHY)
layer with hybrid access in the multiple-access control (MAC) layer.

II. SYSTEM MODEL

A. Network Model

We consider a DSA network consisting of N primary channels and
a number of PUs and SUs. To make our analysis tractable, we focus
on a single primary channel with bandwidth W . Our objective is to
study the achievable throughput and the average interfering probability
on this channel by introducing the SUs. In particular, there is a pair
of SU transmitter (Tx) and receiver (Rx) in a given area of interest.
From the SU’s viewpoint, a PU transmitter (Tx) and receiver (Rx) may
appear at random locations in the area with radius D1, as shown in
Fig. 1. We also specify the shaded region within radius D2 as Region 2
in the figure, and its operational meaning will be explained later. We
assume that a PU can be referred to as a pair of PU Tx and Rx,
which are located in the same region (Region 1 or Region 2), but their
locations are independent and randomly distributed within that region.

0018-9545 © 2013 IEEE
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