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PPRU: A Privacy-Preserving Reputation Updating
Scheme for Cloud-Assisted Vehicular Networks

Zhiquan Liu, Lin Wan, Jingjing Guo, Feiran Huang, Xia Feng, Libo Wang, and Jianfeng Ma

Abstract—Vehicular networks have huge potential to improve
road safety and traffic efficiency, especially in the context
of large models. Cloud computing can significantly improve
the performance of vehicular networks, and the concept of
cloud-assisted vehicular networks comes into being. Reputation
management plays a crucial role in vehicular networks, since
it can help each vehicle evaluate the trustworthiness of the
other vehicles and the received messages. Reputation updating
is essential in reputation management and it is usually done by
the Trusted Authority (TA) regularly after collecting, decrypting,
and verifying a large number of reputation feedbacks, which
leads to great computation and communication overheads on
the TA side and even makes the TA become the bottleneck
of reputation management system. In this paper, we propose a
novel Privacy-Preserving Reputation Updating (PPRU) scheme
for cloud-assisted vehicular networks based on the Elliptic
Curve Cryptography (ECC) and Paillier algorithms, in which
the reputation feedbacks are collected and preprocessed by the
honest-but-curious Cloud Service Provider (CSP) in a privacy-
preserving manner, and the computation and communication
overheads on the TA side can be dramatically reduced by about
88.36% and 83.88% as a result, respectively. Meanwhile, the
proposed scheme can provide strong privacy preservation, strong
security, and robust reputation management with acceptable
computation and communication overheads. Furthermore, the
comprehensive theoretical analysis and simulation evaluation are
conducted, and the results demonstrate that the proposed scheme
is significantly superior to the existing schemes in several aspects.

Index Terms—Vehicular networks, cloud-assisted, privacy-
preserving, reputation updating, reputation management, privacy
preservation.
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NOWADAYS, vehicular networks have received extensive
attention from the government, enterprise, and academe,

due to their huge potential to improve road safety and traffic
efficiency, especially in the context of large models [1]–[3].
With the increasing number of vehicles and continuous enrich-
ment of vehicular applications, the traditional architectures of
vehicular networks are facing more and more challenges in
recent years, and it is imperative to exploit new architectures
to further improve the performance of vehicular networks [4],
[5].

Cloud computing can provide vehicular networks with on-
demand computing and storage resources and greatly improve
the performance of vehicular networks. As a result, the concept
of cloud-assisted vehicular networks comes into being in
recent years [6], [7]. Although cloud computing can bring
lots of benefits to vehicular networks, cloud-assisted vehicular
networks still face many security, privacy, and trust challenges
due to their large, open, and highly dynamic characteristics [8],
[9].

Reputation management plays a crucial role in vehicular
networks, since it can help each vehicle evaluate the trust-
worthiness of the other vehicles and the received messages,
so as to avoid the serious consequences caused by unreal
messages from malicious vehicles [10], [13]. Reputation up-
dating is an essential component of reputation management
and it is usually done by the Trusted Authority (TA) regularly
after collecting, decrypting, and verifying a large number of
reputation feedbacks, which leads to great computation and
communication overheads on the TA side and even makes the
TA become the bottleneck of reputation management system
[4], [14].

One potential way to dramatically reduce the computation
and communication overheads on the TA side in reputation
updating is to adopt the architecture of cloud-assisted vehicular
networks, where the reputation feedbacks are collected and
preprocessed by the Cloud Service Provider (CSP) [4]. How-
ever, the CSP is honest-but-curious. That is, it will perform the
predefined operations honestly, but it is curious about a vehi-
cle’ privacy, such as unique identifier, reputation value, and
feedback score. Thus, the above collecting and preprocessing
operations must be conducted in a privacy-preserving manner,
and one possible way is to adopt homomorphic encryption
algorithms, such as the Paillier algorithm [15].

In addition, to improve the applicability to the large, open,
and highly dynamic vehicular networks, an ideal scheme
should provide strong security against multiple kinds of at-
tacks, such as forgery, replay, Sybil, self-praise, and tampering
attacks [11], [16], [17]. Besides, since the feedback scores
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from honest vehicles with high reputation values are usually
more trustworthy than those from malicious vehicles with
low reputation values, to improve the robustness of reputation
management, the weighted average, rather than the simple
average, of feedback score ciphertexts should be supported
in an ideal scheme [12], [18], [19]. Meanwhile, to improve
the practicality, in an ideal scheme, the computation and
communication overheads should be acceptable, and some
time-consuming operations, such as bilinear pairing, should be
avoided if possible [20]. Besides, some attractive technologies,
such as batch validation, should be adopted if possible to
greatly reduce the total computation overhead [21].

In recent years, plenty of reputation updating schemes have
been proposed for vehicular networks [4], [5], [14], [18],
[22]. These schemes provide lots of brilliant ideas, but they
have the following limitations. Gong et al. [22] and Liu
et al. [14] completely ignored the privacy preservation for
reputation feedbacks, which may leak the unique identifier
and feedback score of a vehicle in reputation updating. Liu
et al. [5] utilized the TA to collect, decrypt, and verify the
reputation feedbacks one by one, instead of adopting a batch
validation manner, without the assistance of CSP, which will
lead to great computation overhead on the TA side and even
make the TA become the bottleneck of reputation management
system. Cheng et al. [4] utilized the honest-but-curious CSP
to compute and store the reputation values of vehicles, which
may leak the reputation value privacy of vehicles, and their
scheme merely supports the simple average of feedback score
ciphertexts and fails to resist the infamous Sybil attack. Zhang
et al. [18] completely ignored the infamous Sybil attack and
adopted the time-consuming bilinear pairing to verify the
signatures, and the honest-but-curious CSP in their scheme
may leak the reputation value and feedback score of a vehicle.

Aiming at dramatically reducing the computation and com-
munication overheads on the TA side in a privacy-preserving
manner and overcoming the aforementioned limitations in the
existing schemes, we propose a novel Privacy-Preserving Rep-
utation Updating (PPRU) scheme for cloud-assisted vehicular
networks based on the Elliptic Curve Cryptography (ECC)
[23] and Paillier [15] algorithms in this paper, and the major
contributions of this work can be summarized as follows.

• This work proposes a novel PPRU scheme for reputation
updating in vehicular networks, in which the reputation
feedbacks are collected and preprocessed by the honest-
but-curious CSP in a privacy-preserving manner, and the
computation and communication overheads on the TA
side can be dramatically reduced as a result.

• The proposed PPRU scheme can provide strong privacy
preservation for the unique identifier, reputation value,
and feedback score of a vehicle, and can provide strong
security against the forgery, replay, Sybil, self-praise, and
tampering attacks.

• The proposed PPRU scheme supports the weighted av-
erage, rather than the simple average, of feedback score
ciphertexts and can provide robust reputation manage-
ment. Meanwhile, it supports the batch validation of
signatures and avoids the utilization of time-consuming
bilinear pairing, and the computation and communication

overheads are acceptable.
• This work conducts comprehensive theoretical analysis

and simulation evaluation, and the results demonstrate
that the proposed PPRU scheme is significantly superior
to the existing schemes in several aspects, especially in
the computation and communication overheads on the TA
side, the privacy preservation for the reputation value and
feedback score of a vehicle, and the security against the
Sybil attack.

The remainder of this paper is structured as follows. Section
II reviews some related work and its limitations, and Section
III introduces the related preliminaries. Then, Section IV
presents the system model, attack model, design goals, and
formalized symbols, and Section V details the various stages in
the PPRU scheme. Afterwards, Sections VI and VII detail the
comprehensive theoretical analysis and simulation evaluation,
respectively, followed by the conclusion and future work in
Section VIII.

II. RELATED WORK

Cloud-assisted vehicular networks are widely considered as
a new architecture of vehicular networks, which can greatly
improve the performance of vehicular networks [25], [27].
In recent years, the architectures, features, classifications,
challenges, and potential applications of cloud-assisted ve-
hicular networks have been analyzed in detail [26], [27]. In
addition, some researchers [8], [9] pointed out that the cloud-
assisted vehicular networks still face many security, privacy,
and trust challenges due to their large, open, highly dynamic
characteristics.

Reputation management plays a crucial role in vehicular
networks, in which reputation updating is an essential compo-
nent. In recent years, plenty of reputation updating schemes
have been proposed for vehicular networks [13], [14], [22],
[28]. Gong et al. [22] realized the reputation updating based
on direct and indirect reputation parameters as well as the
feedbacks of communication results, and completely ignored
the security and privacy of reputation feedbacks. Liu et al.
[14] adopted the digital signature technology to protect the
authenticity and completeness of reputation feedbacks and
completely ignored the privacy preservation for reputation
feedbacks. In these schemes, the lack of privacy preservation
for reputation feedbacks may result in the leakage of privacy-
sensitive information of a vehicle, such as unique identifier,
reputation value, and feedback score, in reputation updating.

To overcome the limitations of the above schemes, Liu et al.
[5] adopted the asymmetric encryption and digital signature
technologies to protect the authenticity, completeness, and
privacy of reputation feedbacks, and utilized the TA to collect,
decrypt, and verify the reputation feedbacks one by one.
However, their scheme fails to support batch validation and
does not take advantage of cloud. As a result, their scheme
will lead to great computation and communication overheads
on the TA side and even make the TA become the bottleneck
of reputation management system.

To reduce the computation and communication overheads
on the TA side and provide privacy preservation for the
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TABLE I: An intuitive property comparison with the existing schemes

Properties Gong et al.’s [22] Liu et al.’s [14] Liu et al.’s [5] Cheng et al.’s [4] Zhang et al.’s [18] Ours

Cloud-assisted × × × ✓ ✓ ✓
Batch validation × × × ✓ ✓ ✓
Reputation value privacy × × ✓ × × ✓
Feedback score privacy × × ✓ ✓ × ✓
Sybil attack-resisted × ✓ ✓ × × ✓
Weighted average × ✓ ✓ × ✓ ✓
Bilinear pairing-free ✓ ✓ ✓ ✓ × ✓

Note: × and ✓ denote support and nonsupport, respectively.

unique identifier and feedback score of a vehicle, Cheng et al.
[4] proposed a privacy-preserving reputation updating scheme
for cloud-assisted vehicular networks. In their scheme, the
feedback score privacy is achieved via the Paillier algorithm,
but the honest-but-curious CSP, responsible for computing and
storing the reputation values of vehicles, is able to obtain
the reputation values of all vehicles. However, as analyzed
in many recent researches [10], [17], [19], reputation value
is an important attribute of a vehicle, whose disclosure will
lead to a reputation link attack and even expose the location
and trajectory of a vehicle. Thus, the inability to provide
privacy preservation for reputation value is a non-negligible
limitation of their scheme. Meanwhile, their scheme fails to
resist the infamous Sybil attack and merely supports the simple
average of feedback score ciphertexts. However, the Sybil
attack will greatly disturb the normal operations in a reputation
management system [29], [30], and as revealed in many recent
researches [5], [14], [31], the simple average will provide obvi-
ously weaker robustness against malicious feedback providers
than the weighted average, in which the reputation values of
feedback providers are adopted as important weights.

To realize the weighted average of feedback score cipher-
texts, Zhang et al. [18] proposed a trust-based and privacy-
preserving platoon recommendation scheme. In their scheme,
the honest-but-curious CSP is able to obtain the feedback
scores of all vehicles and the reputation values of head
vehicles, as well as the incremental reputation values of user
vehicles, which may leak the reputation value and feedback
score of a vehicle. As analyzed earlier, the disclosure of
reputation value may lead to a reputation link attack and even
expose the location and trajectory of a vehicle, and the leakage
of feedback score will lead to the possibility of a feedback
provider being retaliated against and reduce the willingness
of a feedback provider to submit reputation feedbacks [4].
Meanwhile, their scheme also completely ignores the infamous
Sybil attack, and adopts the time-consuming bilinear pairing
to verify the signatures, which greatly reduces the practicality
of their scheme [20], [32].

Aiming at overcoming the aforementioned limitations in
the existing schemes, we propose a novel PPRU scheme and
an intuitive property comparison with the existing schemes is
shown in Table I.

III. PRELIMINARIES

In this section, we mainly introduce two important prelimi-
naries involved in the PPRU scheme, namely ECC and Paillier

algorithms.

A. ECC Algorithm

The ECC algorithm, first proposed by Miller and Koblitz
[23], [33], is able to provide higher security level with shorter
key size when compared with the other asymmetric crypto-
graphic algorithms. Specifically, the ECC algorithm contains
the following three main stages [34].

• Key Generation: Given a large prime number p and a
finite field Zp, an elliptic curve y2 = x3+a ·x+b mod p
can be generated, where a, b ∈ Zp and 4a3 + 27b2 ̸= 0.
All the points in the elliptic curve and the infinity
point constitute an additive cyclic group G with a q-
order generator G. Then, given G and random s ∈ Z∗

q ,
computing S = s · G ∈ G is efficient. However, given
G and random S ∈ G, computing s ∈ Z∗

q satisfying
S = s · G is infeasible in probabilistic polynomial time
(which is also named Elliptic Curve Discrete Logarithm
Problem (ECDLP) assumption [35]). As a result, the ECC
public key and ECC private key are S and s, respectively.

• Encryption: Given a plaintext m ∈ {0, 1}∗ and a ECC
public key S, the m is firstly encoded to M ∈ G, and
then M ’s ciphertext is calculated as C = (r·G,M+r·S),
where r

R← Z∗
q . It is obvious that C ∈ G×G. To simplify

the illustration, we define C = Ee(m,S).
• Decryption: Given a ciphertext C and a ECC private key

s, the C’s plaintext is calculated as (M + r · S)− s · (r ·
G) = M , and then M is decoded to m. To simplify the
illustration, we define m = De(C, s).

B. Paillier Algorithm

The Paillier algorithm, first proposed by Paillier [15], is able
to provide more efficient additive homomorphic function than
the other homomorphic algorithms. Specifically, the Paillier
algorithm contains the following three main stages [4], [18].

• Key Generation: Given two random large prime numbers
p′ and q′ satisfying gcd(p′ · q′, (p′ − 1) · (q′ − 1)) = 1,
n = p′·q′ and λ = lcm(p′−1, q′−1) are calculated, where
gcd(x, y) and lcm(x, y) denote the greatest common
divisor and least common multiple of two numbers x
and y, respectively. Next, a random value g ∈ Z∗

n2

satisfying gcd(L(gλ mod n2), n) = 1 is selected, where
L(x) = x−1

n . As a result, the Paillier public key and
Paillier private key are (n, g) and (λ, µ), respectively,
where µ = L(gλ mod n2)−1 mod n.
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• Encryption: Given a plaintext m ∈ Zn and a Paillier
public key (n, g), the m’s ciphertext is calculated as
c = gm · (r′)n mod n2, where r′

R← Z∗
n. It is obvious

that c ∈ Z∗
n2 . To simplify the illustration, we define

c = EP (m,n, g).
• Decryption: Given a ciphertext c and a Paillier private

key (λ, µ), the c’s plaintext is calculated as m =
L(cλ mod n2) · µ mod n. To simplify the illustration,
we define m = DP (c, λ, µ).

Besides, for ∀m1,m2 ∈ Zn, the Paillier algorithm has the
following two homomorphic properties.

• DP (EP (m1, n, g) · EP (m2, n, g) mod n2, λ, µ) = m1 +
m2 mod n.

• DP (EP (m1, n, g)
m2 mod n2, λ, µ) = m1 ·m2 mod n.

IV. SYSTEM MODEL, ATTACK MODEL, DESIGN GOALS,
AND FORMALIZED SYMBOLS

In this section, we first introduce the system model, attack
model, and design goals of the PPRU scheme, and then list
the formalized symbols in the PPRU scheme for ease of later
illustration.

A. System Model

The system model of the PPRU scheme is illustrated in Fig.
1, where there exist five kinds of primary entities, namely a
Trusted Authority (TA) and a Cloud Service Provider (CSP),
as well as a number of Cellular Base Stations (CBSs), Road
Side Units (RSUs), and Vehicles.

Vehicle

Vehicle

CBS
RSU

TA

CSP

Public wired link

Secure wired link

Public wireless link

Fig. 1. System model of the PPRU scheme.

TA: The TA is mainly responsible for vehicle registration as
well as storing and periodically updating vehicles’ reputation
values with the aid of CSP. Besides, it contains a clock and
divides the time into a series of equal-length time intervals, and
generates and distributes the reputation certificate and secret
values to a vehicle when it receives the vehicle’s request.

CSP: The CSP is equipped with a clock which keeps in sync
with that in the TA. Besides, it is considered to have sufficient
computational power, and it is mainly responsible for verifying
and aggregating the reputation feedbacks and then sending the
aggregated reputation feedback to the TA.

CBSs: The CBSs are regarded to be installed in the vicinity
of the road and serve as the communication relays between
the TA/CSP and nearby vehicles, and they generally connect
to the TA/CSP and nearby vehicles via the wired manner and
wireless manner, respectively.

RSUs: The RSUs are typically installed on the side of the
road and also serve as the communication relays between the
TA/CSP and nearby vehicles, and they generally connect to
the TA/CSP and nearby vehicles via the wired manner and
wireless manner, respectively.

Vehicles: Each vehicle is equipped with a clock which is in
sync with that in the TA and a Trusted Platform Module (TPM)
which can securely store its private information. Besides, each
vehicle communicates with nearby CBSs and RSUs via the
wireless manner, and periodically generates and submits a
reputation feedback to the CSP with the relay of a nearby
CBS or RSU for reputation updating.

B. Attack Model
Similar to many recent researches [4], [5], [14], we assume

that the TA is fully trusted and will not collude with the other
entities. Besides, the TA maintains a secure database which
can securely store the vehicles’ information. Meanwhile, the
CSP, CBSs, and RSUs are considered to be honest-but-curious,
that is, they will honestly perform predesigned operations but
they are curious about the private information of a vehicle.
For example, they may attempt to reveal the unique identifier,
reputation value, and feedback score of a vehicle in the
reputation feedback submitting and aggregation processes.

In addition, the vehicles may be malicious. Specifically, in
the PPRU scheme, a malicious vehicle (the “vehicle” is also
referred to as a feedback provider) may forge its reputation
score or pseudonym in the reputation certificate (i.e., conduct
the forgery attack), may submit an outdated reputation feed-
back (i.e., conduct the replay attack), may submit multiple
reputation feedbacks for the same vehicle (the “vehicle” is
also referred to as a feedback target) in a short period of
time by adopting multiple pseudonyms (i.e., conduct the Sybil
attack), and may submit a reputation feedback to improve
its own reputation value (i.e., conduct the self-praise attack).
Besides, the adversary (e.g., a malicious vehicle) may tamper
with the feedback score or pseudonym of feedback target in
the reputation feedback (i.e., conduct the tampering attack).

C. Design Goals
Based on the aforementioned attack model, the basic goal of

the proposed PPRU scheme is to provide a privacy-preserving
reputation updating scheme for cloud-assisted vehicular net-
works. Specifically, the following design goals should be
achieved.

Strong Privacy Preservation: To provide strong privacy
preservation, in the proposed PPRU scheme, the unique iden-
tifier, reputation value, and feedback score of a vehicle should
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not be revealed or linked by the adversary in the reputation
feedback submitting and aggregation processes.

Strong Security: To provide strong security, the proposed
PPRU scheme should be able to defend against multiple
kinds of common attacks, including the forgery, replay, Sybil,
self-praise, and tampering attacks in the reputation feedback
submitting and aggregation processes.

Robust Reputation Management: To provide robust reputa-
tion management, the proposed PPRU scheme should support
the weighted average, rather than the simple average, of feed-
back score ciphertexts, as the former can provide obviously
stronger robustness against malicious feedback providers than
the latter.

Acceptable Computation and Communication Overheads:
To achieve acceptable computation and communication over-
heads as well as enhance the practicality of scheme, the
proposed PPRU scheme should support the batch validation of
signatures and avoid the utilization of time-consuming bilin-
ear pairing. Specifically, the computation and communication
overheads on the TA side should be dramatically reduced.

D. Formalized Symbols

For ease of later illustration, Table II lists the formalized
symbols in the PPRU scheme.

V. VARIOUS STAGES IN THE PPRU SCHEME

In this section, we detail the various stages in the PPRU
scheme.

A. Scheme Initialization

1) Initialization of the TA and CSP
When the PPRU scheme is deployed in a vehicular network,

the TA and CSP first set their clocks (which are assumed to
be always synchronized) and divide the time into a series of
equal-length time intervals T1, T2, .... Next, the TA initializes
the ECC and Paillier algorithms as shown in Section III and
generates its ECC public key ST , ECC private key sT , Paillier
public key (n, g), and Paillier private key (λ, µ), where sT and
(λ, µ) are always kept confidential by the TA. Then, the TA
defines a hash function H() mapping any a bit string ς to a
number in Z∗

o (where o = min(q, n) denotes the minimum of
q and n, in which q and n are the parameters of the ECC
and Paillier algorithms, respectively, thus H(ς) ∈ Z∗

q and
H(ς) ∈ Z∗

n hold simultaneously) and defines the range of
the reputation values of vehicles as Zη (where η ∈ Z∗

n and
5 < η ≪ n). Besides, the TA sends ST , (n, g), H(), ECC
algorithm (as well as its parameters p, a, b, q,G), and Paillier
algorithm to the CSP via a secure wired link, and then both the
TA and CSP store them locally. Furthermore, the TA generates
a secret value vk ∈ Z∗

q for each Tk and sends vk to the CSP
via a secure wired link at the beginning of each Tk, where
k ∈ {1, 2, ...}. After that, both the TA and CSP securely store
vk.

2) Initialization of the CBSs and RSUs
When the PPRU scheme is deployed in a vehicular network,

the CBSs are installed in the vicinity of the road, and the

TABLE II: Formalized symbols in the PPRU scheme

Symbols Descriptions

p, a, b, q,G Parameters in the ECC algorithm
ST , sT TA’s ECC public key and ECC private key, respectively
Ee(),De() ECC encryption function and ECC decryption function,

respectively
(n, g), (λ, µ) TA’s Paillier public key and Paillier private key,

respectively
Ep(),Dp() Paillier encryption function and Paillier decryption

function, respectively
T1, T2, ... A series of equal-length time intervals
vk Secret value generated by the TA for Tk and securely

stored by the TA and CSP
H() Hash function mapping any a bit string to a number in Z∗

o ,
where o = min(q, n)

Vi Vehicle with a unique identifier i
Si, si Vi’s ECC public key and ECC private key, respectively
Ri,0, Ri,k Vi’s initial reputation value and reputation value in Tk ,

respectively
R() Rounding function
η Public parameter, where η ∈ Z∗

n and 5 < η ≪ n
Q1

i,k Request generated by Vi in Tk

S(),V() Signature generation function and signature verification
function, respectively

x1
i,k, x

2
i,k Two secret values generated by the TA for Vi in Tk

Pi,k, Ci,k Vi’s pseudonym and reputation certificate in Tk ,
respectively

r′i,k Random value generated by the TA for Vi in Tk

Q2
i,k Response generated by the TA for Vi in Tk

fi,j,k, ei,j,k Feedback score and encrypted feedback score generated by
Vi’s TPM for Vj in Tk , respectively

r′′i,j,k, Fi,j,k Random value and reputation feedback generated by Vi’s
TPM for Vj in Tk , respectively

yi,k Random value generated by Vi’s TPM in Tk

D1
j,k, D

2
j,k Two aggregated ciphertexts generated by the CSP for Vj

in Tk

Ak Aggregated feedback generated by the CSP in Tk

RI
j,k Vj ’s incremental reputation value in Tk

ωj,k Weight value for calculating Vj ’s reputation value in Tk+1

ε, ξ Control factor and decay factor for updating vehicles’
reputation values, respectively

RSUs are installed on the side of the road. Besides, the public
wired links between each CBS and the TA, each CBS and
the CSP, each RSU and the TA, and each RSU and the CSP
are constructed. Then, both the CBSs and RSUs become the
relays of the communication between the vehicles and TA as
well as the vehicles and CSP.

B. Vehicle Registration

When a new vehicle registers with the TA in Tk, the TA
first assigns a unique identifier i to it, and then the new vehicle
is named Vi for ease of illustration. Next, the TA generates
a ECC public key Si and a ECC private key si for Vi, and
then equips Vi with a TPM to maintain i, si, ST , (n, g), H(),
ECC algorithm (as well as its parameters p, a, b, q,G), Paillier
algorithm, a clock which is always in sync with that in the TA
and CSP, Vi’s reputation certificate Ci,k, and Vi’s secret values
x1
i,k and x2

i,k, where Ci,k, x1
i,k, and x2

i,k will be detailed in
Section V.C. Then, inspired by the previous work [5], [14],
[19], [36], the TA sets an initial reputation value Ri,0 for Vi
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according to the category of Vi as

Ri,0 =


R(0.9 · η), if Vi is a law enforcement vehicle

R(0.5 · η), if Vi is a public service vehicle

R(0.1 · η), if Vi is a private vehicle

(1)

where R() denotes the rounding function. That is, Vi’s rep-
utation value in Tk is set as Ri,k = Ri,0. From Eq. (1), we
can easily find that Ri,0 ∈ Zη , thus Ri,k ∈ Zη . Afterwards,
the TA stores Vi’s information (i.e., i, Si, k, Ri,k, etc.) in the
secure database.

C. Reputation Certificate and Secret Value Requesting

At the beginning of each time interval Tk, each vehicle (e.g.,
Vi) requests the TA for its new reputation certificate and secret
values via the relay of a nearby CBS or RSU. Specifically,
Vi first generates a request Q1

i,k = Ee(i||k||σ1
i,k, ST ), where

|| denotes the concatenation of bit strings (the same below),
and σ1

i,k = S(i||k, si) denotes the signature with si on “i||k”,
in which S() denotes the signature generation function which
can be realized by utilizing the Elliptic Curve Digital Signature
Algorithm (ECDSA) [34], [37]. Next, Vi sends Q1

i,k to the TA
via the relay of a nearby CBS or RSU.

After receiving Q1
i,k, the TA first decrypts it with sT

to obtain i, k, and σ1
i,k, and then derives the current time

interval’s serial number k′ from its clock. Next, the TA verifies
the validity (including timeliness, integrity, and authenticity,
the same below) of Q1

i,k by checking whether k = k′ and
V(i||k, σ1

i,k, Si) = TRUE hold, where Si can be obtained by
querying the secure database and V() denotes the signature
verification function which can be realized by utilizing the
ECDSA algorithm [34], [37]. Then, the TA tries to retrieve
the reputation certificate Ci,k and secret values x1

i,k, x2
i,k in

Tk of Vi from the secure database.
• If the result set is empty, the TA first randomly picks

a secret value x1
i,k ∈ Z∗

q and generates a pseudonym
Pi,k = x1

i,k · G for Vi, and then generates another
secret value x2

i,k = H(k||vk||Pi,k) for Vi. Besides,
the TA picks a random value r′i,k ∈ Z∗

n for Vi and
retrieves Vi’s reputation value Ri,k in Tk from the se-
cure database, and then generates a reputation certificate
Ci,k = (Pi,k, k, C

1
i,k, C

2
i,k) for Vi, where{

C1
i,k = gRi,k · (r′i,k · H(k||vk))n mod n2

C2
i,k = gRi,k·vk+x2

i,k · (r′i,k)n·vk mod n2
(2)

Next, the TA stores (i, Ci,k, x
1
i,k, x

2
i,k) in the secure

database.
• If the result set is non-empty, the TA adopts the existing

Ci,k, x1
i,k, and x2

i,k in the result set, instead of generating
new ones. This strategy can ensure that Vi can merely
obtain a group of Ci,k, x1

i,k, and x2
i,k for each Tk even

though it requests the TA for multiple times, and enhance
the security of the PPRU scheme against the infamous
Sybil attack.

Afterwards, the TA generates a corresponding response
Q2

i,k = Ee(i||Ci,k||x1
i,k||x2

i,k||σ2
i,k, Si) for Vi, where σ2

i,k =
S(i||Ci,k||x1

i,k||x2
i,k, sT ) denotes the signature with sT on

“i||Ci,k||x1
i,k||x2

i,k”. Next, the TA sends Q2
i,k to Vi via the

relay of a CBS or RSU near to Vi.
After receiving Q2

i,k, Vi’s TPM first decrypts it with si
to obtain i, Ci,k, x1

i,k, x2
i,k, and σ2

i,k, and then obtains its
unique identifier i′ from the storage, extracts k from Ci,k, and
derives the current time interval’s serial number k′ from its
clock. Next, Vi’s TPM verifies the validity of Q2

i,k by checking
whether i = i′, k = k′, and V(i||Ci,k||x1

i,k||x2
i,k, σ

2
i,k, ST ) =

TRUE hold, where ST can be obtained from Vi’s TPM. Next,
Vi’s TPM securely stores Ci,k, x1

i,k, and x2
i,k.

D. Reputation Feedback Generation and Submitting

In Tk, if a vehicle Vi with the pseudonym Pi,k is to
generate a reputation feedback Fi,j,k for another vehicle Vj

with the pseudonym Pj,k (where Vi is referred to as a feedback
provider, Vj is referred to as a feedback target), Vi’s TPM
first generates a feedback score fi,j,k ∈ Zη according to the
quality of Vj’s messages (the detailed generation method of
fi,j,k is discussed in [14], [31] and beyond the scope of this
paper due to limited space), and then generates a random value
r′′i,j,k ∈ Z∗

n (which is kept confidential by Vi’s TPM) and an
encrypted feedback score ei,j,k as

ei,j,k

=(C1
i,k)

fi,j,k · (r′′i,j,k)n mod n2

=gRi,k·fi,j,k · ((r′i,k · H(k||vk))fi,j,k · r′′i,j,k)n mod n2

(3)

Afterwards, Vi’s TPM generates a random value yi,k ∈ Z∗
q

(which is kept confidential by Vi’s TPM and unique for
a certain pair of i and k) and calculates Yi,k = yi,k ·
G, and then generates the reputation feedback Fi,j,k =
(Ci,k, Pj,k, ei,j,k, Yi,k,Fi,j,k) for Vj , where Fi,j,k = x1

i,k ·
H(Ci,k||Pj,k||ei,j,k||Yi,k) + x2

i,k + yi,k mod q denotes the
signature with x1

i,k and x2
i,k on “Ci,k||Pj,k||ei,j,k||Yi,k” (Note

that Vi’s TPM can merely obtain the pseudonym Pj,k from
Vj’s messages and is ignorant of its unique identifier j, thus
Pj,k, instead of j, is included in Fi,j,k). Next, Vi submits Fi,j,k

to the CSP via the relay of a nearby CBS or RSU.

E. Reputation Feedback Verification and Aggregation

Whenever receiving a reputation feedback marked as Fi,j,k,
the CSP first extracts Pi,k and k from Ci,k, retrieves vk from
its local storage, and derives the current time interval’s serial
number k′′ from its clock, and then verifies the validity of
Ci,k by checking whether k = k′′ and

(C1
i,k)

vk · gH(k||vk||Pi,k) mod n2

=C2
i,k · H(k||vk)n·vk mod n2

(4)

hold. The correctness of Eq. (4) is proved as

(C1
i,k)

vk · gH(k||vk||Pi,k) mod n2

=(gRi,k · (r′i,k · H(k||vk))n)vk · gx
2
i,k mod n2

=(gRi,k·vk · (r′i,k)n·vk · H(k||vk)n·vk) · gx
2
i,k mod n2

=(gRi,k·vk+x2
i,k · (r′i,k)n·vk) · H(k||vk)n·vk mod n2

=C2
i,k · H(k||vk)n·vk mod n2

(5)
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(Fi,j,k −H(k||vk||Pi,k) mod q) ·G
=((x1

i,k · H(Ci,k||Pj,k||ei,j,k||Yi,k) + x2
i,k + yi,k)− x2

i,k mod q) ·G
=(x1

i,k · H(Ci,k||Pj,k||ei,j,k||Yi,k) + yi,k mod q) ·G
=H(Ci,k||Pj,k||ei,j,k||Yi,k) · (x1

i,k ·G) + yi,k ·G
=H(Ci,k||Pj,k||ei,j,k||Yi,k) · Pi,k + Yi,k

(7)

(
∑

Pi,k∈Ik

(
∑

Pj,k∈Ji,k

Fi,j,k)− |Ji,k| · H(k||vk||Pi,k) mod q) ·G

=
∑

Pi,k∈Ik

(
∑

Pj,k∈Ji,k

H(Ci,k||Pj,k||ei,j,k||Yi,k) mod q) · Pi,k + |Ji,k| · Yi,k

(9)

Next, the CSP verifies the validity of Fi,j,k by checking
whether Pi,k ̸= Pj,k and

(Fi,j,k −H(k||vk||Pi,k) mod q) ·G
=H(Ci,k||Pj,k||ei,j,k||Yi,k) · Pi,k + Yi,k

(6)

hold. The correctness proof of Eq. (6) is shown as Eq. (7).
If the above verifications pass, the CSP considers Fi,j,k as

valid and stores it locally; otherwise, the CSP drops it directly.
In addition to the one-by-one verifications in Eq. (4) and Eq.

(6), the CSP can also perform two batch verifications at the end
of each Tk. Specifically, for multiple reputation feedbacks in
Tk, whose set is denoted as {Fi,j,k} (in which, without loss of
generality, we assume that Pi,k ∈ {Pi1,k, Pi2,k, ...} ≜ Ik and
Pj,k ∈ {Pj1,k, Pj2,k, ...} ≜ Jk, where Ik ̸= ∅ and Jk ̸= ∅),
the CSP first derives the corresponding feedback target set
{Pji,1,k, Pji,2,k, ...} ≜ Ji,k for each Pi,k ∈ Ik (where Ji,k ⊆
Jk and Ji,k ̸= ∅), and then performs two batch verifications
as Eq. (8) and Eq. (9), where |Ji,k| denotes the number of
elements in Ji,k. The correctness proofs of Eq. (8) and Eq.
(9) are shown as Eq. (10) and Eq. (11), respectively.∑

Pi,k∈Ik

(C1
i,k)

vk · gH(k||vk||Pi,k) mod n2

=(
∑

Pi,k∈Ik

C2
i,k) · H(k||vk)n·vk mod n2

(8)

∑
Pi,k∈Ik

(C1
i,k)

vk · gH(k||vk||Pi,k) mod n2

(5)
=

∑
Pi,k∈Ik

C2
i,k · H(k||vk)n·vk mod n2

=(
∑

Pi,k∈Ik

C2
i,k) · H(k||vk)n·vk mod n2

(10)

Furthermore, at the end of each Tk, for each Pj,k ∈ Jk,
the CSP first derives the corresponding feedback provider set
{Pij,1,k, Pij,2,k, ...} ≜ Ij,k (where Ij,k ⊆ Ik and Ij,k ̸= ∅),
and then calculates two aggregated ciphertexts D1

j,k and D2
j,k

as Eq. (12) and Eq. (13), respectively.
Afterwards, the CSP sends an aggregated feedback Ak =

(k, {(Pj,k, D
1
j,k, D

2
j,k, |Ij,k|)|Pj,k ∈ Jk}) to the TA via a

secure wired link, where |Ij,k| denotes the number of elements
in Ij,k.

F. Aggregated Feedback Verification and Reputation Updating

After receiving Ak, the TA first extracts k from Ak and
derives the current time interval’s serial number k′′′ from its
clock, and then verifies the timeliness of Ak by checking
whether k = k′′′ holds. Next, for each Pj,k ∈ Jk, the
TA derives the unique identifier j corresponding to Pj,k by
retrieving the secure database, and calculates Vj’s incremental
reputation value RI

j,k in Tk as

RI
j,k = R(

DP (D
2
j,k, λ, µ)

DP (D1
j,k, λ, µ)

) (14)

As described earlier, in the PPRU scheme, η ∈ Z∗
n, 5 <

η ≪ n, and Ij,k ̸= ∅, thus 1 ≤ |Ij,k| < n
η2 always

holds in a practical vehicular network. Besides, in the PPRU
scheme, fi,j,k ∈ Zη , and we assume Ri,k ∈ Zη holds for
each vehicle and each k ∈ {1, 2, ...} (which is also named
as Assumption-I for ease of later illustration, and we will
prove it in the subsequent analysis), thus Eq. (15) holds. That
is,

∑
Pi,k∈Ij,k

Ri,k ∈ Zn and
∑

Pi,k∈Ij,k

Ri,k · fi,j,k ∈ Zn. As a

result, the correctness of Eq. (14) can be proved as

RI
j,k =R(

DP (D
2
j,k, λ, µ)

DP (D1
j,k, λ, µ)

)

=R(

∑
Pi,k∈Ij,k

Ri,k · fi,j,k mod n∑
Pi,k∈Ij,k

Ri,k mod n
)

=R(

∑
Pi,k∈Ij,k

Ri,k · fi,j,k∑
Pi,k∈Ij,k

Ri,k
)

(16)

That is, RI
j,k is essentially calculated as the weighted average

of the corresponding feedback providers’ feedback scores for
Vj , where the corresponding feedback providers’ reputation
values are adopted as important weights. In addition, we can
easily find that RI

j,k ∈ Zη . Next, the TA calculates Vj’s
reputation value in Tk+1 as

Rj,k+1 = R(ωj,k ·Rj,k + (1− ωj,k) ·RI
j,k) (17)

where ωj,k is a weight value and is defined as a function of
|Ij,k|, namely ωj,k = e−ε·|Ij,k|, in which |Ij,k| ∈ {1, 2, ...},
and ε is a control factor in the range of (0, 1). We can easily
find that ωj,k ∈ (0, 1). Specifically, the larger |Ij,k| is, the
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(
∑

Pi,k∈Ik

(
∑

Pj,k∈Ji,k

Fi,j,k)− |Ji,k| · H(k||vk||Pi,k) mod q) ·G

=(
∑

Pi,k∈Ik

(
∑

Pj,k∈Ji,k

Fi,j,k −H(k||vk||Pi,k)) mod q) ·G

=
∑

Pi,k∈Ik

∑
Pj,k∈Ji,k

(Fi,j,k −H(k||vk||Pi,k) mod q) ·G

(7)
=

∑
Pi,k∈Ik

∑
Pj,k∈Ji,k

H(Ci,k||Pj,k||ei,j,k||Yi,k) · Pi,k + Yi,k

=
∑

Pi,k∈Ik

(
∑

Pj,k∈Ji,k

H(Ci,k||Pj,k||ei,j,k||Yi,k) mod q) · Pi,k + |Ji,k| · Yi,k

(11)

D1
j,k =

∏
Pi,k∈Ij,k

C1
i,k mod n2

=
∏

Pi,k∈Ij,k

gRi,k · (r′i,k · H(k||vk))n mod n2

=
∏

Pi,k∈Ij,k

gRi,k ·
∏

Pi,k∈Ij,k

(r′i,k · H(k||vk))n mod n2

=g

∑
Pi,k∈Ij,k

Ri,k

· (
∏

Pi,k∈Ij,k

r′i,k · H(k||vk))n mod n2

(12)

D2
j,k =

∏
Pi,k∈Ij,k

ei,j,k mod n2

=
∏

Pi,k∈Ij,k

gRi,k·fi,j,k · ((r′i,k · H(k||vk))fi,j,k · r′′i,j,k)n mod n2

=
∏

Pi,k∈Ij,k

gRi,k·fi,j,k ·
∏

Pi,k∈Ij,k

((r′i,k · H(k||vk))fi,j,k · r′′i,j,k)n mod n2

=g

∑
Pi,k∈Ij,k

Ri,k·fi,j,k
· (

∏
Pi,k∈Ij,k

(r′i,k · H(k||vk))fi,j,k · r′′i,j,k)n mod n2

(13)


0 ≤

∑
Pi,k∈Ij,k

Ri,k <
∑

Pi,k∈Ij,k

η = |Ij,k| · η <
n

η2
· η =

n

η
< n

0 ≤
∑

Pi,k∈Ij,k

Ri,k · fi,j,k <
∑

Pi,k∈Ij,k

η · η = |Ij,k| · η · η <
n

η2
· η · η = n

(15)

closer ωj,k is to 0, and the larger weight RI
j,k has in Eq. (17);

otherwise, the closer ωj,k is to 1, and the larger weight Rj,k

has in Eq. (17).
In addition, for each Pj,k /∈ Jk (i.e., there is no reputation

feedback for Vj being submitted in Tk), the TA calculates Vj’s
reputation value Rj,k+1 in Tk+1 as

Rj,k+1 = R(ξ ·Rj,k) (18)

where ξ denotes a decay factor in the range of (0, 1). More-
over, Eq. (17) and Eq. (18) can be combined as Eq. (19), and
we can easily find that Rj,k+1 ∈ Zη .

From the calculations in Eq. (12) - Eq. (19), we can easily
find that as long as the reputation value in Tk of each vehicle
falls in Zη , the calculated reputation value of each vehicle in
Tk+1 will also fall in Zη , where k ∈ {1, 2, ...}. Meanwhile,
as described in Section V.B, the initial reputation value of
each vehicle belongs to Zη (Specifically, for any a vehicle

marked as Vi, if it registers with the TA in Tk, then Ri,k =
Ri,0 ∈ Zη , where k ∈ {1, 2, ...}). Thus, we can easily find
that the Assumption-I holds based on the classic mathematical
induction method [38].

Moreover, after calculating the reputation value of each
vehicle in Tk+1 based on Eq. (19), the TA updates the
reputation value of each vehicle in the secure database.

VI. THEORETICAL ANALYSIS

In this section, we present the detailed theoretical analysis
for the strong privacy preservation, strong security, robust
reputation management, acceptable computation overhead, and
acceptable communication overhead in the PPRU scheme,
respectively.

This article has been accepted for publication in IEEE Transactions on Vehicular Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVT.2023.3340723

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



LIU et al.: PPRU: A PRIVACY-PRESERVING REPUTATION UPDATING SCHEME FOR CLOUD-ASSISTED VEHICULAR NETWORKS 9

Rj,k+1 =

{
R(ωj,k ·Rj,k + (1− ωj,k) ·RI

j,k), if Pj,k ∈ Jk
R(ξ ·Rj,k), otherwise

(19)

A. Strong Privacy Preservation

In this part, we mainly analyze the strong privacy preserva-
tion capability of the PPRU scheme for the unique identifier,
reputation value, and feedback score of each vehicle in the
reputation feedback submitting and aggregation processes.

Firstly, in the PPRU scheme, the pseudonyms Pi,k and Pj,k

(instead of the unique identifiers i and j) of feedback provider
Vi and feedback target Vj are included in the reputation
feedback Fi,j,k. Without knowing the correspondence between
unique identifiers and pseudonyms, the adversary cannot reveal
i and j from Fi,j,k. Meanwhile, the pseudonyms in different
time intervals corresponding to the same unique identifier are
different. As a result, the unique identifier of each vehicle
cannot be revealed or linked for a long time by the adversary in
the reputation feedback submitting and aggregation processes.

Besides, in the PPRU scheme, the Paillier ciphertext C1
i,k

(instead of the plaintext) of reputation value Ri,k is included
in the reputation feedback Fi,j,k. According to the properties
of Paillier algorithm [15], the adversary cannot reveal Ri,k

from Fi,j,k, since it does not own the Paillier private key
(λ, µ). Meanwhile, the Paillier ciphertexts in different time
intervals of the same reputation value are different, due to
the adoption of r′i,k and H(k||vk) in Eq. (2). As a result, the
reputation value of each vehicle cannot be revealed or linked
by the adversary in the reputation feedback submitting and
aggregation processes.

Similarly, in the PPRU scheme, the Paillier ciphertext ei,j,k
(instead of the plaintext) of feedback score fi,j,k is included
in the reputation feedback Fi,j,k. According to the properties
of Paillier algorithm [15], the adversary cannot reveal fi,j,k
from Fi,j,k, since it does not own the Paillier private key
(λ, µ). Meanwhile, the Paillier ciphertexts in different time
intervals of the same feedback score are different, due to the
adoption of r′i,k,H(k||vk), and r′′i,j,k in Eq. (3). As a result, the
feedback score of each vehicle cannot be revealed or linked
by the adversary in the reputation feedback submitting and
aggregation processes.

B. Strong Security

In this part, we mainly demonstrate the strong security of
the PPRU scheme against multiple kinds of common attacks,
including the forgery, replay, Sybil, self-praise, and tampering
attacks in the reputation feedback submitting and aggregation
processes. The detailed analysis is as follows.

Theorem 1: The PPRU scheme is resistant to the reputation
value forgery attack.

Proof: In the PPRU scheme, a malicious feedback provider
Vi may conduct the reputation value forgery attack (i.e., forge
its reputation value Ri,k in C1

i,k) to gain higher weight in the
reputation updating process. Firstly, we prove that the one-by-
one verification in Eq. (4) is resistant to the reputation value
forgery attack. Specifically, we assume that Vi can forge Ri,k

as R∗
i,k = Ri,k + ∆Ri,k, where ∆Ri,k ∈ Zη . That is, it can

forge C1
i,k as C1∗

i,k, where

C1∗
i,k

=C1
i,k · g∆Ri,k mod n2

=gRi,k+∆Ri,k · (r′i,k · H(k||vk))n mod n2

(20)

Accordingly, to enable the forged C1∗
i,k to pass the verification

in Eq. (4), Vi needs to forge C2
i,k as C2∗

i,k, in which

C2∗
i,k

=C2
i,k · g∆R′

i,k mod n2

=gRi,k·vk+x2
i,k+∆R′

i,k · (r′i,k)n·vk mod n2

(21)

where ∆R′
i,k ∈ Z. To conduct the reputation value forgery

attack successfully, C1∗
i,k and C2∗

i,k should be able to pass the
verification in Eq. (4), namely

(C1∗
i,k)

vk · gH(k||vk||Pi,k) mod n2

=C2∗
i,k · H(k||vk)n·vk mod n2

(22)

By combining Eq. (4) and Eq. (22), we can easily derive

g∆Ri,k·vk = g∆R′
i,k mod n2 (23)

Based on the Carmichael theorem [39], we can further derive

∆Ri,k · vk −∆R′
i,k = κ · λ(n2) (24)

where κ ∈ Z, λ(n2) = lcm(p′ · (p′ − 1), q′ · (q′ − 1)), and
n = p′ · q′. Due the difficulty of factoring a large integer [34],
Vi cannot derive p′, q′, and λ(n2) from n. Meanwhile, vk is
also unknown to Vi. As a result, except for setting ∆Ri,k = 0,
∆R′

i,k = 0, and κ = 0 (i.e., without forging Ri,k), Vi cannot
effectively set ∆Ri,k, ∆R′

i,k, and κ such that Eq. (24) holds.
Thus, the one-by-one verification in Eq. (4) is resistant to the
reputation value forgery attack. Similarly, we can easily prove
that the batch verification in Eq. (8) is also resistant to the
reputation value forgery attack.

Theorem 2: The PPRU scheme is resistant to the feedback
provider pseudonym forgery attack.

Proof: In the PPRU scheme, a malicious feedback provider
Vi may conduct the feedback provider pseudonym forgery
attack (i.e., forge its pseudonym Pi,k which is the first part
of Ci,k) to disrupt the normal reputation updating. Firstly, we
prove that the one-by-one verification in Eq. (4) is resistant to
the feedback provider pseudonym forgery attack. Specifically,
we assume that Vi can forge Pi,k as P ∗

i,k. To conduct the
feedback provider pseudonym forgery attack successfully, P ∗

i,k

should be able to pass the verification in Eq. (4), namely

(C1
i,k)

vk · gH(k||vk||P∗
i,k) mod n2

=C2
i,k · H(k||vk)n·vk mod n2

(25)

By combining Eq. (4) and Eq. (25), we can easily derive

gH(k||vk||P∗
i,k) = gH(k||vk||Pi,k) mod n2 (26)
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Based on the Carmichael theorem [39], we can further derive

H(k||vk||P ∗
i,k)−H(k||vk||Pi,k) = κ′ · λ(n2) (27)

where κ′ ∈ Z. Similar to the previous analysis, Vi cannot
obtain vk and λ(n2). Besides, H() is irreversible. As a result,
Vi cannot effectively set P ∗

i,k such that Eq. (27) holds. Thus,
the one-by-one verification in Eq. (4) is resistant to the
feedback provider pseudonym forgery attack. Similarly, we
can easily prove that the batch verification in Eq. (8) is also
resistant to the feedback provider pseudonym forgery attack.

Theorem 3: The PPRU scheme is resistant to the replay
attack.

Proof: In the PPRU scheme, the adversary may conduct
the replay attack by utilizing an outdated reputation certificate
Ci,k (containing an outdated k) or by modifying the outdated k
(i.e., the second part of Ci,k). However, as detailed in Section
V.E, a reputation feedback Fi,j,k with an outdated Ci,k cannot
pass the timeliness verification of CSP (i.e., checking whether
k = k′′). Next, we prove that the one-by-one verification in
Eq. (4) is resistant to the replay attack by modifying the k.
Specifically, we assume the adversary can modify the outdated
k as the timely k∗. Accordingly, the CSP will pick the secret
value vk∗ in Tk∗ (instead of vk) to perform the verification in
Eq. (4). To conduct the replay attack successfully, k∗ should
be able to pass the verification in Eq. (4), namely

(C1
i,k)

vk∗ · gH(k∗||vk∗ ||Pi,k) mod n2

=C2
i,k · H(k∗||vk∗)n·vk∗ mod n2

(28)

By combining Eq. (4) and Eq. (28), we can easily derive

(C1
i,k)

vk∗−vk · gH(k∗||vk∗ ||Pi,k)−H(k||vk||Pi,k) mod n2

=H(k∗||vk∗)n·vk∗ · H(k||vk)−n·vk mod n2 (29)

Similar to the previous analysis, the adversary cannot obtain
vk∗ and vk. Besides, H() is irreversible. As a result, the
adversary cannot effectively set k∗ such that Eq. (29) holds.
Thus, the one-by-one verification in Eq. (4) is resistant to the
replay attack. Similarly, we can easily prove that the batch
verification in Eq. (8) is also resistant to the replay attack.

Theorem 4: The PPRU scheme is resistant to the Sybil
attack.

Proof: In the PPRU scheme, the adversary may conduct the
Sybil attack by requesting the TA for multiple pseudonyms
or by forging multiple pseudonyms in a time internal Tk.
However, as detailed in Section V.C, in the PPRU scheme,
each vehicle (e.g., Vi) can merely obtain a reputation certificate
Ci,k (containing a pseudonym Pi,k) for each Tk even though
it requests the TA for multiple times. Besides, as analyzed
in Theorem 2, Vi cannot effectively set the other pseudonyms
except for Pi,k in each time interval Tk. As a result, Vi cannot
effectively submit multiple reputation feedbacks for the same
feedback target in a short period of time by adopting multiple
pseudonyms. Thus, the PPRU scheme is resistant to the Sybil
attack.

Theorem 5: The PPRU scheme is resistant to the self-praise
attack.

Proof: In the PPRU scheme, the adversary may conduct
the self-praise attack by setting Pj,k = Pi,k in the rep-
utation feedback Fi,j,k or by forging multiple pseudonyms
in a time internal Tk. However, as detailed in Section V.E,
each reputation feedback (e.g., Fi,j,k) for self-praise (where
Pi,k = Pj,k) cannot pass the rationality verification of the CSP
(i.e., checking whether Pi,k ̸= Pj,k). Besides, as analyzed in
Theorem 2, each vehicle (e.g., Vi) cannot effectively set the
other pseudonyms except for Pi,k for self-praise in each time
interval Tk. Thus, the PPRU scheme is resistant to the self-
praise attack.

Theorem 6: The PPRU scheme is resistant to the feedback
score tampering attack.

Proof: In the PPRU scheme, the adversary may conduct the
feedback score tampering attack (i.e., tamper with the feedback
score fi,j,k which is contained in the encrypted feedback score
ei,j,k) to disrupt the normal reputation updating. Firstly, we
prove that the one-by-one verification in Eq. (6) is resistant to
the feedback score tampering attack. Specifically, we assume
that the adversary can tamper with fi,j,k to f∗

i,j,k = fi,j,k +
∆fi,j,k. That is, it can tamper with ei,j,k to e∗i,j,k, where

e∗i,j,k

=ei,j,k · (C1
i,k)

∆fi,j,k

=(C1
i,k)

fi,j,k+∆fi,j,k · (r′′i,j,k)n mod n2

(30)

To conduct the feedback score tampering attack successfully,
the adversary needs to tamper with the signature Fi,j,k to
F∗

i,j,k, where e∗i,j,k and F∗
i,j,k should be able to pass the

verification in Eq. (6), namely

(F∗
i,j,k −H(k||vk||Pi,k) mod q) ·G

=H(Ci,k||Pj,k||e∗i,j,k||Yi,k) · Pi,k + Yi,k

(31)

By combining Eq. (6) and Eq. (31), we can easily derive

(F∗
i,j,k −Fi,j,k) ·G

=(h∗
i,j,k − hi,j,k) · Pi,k

=(h∗
i,j,k − hi,j,k) · x1

i,k ·G
(32)

where “mod q” is omitted for ease of expression, h∗
i,j,k =

H(Ci,k||Pj,k||e∗i,j,k||Yi,k), hi,j,k = H(Ci,k||Pj,k||ei,j,k||Yi,k).
Thus,

(F∗
i,j,k −Fi,j,k) · (h∗

i,j,k − hi,j,k)
−1 ·G = x1

i,k ·G (33)

As a result, the adversary can output (F∗
i,j,k − Fi,j,k) ·

(h∗
i,j,k−hi,j,k)

−1 as a solution of deriving x1
i,k from x1

i,k ·G.
That is, the probability that the adversary solves the ECDLP
problem is obviously non-negligible, which is contradictory
to the difficulty of ECDLP problem [35]. Thus, the one-by-
one verification in Eq. (6) is resistant to the feedback score
tampering attack. Similarly, we can easily prove that the batch
verification in Eq. (9) is also resistant to the feedback score
tampering attack.

Theorem 7: The PPRU scheme is resistant to the feedback
target pseudonym tampering attack.

Proof: In the PPRU scheme, the adversary may conduct
the feedback target pseudonym tampering attack (i.e., tamper
with the feedback target’s pseudonym Pj,k in the reputation
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feedback Fi,j,k) to disrupt the normal reputation updating.
Firstly, we prove that the one-by-one verification in Eq. (6) is
resistant to the feedback target pseudonym tampering attack.
Specifically, we assume that the adversary can tamper with
Pj,k to P ∗∗

j,k. To conduct the feedback target pseudonym
tampering attack successfully, the adversary needs to tamper
with the signature Fi,j,k to F∗∗

i,j,k, where P ∗∗
j,k and F∗∗

i,j,k should
be able to pass the verification in Eq. (6), namely

(F∗∗
i,j,k −H(k||vk||Pi,k) mod q) ·G

=H(Ci,k||P ∗∗
j,k||ei,j,k||Yi,k) · Pi,k + Yi,k

(34)

By the similar analysis to that in Theorem 6, we can easily
conclude that the one-by-one verification in Eq. (6) is resistant
to the feedback target pseudonym tampering attack. Similarly,
we can easily prove that the batch verification in Eq. (9) is also
resistant to the feedback target pseudonym tampering attack.

C. Robust Reputation Management

As revealed in Eq. (16), the incremental reputation value of
each vehicle is essentially calculated as the weighted average
of the corresponding feedback providers’ feedback scores,
where the corresponding feedback providers’ reputation values
are adopted as important weights. As demonstrated in many
recent researches [5], [14], [31], the weighted average can
provide obviously stronger robustness against malicious feed-
back providers than the simple average, and the quantitative
robustness evaluation is shown in Section VII.A.

D. Acceptable Computation Overhead

In this part, we mainly analyze the computation overheads
of vehicles, CSP, and TA in the reputation feedback submitting
and aggregation processes. For ease of expression, we define
|Ik| = u, |Jk| = u′, and define the average values of |Ji,k|
and |Ij,k| as v and v′, respectively. The detailed analysis is as
follows.

When a vehicle (e.g., Vi) is to generate a reputation feed-
back Fi,j,k for another vehicle (e.g., Vj), it first needs to
generate an encrypted feedback score ei,j,k, which requires
to perform two Paillier modular exponential operations and
one Paillier modular multiplication operation, and then needs
to generate a signature Fi,j,k, which requires to perform one
hash operation, one ECC modular multiplication operation,
and two ECC modular addition operations. Besides, it needs
to compute Yi,k for once (even it is to generate multiple rep-
utation feedbacks) in each Tk, which requires to perform one
ECC point multiplication operation. Specifically, we denote
the computation overheads of conducting one Paillier modular
exponential operation, one Paillier modular multiplication op-
eration, one hash operation, one ECC modular multiplication
operation, one ECC modular addition operation, and one ECC
point multiplication operation as T p

exp, T p
mul, Thash, T e

mul,
T e
add, and T e

pmul, respectively, and then the total computation
overhead on the vehicles side in the reputation feedback sub-
mitting and aggregation processes can be approximately calcu-
lated as u·v·(2T p

exp+T p
mul+Thash+T e

mul+2T e
add)+u·T e

pmul.
After receiving the reputation feedbacks in each Tk, the CSP

first needs to verify the validity of reputation certificates and

reputation feedbacks by adopting the one-by-one verification
or batch verification.

• When the one-by-one verification is adopted, for veri-
fying each reputation feedback, the CSP needs to per-
form three Paillier modular exponential operations, three
Paillier modular multiplication operations, four hash op-
erations, two ECC point multiplication operations, one
ECC point addition operation, and one ECC modular
subtraction operation.

• When the batch verification is adopted, for verifying u ·v
reputation feedbacks, the CSP needs to perform 2(u +
1) Paillier modular exponential operations, u+2 Paillier
modular multiplication operations, 2u−2 Paillier modular
addition operations, 2u+u ·v+1 hash operations, u ECC
modular multiplication operations, 2u · v − u − 1 ECC
modular addition operations, u ECC modular subtraction
operations, 2u + 1 ECC point multiplication operations,
and 2u− 1 ECC point addition operations.

Then, the CSP needs to generate an aggregated feedback
Ak, which requires to perform 2u′ · (v′ − 1) Paillier modular
multiplication operations. Specifically, we denote the com-
putation overheads of conducting one ECC point addition
operation, one ECC modular subtraction operation, and one
Paillier modular addition operation as T e

padd, T e
sub, and T p

add,
respectively, and then we can derive the following conclusions.

• When the one-by-one verification is adopted, the total
computation overhead on the CSP side in the reputation
feedback submitting and aggregation processes can be
approximately calculated as u · v · (3T p

exp + 3T p
mul +

4Thash +2T e
pmul + T e

padd + T e
sub) + 2u′ · (v′ − 1) · T p

mul.
• When the batch verification is adopted, the total computa-

tion overhead on the CSP side in the reputation feedback
submitting and aggregation processes can be approxi-
mately calculated as 2(u+1)·T p

exp+(u+2+2u′ ·(v′−1))·
T p
mul+(2u−2)·T p

add+(2u+u·v+1)·Thash+u·T e
mul+(2u·

v−u−1)·T e
add+u·T e

sub+(2u+1)·T e
pmul+(2u−1)·T e

padd.
After receiving the aggregated feedback Ak, the TA needs

to conduct two Paillier decryption operations to calculate the
incremental reputation value of each vehicle in Jk, which re-
quires to perform 2u′ Paillier modular exponential operations
and 2u′ Paillier modular multiplication operations. Note that
the computation overheads of other operations are negligible
when compared with those of Paillier-based operations, thus
the total computation overhead on the TA side in the repu-
tation feedback submitting and aggregation processes can be
approximately calculated as 2u′ · (T p

exp + T p
mul).

As revealed in Table I, among the state-of-the-art schemes,
the PPTM scheme [5] has the security, privacy, and trust
properties closest to the PPRU scheme, thus we adopt it as a
baseline in the theoretical analysis and simulation evaluation.
To make a fair comparison between the PPRU and PPTM
schemes, we assume that in the PPTM scheme, Mcα,κE,Vi

,
Tsα,κE,Vi

, and Dsα,κE,Vi
are not contained in the reputation feed-

back Rfα,κ
E,Vi,Vj

, and both the verification on Dsα,κE,Vi
and the

acknowledgement for Rfα,κ
E,Vi,Vj

are omitted in the reputation
feedback submitting process. Besides, we assume in the PPTM
scheme, the encryption/decryption operations for reputation
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TABLE III: Formalized computation overhead comparisons of vehicles, CSP, and TA in the PPRU and PPTM [5] schemes

Schemes Vehicles CSP TA

PPRU-one
u · v · (2T p

exp + T p
mul + Thash+

T e
mul + 2T e

add) + u · T e
pmul

u · v · (3T p
exp + 3T p

mul + 4Thash + 2T e
pmul+

T e
padd + T e

sub) + 2u′ · (v′ − 1) · T p
mul

2u′ · (T p
exp + T p

mul)

PPRU-batch
u · v · (2T p

exp + T p
mul + Thash+

T e
mul + 2T e

add) + u · T e
pmul

2(u+ 1) · T p
exp + (u+ 2 + 2u′ · (v′ − 1)) · T p

mul+
(2u− 2) · T p

add + (2u+ u · v + 1) · Thash+
u · T e

mul + (2u · v − u− 1) · T e
add + u · T e

sub+
(2u+ 1) · T e

pmul + (2u− 1) · T e
padd

2u′ · (T p
exp + T p

mul)

PPTM [5]
u · v · (Thash + T e

exp + 2T e
mul+

T e
add + 3T e

pmul + T e
padd)

0
u · v · (Thash + 2T e

exp+
2T e

mul + 3T e
pmul + 2T e

padd)

Note: PPRU-one and PPRU-batch denote the PPRU scheme with one-by-one verification and with batch verification, respectively.

feedbacks are realized by utilizing the ECC algorithm and
the signature generation/verification operations for reputation
feedbacks are realized by utilizing the ECDSA algorithm.

Thus, by the similar analysis to that in the PPRU scheme, we
can easily derive that in the PPTM scheme, for u ·v reputation
feedbacks, the total computation overheads of vehicles, CSP,
and TA in the reputation feedback submitting process can be
approximately calculated as u · v · (Thash + T e

exp + 2T e
mul +

T e
add + 3T e

pmul + T e
padd), 0, and u · v · (Thash + 2T e

exp +
2T e

mul + 3T e
pmul + 2T e

padd), respectively, where T e
exp denotes

the computation overhead of conducting one ECC modular
exponential operation. The formalized computation overhead
comparisons of vehicles, CSP, and TA in the PPRU and
PPTM schemes are shown in Table III, and the quantitative
computation overhead comparisons are revealed in Section
VII.B.

E. Acceptable Communication Overhead

In this part, we mainly analyze the communication over-
heads of vehicles, CSP, and TA in the reputation feedback
submitting and aggregation processes. For the convenience of
expression, we still define |Ik| = u, |Jk| = u′, and define the
average values of |Ji,k| and |Ij,k| as v and v′, respectively.
Meanwhile, we set the parameters in the PPRU scheme as
shown in Table IV, and then the detailed analysis is as follows.

TABLE IV: Parameter setting in the PPRU scheme

Parameters Definitions Bit lengths

|k| Bit length of time interval’s serial number k 32
|q| Bit length of ECC parameter q 160
|S| Bit length of ECC public key 320
|n2| Bit length of Paillier parameter n2 2048
|v′| Bit length of parameter |Ij,k| 32

In the PPRU scheme, each reputation certificate (e.g., Ci,k)
contains four parts, namely Pi,k, k, C1

i,k, and C2
i,k, whose

bit lengths are |S|, |k|, |n2|, and |n2|, respectively, thus the
bit length of Ci,k can be calculated as |S| + |k| + 2|n2|.
Similarly, each reputation feedback (e.g., Fi,j,k) consists of
five parts, namely Ci,k, Pj,k, ei,j,k, Yi,k, and Fi,j,k, where
the bit lengths of Pj,k, ei,j,k, Yi,k, and Fi,j,k are |S|, |n2|,
|S|, and |q|, respectively, thus the bit length of Fi,j,k can
be calculated as 3|S| + |k| + 3|n2| + |q|. Besides, each

aggregated feedback (e.g., Ak) contains two parts, namely
k and {(Pj,k, D

1
j,k, D

2
j,k, |Ij,k|)|Pj,k ∈ Jk}, where the bit

lengths of k, Pj,k, D1
j,k, D2

j,k, and |Ij,k| are |k|, |S|, |n2|,
|n2|, and |v′|, respectively, thus the bit length of Ak can be
calculated as |k|+ u′ · (|S|+ 2|n2|+ |v′|).

For each Tk, the vehicles need to submit u · v reputation
feedbacks, the CSP needs to receives u·v reputation feedbacks
and sends an aggregated feedback, and the TA needs to receive
an aggregated feedback, thus the communication overheads on
the vehicles, CSP, and TA sides can be calculated as u · v ·
(3|S| + |k| + 3|n2| + |q|), u · v · (3|S| + |k| + 3|n2| + |q|) +
|k|+u′ · (|S|+2|n2|+ |v′|), and |k|+u′ · (|S|+2|n2|+ |v′|),
respectively.

As a contrast, in the PPTM scheme [5], based on the
same assumptions as detailed in Section VI.D, the plaintext
of each reputation certificate (e.g., Rfα,κ

E,Vi,Vj
) contains five

parts, namely α, Psα,κVi
, j, Fsα,κE,Vi,Vj

, and Dsα,κE,Vi,Vj
, whose bit

lengths are assumed to be |k|, |k|, |k|, 1, and |S|, respectively,
thus the bit length of each reputation certificate (which is en-
crypted by utilizing the ECC algorithm) can be approximately
calculated as ⌈(3|k|+ 1 + |S|)/|q|⌉ · 2|S|, where ⌈∗⌉ denotes
ceiling function.

For each Tk, the vehicles need to submit u · v reputation
feedbacks, the CSP is not involved, and the TA needs to
receive u · v reputation feedbacks, thus the communication
overheads on the vehicles, CSP, and TA sides can be calculated
as u · v · ⌈(3|k|+1+ |S|)/|q|⌉ · 2|S|, 0, and u · v · ⌈(3|k|+1+
|S|)/|q|⌉ · 2|S|, respectively.

The formalized communication overhead comparisons on
the vehicles, CSP, and TA sides in the PPRU and PPTM
schemes are illustrated in Table V, and the quantitative com-
munication overhead comparisons on the vehicles and TA sides
in the PPRU and PPTM schemes are revealed in Fig. 2, where
u varies from 1 to 1000, u′ = u, and v = v′ = u · 10%.

As revealed in Fig. 2(a), the communication overhead on
the vehicles side in the PPRU scheme is slightly higher than
that in the PPTM scheme. As revealed in Fig. 2(b), for the
most values of u (i.e., u ≥ 22), the communication overhead
on the TA side in the PPRU scheme is significantly lower
than that in the PPTM scheme, thus the PPRU scheme can
dramatically reduce the communication overhead on the TA
side when compared with the PPTM scheme. Specifically,
when u varies from 1 to 1000, the average reducing percentage
of the communication overhead on the TA side is about
83.88%.
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TABLE V: Formalized communication overhead comparisons on the vehicles, CSP, and TA sides in the PPRU and PPTM
[5] schemes

Schemes Vehicles CSP TA

PPRU u · v · (3|S|+ |k|+ 3|n2|+ |q|) u · v · (3|S|+ |k|+ 3|n2|+ |q|)+
|k|+ u′ · (|S|+ 2|n2|+ |v′|) |k|+ u′ · (|S|+ 2|n2|+ |v′|)

PPTM [5] u · v · ⌈(3|k|+ 1 + |S|)/|q|⌉ · 2|S| 0 u · v · ⌈(3|k|+ 1 + |S|)/|q|⌉ · 2|S|
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Fig. 2. Quantitative communication overhead comparisons on
the (a) vehicles and (b) TA sides in the PPRU and PPTM [5]
schemes.

VII. SIMULATION EVALUATION

In this section, we conduct quantitative robustness evalua-
tion for the reputation updating and quantitative computation
overhead evaluation for the vehicles, CSP, and TA in the
PPRU scheme on a laptop with the 11th Gen Intel Core i5-
1135G7 CPU, 2.40GHz and 2.42GHz dual-core processors,
16G memory, and 64-bit Windows 10 operating system.

A. Robustness Evaluation

In this part, we first conduct quantitative robustness eval-
uation for the reputation updating in the PPRU scheme
(where the weighted average is adopted) by adjusting the
percentage of malicious vehicles and adopting two common
evaluation indexes [5], [10], [14], [22], namely the average
reputation value of honest vehicles (marked as Rh) and the
average reputation value of malicious vehicles (marked as
Rm). Specifically, we assume the total number of vehicles
is 1000, and the percentages of law enforcement vehicles,
public service vehicles, and private vehicles are 5%, 10%,
and 85%, respectively, where the law enforcement vehicles
and public service vehicles are honest, and the private vehicles
may be malicious. Meanwhile, we assume that u = u′ = 1000,
v = v′ = u · 10% = 100, and η = 100.

In addition, we adjust the malicious percentage of private
vehicles (denoted as Pm) from 5% to 20%, and for each Pm,
we carry out the reputation updating in the PPRU scheme for
50 rounds, where the serial number of each round (denoted as
Rn) is 1, 2, ..., or 50. The above operations are repeated 1000
times for each Pm, and the average results are illustrated in
Fig. 3.

As revealed in Fig. 3(a), for each Pm, in the first 20 or so
rounds, the Rh continually increases, and the increasing speed
of Rh decreases with the increase of Pm; in the subsequent
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Fig. 3. Variation curve comparisons of (a) Rh and (b) Rm

versus Rn when Pm takes different values.

rounds, the Rh basically remains stable (as a relatively high
value), and the stable value of Rh decreases with the increase
of Pm. As revealed in Fig. 3(b), for each Pm, in the first 10
or so rounds, the Rm continually increases, and the increasing
speed of Rm increases with Pm; in the subsequent rounds,
the Rm basically remains stable (as a relatively low value),
and the stable value of Rm increases with Pm. Besides, for
each Pm and each Rn, the Rh is significantly higher than
the Rm, which indicates the PPRU scheme can provide robust
reputation management.

As a contrast, based on the same assumptions as those in
the above simulation, we also conduct quantitative robustness
evaluation for the reputation updating in the PPRU scheme
when the simple average, instead of the weighted average, is
adopted, and the quantitative comparison results are shown in
Fig. 4.
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Fig. 4. Stable value comparisons of (a) Rh and (b) Rm when
the weighted average and simple average are adopted for the
reputation updating and Pm takes different values.

As revealed in Fig. 4(a), for each Pm, the stable value
of Rh when the weighted average is adopted is obviously
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higher than that when the simple average is adopted, and the
stable value difference of Rh when the weighted average and
simple average are adopted increases with Pm. As revealed
in Fig. 4(b), for each Pm, the stable value of Rm when the
weighted average is adopted is obviously lower than that when
the simple average is adopted, and the stable value difference
of Rm when the weighted average and simple average are
adopted increases with Pm. Besides, for each Pm, the stable
value difference of Rh and Rm when the weighted average
is adopted is obviously larger than that when the simple
average is adopted, which indicates that the weighted average
can provide obviously stronger robustness against malicious
feedback providers than the simple average.

B. Computation Overhead Evaluation

In this part, we first measure the runtimes of various cryp-
tographic operations in the PPRU and PPTM [5] schemes for
106 times based on the Java programming language1 and Java
Pairing-Based Cryptography (JPBC) library2, respectively, and
the average results are revealed in Table VI.

TABLE VI: Runtimes (ms) of various cryptographic opera-
tions in the PPRU and PPTM [5] schemes

Notations Definitions Runtimes

T p
exp Time of one Paillier modular exponential operation 3.956170

T p
mul Time of one Paillier modular multiplication operation 0.011560

T p
add Time of one Paillier modular addition operation 0.000690

Thash Time of one hash operation 0.000990
T e
exp Time of one ECC modular exponential operation 0.014890

T e
mul Time of one ECC modular multiplication operation 0.000410

T e
add Time of one ECC modular addition operation 0.000310

T e
sub Time of one ECC modular subtraction operation 0.000290

T e
pmul Time of one ECC point multiplication operation 1.685240

T e
padd Time of one ECC point addition operation 0.007710

Next, based on the data in Table III and Table VI, we
conduct quantitative computation overhead evaluation for the
vehicles and TA in the PPRU and PPTM [5] schemes when u
varies from 1 to 1000, u′ = u, and v = v′ = u · 10%, respec-
tively, and the quantitative comparison results are illustrated
in Fig. 5.
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Fig. 5. Quantitative computation overhead comparisons of (a)
vehicles and (b) TA in the PPRU and PPTM [5] schemes.

1https://www.java.com/.
2http://gas.dia.unisa.it/projects/jpbc/.

As revealed in Fig. 5(a), for each u, the computation over-
head on the vehicles side in the PPRU scheme is slightly higher
than that in the PPTM scheme. Note that the computation
overhead shown in Fig. 5(a) is shared by u vehicles and the
computation overhead on each vehicle side is far less than
that shown in Fig. 5(a), thus the computation overhead on the
vehicles side in the PPRU scheme is acceptable. As revealed
in Fig. 5(b), for the most values of u (i.e., u ≥ 16), the
computation overhead on the TA side in the PPRU scheme
is significantly lower than that in the PPTM scheme, which
indicates that the PPRU scheme can dramatically reduce the
computation overhead on the TA side when compared with the
PPTM scheme. Specifically, when u varies from 1 to 1000, the
average reducing percentage of the computation overhead on
the TA side is about 88.36%.

Then, based on the data in Table III and Table VI, we
conduct quantitative computation overhead evaluation for the
CSP in the PPRU scheme when the batch verification is
adopted, u varies from 1 to 1000, u′ = u, v = v′ = u·ϱ (where
ϱ varies from 5% to 20%), respectively, and the concrete
comparison results are illustrated in Fig. 6(a).
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Fig. 6. Variation curve comparisons of the computation over-
head on the CSP side versus u (a) when ϱ takes different values
and (b) when the one-by-one verification and batch verification
are adopted.

As revealed in Fig. 6(a), for each ϱ, the computation
overhead on the CSP side first rapidly increases with u (when
u is smaller than 100 or so), and then slowly increases with
u (when u is larger than 100 or so). Meanwhile, for each u,
the computation overhead on the CSP side slightly increases
with ϱ. As we well know, the computational power of CSP
in actual vehicular networks is much greater than that in our
simulation, thus the computational overhead on the CSP side
in actual vehicular networks is far less than that shown in Fig.
6(a), thus the computation overhead on the CSP side in the
PPRU scheme is acceptable.

Afterwards, based on the data in Table III and Table VI, we
conduct quantitative computation overhead evaluation for the
CSP in the PPRU scheme when the one-by-one verification
and batch verification are adopted, u varies from 1 to 1000,
u′ = u, v = v′ = u · 10%, respectively, and the concrete
comparison results are revealed in Fig. 6(b).

As revealed in Fig. 6(b), for the most values of u (i.e.,
u ≥ 9), the computation overhead on the CSP side when the
batch verification is adopted is significantly lower than that

This article has been accepted for publication in IEEE Transactions on Vehicular Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVT.2023.3340723

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



LIU et al.: PPRU: A PRIVACY-PRESERVING REPUTATION UPDATING SCHEME FOR CLOUD-ASSISTED VEHICULAR NETWORKS 15

when the one-by-one verification is adopted, thus the batch
verification can effectively reduce the computation overhead
on the CSP side in the PPRU scheme when compared with
the one-by-one verification.

VIII. CONCLUSION AND FUTURE WORK

In this work, we have put forward a novel PPRU scheme
for cloud-assisted vehicular networks based on the ECC and
Paillier algorithms. Specifically, the reputation feedbacks are
collected and preprocessed by the honest-but-curious CSP
in a privacy-preserving manner, and the computation and
communication overheads on the TA side can be dramat-
ically reduced by about 88.36% and 83.88% as a result.
Besides, the results of comprehensive theoretical analysis and
simulation evaluation demonstrate that the proposed scheme
can provide strong privacy preservation, strong security, and
robust reputation management with acceptable computation
and communication overheads, and is significantly superior to
the existing schemes in several aspects. In future work, we will
further improve the PPRU scheme by taking more potential
attacks into consideration, and evaluate its performance in
various kinds of simulational and real vehicular networks.
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