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Abstract—Non-orthogonal multiple access (NOMA) technique is
important for achieving a high data rate in next-generation wireless
communications. A key challenge to fully utilizing the effectiveness
of the NOMA technique is the optimization of the resource alloca-
tion (RA), e.g., channel and power. However, this RA optimization
problem is NP-hard, and obtaining a good approximation of a
solution with a low computational complexity algorithm is not easy.
To overcome this problem, we propose the coherent Ising machine
(CIM) based optimization method for channel allocation in NOMA
systems. The CIM is an Ising system that can deliver fair approx-
imate solutions to combinatorial optimization problems at high
speed (millisecond order) by operating optimization algorithms
based on mutually connected photonic neural networks. The per-
formance of our proposed method was evaluated using a simulation
model of the CIM. We compared the performance of our proposed
method to simulated annealing, a conventional-NOMA pairing
scheme, deep Q learning based scheme, and an exhaustive search
scheme. Simulation results indicate that our proposed method is
superior in terms of speed and the attained optimal solutions.

Index Terms—Non-orthogonal multiple access, resource allo-
cation, coherent Ising machine, mutually connected neural
network.

I. INTRODUCTION

W ITH the rapid increase in the number of mobile de-
vices, there is an urgent need to increase the spectrum

efficiency of mobile communications [1]. A non-orthogonal
multiple access (NOMA) technique has been proposed as one of
the candidate technologies to meet the requirements of the next
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generation of wireless networks [2], [3]. Unlike conventional
orthogonal multiple access (OMA) schemes, NOMA schemes
can effectively increase the spectrum efficiency by introducing
extra-power-domains, which enables the data of multiple dif-
ferent users to be multiplexed on the same channel [3]. More
specifically, by applying superposition coding in the transmitter
and successive interference cancellation (SIC) technology in the
receiver, signals from multiple users that are multiplexed can be
distinguished.

In a NOMA system, resources such as channels and power
must be appropriately allocated to improve the system perfor-
mance, such as the data rate, and avoid system outages such as
an SIC error [4], [5]. Previous studies have shown that optimal
resource allocation (RA) can increase the total achievable data
rate of a system in comparison with random RA [6]. Specifically,
channel allocation methods that consider the differences in
channel gain between users, and power allocation methods that
balance system data rates and user fairness, are key aspects in
a NOMA system design. In addition, it is important to allocate
resources to avoid the failure conditions of SIC and maximize
the performance, including the total data rate, quality of ser-
vice (QoS), or fairness of the NOMA system. However, joint
channel and power allocation problems have been proven to be
NP-hard [7], and their high complexity hinders an efficient and
reliable RA, resulting in a low performance of NOMA systems.

To solve the NP-hard RA optimization problems in NOMA
systems, many approaches such as machine learning (ML) and
heuristic approaches have been proposed [5], [8], [9], [10], [11],
[12], [13]. Optimization using ML has the advantage of a rapid
RA in large-scale problems by using trained models that have
been learned in advance. However, a trained model may no
longer be usable and must be retrained when the system environ-
ment changes. This has a disadvantage that the RA may not be
sufficiently fast when the communication environments change.
By contrast, optimization using heuristic methods is faster owing
to a lower computational complexity; however, a fundamental
trade-off emerges between the solution accuracy and compu-
tational complexity. By contrast, hardware-based search algo-
rithms, such as quantum computers and Ising machines, have
been proposed and are expected to solve various optimization
problems at high speed [14], [15], [16], [17], [18]. As described
in [19], quantum technologies are emerging technologies that are
expected to be deployed in 6G networks around 2030, although
it is still unclear when a practical quantum computer will be
available. D-wave [14] is a quantum annealing machine that
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has already been commercialized and is available for general
users. The coherent Ising machine (CIM) [15], [16], [17], [18]
is an optimization machine based on laser networks, which can
deliver fair approximate solutions to combinatorial optimization
problems at high speed on the order of milliseconds. Many
NP-complete and NP-hard problems can be transformed into
ground-state search problems of the Ising model [20]. Here, the
CIM and D-Wave are Ising machines that can rapidly obtain a
state near the ground state of the Ising Hamiltonian which repre-
sents a good solution to the optimization problem. As the main
difference between the D-Wave and CIM, D-Wave reproduces
a coupling of magnetic spins with a chimera topology having
sparse connections, whereas in CIM, the Ising network of optical
pulses generated by a laser oscillator is fully coupled [15], [16].

A previous study [17] demonstrated that the CIM is more ef-
fective than D-Wave for large-scale large-density problems, and
it will be more suitable for the next-generation large-scale wire-
less communications. In [18], the authors showed that 100,000
fully connected spins can be implemented using the CIM. In
previous studies [21], [22], [23], [24], various wireless com-
munication systems are optimized using CIMs. A CIM-based
optimization approach has been applied to solve the NP-hard
optimization problems in wireless communications. In [25], it
is shown that the optimal solutions obtained can be empirically
scaled as O(1) using the CIM. It is therefore possible to achieve
a real-time optimization of RA in a large-scale NOMA system
using the CIM. In this article, we propose an RA method for
NOMA systems using the CIM. The main contributions of this
article can be summarized as follows.
� We propose a high-speed RA method using the CIM for

NOMA systems, especially for the channel assignment.
The proposed method is a hardware-based method with
superior speed (milliseconds-order) compared to other ex-
isting methods.

� To the best of our knowledge, previous works related to
RA using the CIM in wireless communication assumed
that only one user could access each channel simultane-
ously. In contrast to previous studies, this study focuses on
the RA optimization problem using the CIM for NOMA
systems where multiple users can be multiplexed in the
same channel. Hence, novel solutions are necessary to
solve such problems which are different from those in
our previous work. For instance, dummy users need to be
introduced and the constraints are different, which leads
to different strength of the interaction between spins and
that of the external magnetic field on each spin. In this
study, we formulated the RA combinatorial optimization
problem carefully to meet the characteristics of the RA in
the NOMA system and the feasibility of solving it using
the CIM.

� To solve the RA optimization problem in NOMA systems
using the CIM, it is necessary to derive the parameters of the
Ising model and introduce them into the CIM. Therefore,
we first transformed the formulated RA combinational
problem into a ground state search problem of the Ising
Hamiltonian. Then, we derived the parameters of the Ising
model that needed to be introduced into the CIM to obtain

the solutions, i.e., the interaction between spins and the
external magnetic field.

� To verify the effectiveness of the proposed method, we
first evaluated the convergence of the proposed method.
Simulation results demonstrated the convergence of the
proposed method. Then, we evaluated the performance of
the proposed method in the total data rate and compared it
with that of other methods including simulated annealing
(SA), exhaustive search (ES), the conventional-NOMA
(C-NOMA), deep Q learning (DQN), and random methods.
The simulation results indicate that our proposed approach
can achieve higher data rates than other methods. More-
over, the computation time of the proposed, SA, DQN and
ES methods was evaluated, which demonstrates that the
proposed method can obtain better performance at faster
speed.

The rest of this article is organized as follows. Section II
reviews previous related studies. Section III introduces the
system model and problem formulation. Section IV introduces
the principle of the CIM in solving the optimization problems.
Section V presents the proposed CIM-based RA method for
NOMA systems. Section VI demonstrates the simulation results.
Section VII presents the discussion and future work. Section VIII
provides some concluding remarks regarding this research. The
abbreviations used in this article are listed in Table I.

II. RELATED WORK

In this section, we review the related studies on RA. We
first review the heuristic RA approaches and ML-based RA
approaches for NOMA systems. We then review the hardware-
based RA, particularly for the existing studies on CIM-based
RA in wireless communications that are not limited to NOMA
RA problems.

A. Heuristic RA Approaches

The high complexity of the RA problem in NOMA systems
can be reduced using heuristic methods by dividing the problem
into sub-problems [5], [8], [9], [10], [11]. In [5], the authors pro-
pose a low complexity and efficient method for RA in a downlink
NOMA system. In this study, user fairness, data rate, and energy
efficiency are optimized. The RA problem is divided into the
sub-problems of power allocation and channel allocation. The
power allocation solution is derived from a theoretical analysis.
The channel allocation is carried out based on the derived
power allocation solution. In [8], the RA in full duplex-NOMA
(FD-NOMA) systems is studied. In this study, the RA problem
is successfully solved with low computational complexity by
dividing the channel and power problems based on the block
coordinate descent method. In [9], an algorithm for downlink
NOMA systems that analytically examines the optimal power
allocation (OPA) and ideal pairing search algorithm (IPSA) in
terms of fairness is proposed. Simulation results indicate that
the computational complexity is significantly reduced in com-
parison to the ES. In [10], NOMA-based device-to-device (D2D)
communications are considered. It is shown that communication
performance can be improved to a significant extent using the
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TABLE I
ABBREVIATIONS USED IN THIS PAPER

NOMA technique. The RA solution is obtained with low com-
putational complexity by applying an optimal power allocation
after a channel allocation algorithm that assigns sub-carriers
to the D2D groups. In [11], the RA in a NOMA system is
optimized using the SA, which is a meta-heuristic algorithm.
In this study, a joint optimization of the channel allocation,
sub-channel power allocation, and inter-user power allocation is
considered. Simulation results indicate that a sufficiently reliable
solution in terms of system throughput can be obtained with low
computational complexity in comparison to an ES.

As discussed above, we can see that the heuristic RA ap-
proaches can obtain a solution with low computational com-
plexity. However, there is a fundamental trade-off between the
performance of the solution and the computational complexity,
and there have been no previous studies that can quickly optimize
on the order of milliseconds.

B. ML Based RA Approaches

With the development of ML applications in wireless com-
munications, ML solutions for RA optimization problems in
NOMA systems have been proposed [4], [12], [13]. In [4],
deep reinforcement learning (DRL) based RA scheme is pro-
posed for NOMA systems. Here, the framework of the DRL
method is designed based on an attention-based neural net-
work (ANN). Specifically, the joint optimization problem of
channel and power allocation is formulated, and the channel
allocation is learned according to the policy learned from the
ANN. Simulation results indicate that the proposed method
can achieve the same performance for six users with lower
computational complexity in comparison to the ES. In [12], a
DQN is adopted to achieve a joint RA for a large number of
users, where reinforcement learning (RL) frames are used for
the joint optimization of clustering, power allocation, and beam-
forming. Specifically, the clustering is adjusted using a DQN,
and a backpropagation neural network (BPNN) is designed to
learn the power coefficients for each cluster. Simulation results
indicate that the performance of the proposed method is close
to that of the ES. In [13], a method based on DRL is proposed
to assign users to time-varying channels. Recently, DRL has
been expected to be applied as a solution for such real-time
dynamic decision-making problems in practical environments

where the conventional RA algorithms are difficult to be ap-
plied. A complexity analysis and simulation results show that
the proposed approach provides a superior performance with
lower computational complexity in comparison to conventional
optimization algorithms.

Therefore, ML-based RA methods can obtain near-optimal
solutions with lower computational complexity than the ES.
However, to obtain near-optimal solutions, a proper training time
is required.

C. Hardware-Based RA

Optimization problems such as channel and power allocation
are important not only in NOMA systems but also in a variety
of other wireless communication systems. Optimization prob-
lems in wireless communication systems have recently become
increasingly complex, and the demand for efficient solutions
to meet the requirements of next-generation wireless commu-
nications has increased [26]. Hardware-based approaches, such
as quantum computers and Ising machines, have been expected
to be potential methods for solving optimization problems at
high speed [14], [15], [16], [17]. In previous studies, several RA
optimization problems in wireless communications have been
studied using the CIM [21], [22], [23], [24]. In [22], the CIM
is applied to RA problems in wireless communication systems
such as IEEE802.11 wireless LAN (WLAN) systems and D2D
communications. In addition, it has been shown that the CIM
can approximately solve these optimization problems within
the order of milliseconds. In [23], the CIM is applied to the
optimization of scheduling problems for distributed antenna
systems. In [24], the CIM is applied to the optimization problem
of channel assignment in dense WLAN systems. In this study, the
maximization of the system throughput in high-density WLAN
systems using the CIM is considered. The performance of the
proposed CIM-based channel assignment approach in compari-
son to other optimization approaches such as the SA and greedy
algorithms is evaluated. Simulation results indicate that the CIM
can obtain the optimal solution well with constant computa-
tional time, whereas other optimization algorithms increase the
computational time and decrease the accuracy of the obtained
solution as the number of users in the system increases.

In these studies, the CIM is assumed to work either as a base
station (BS) or as a controller in the centralized systems. The
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ability of the CIM to operate at room temperature [27] and its
simple components make it suitable for integration into many
wireless transmission systems. Hence, the CIM is significantly
more suitable for large-scale wireless networks if the size of the
problem is up to the number of spins that can be achieved with
the CIM.

In summary, the CIM may obtain optimal solutions to com-
binatorial optimization problems without the need for complex
computer calculations. The principle of searching for optimal
solutions using the CIM is based on the spontaneous energy
reduction in physical phenomena. Existing research has demon-
strated the higher speed of a CIM-based optimization. On the
contrary, DRL or other ML algorithms require training samples
to obtain the optimal solution, and trial and error to increase
performance. In a real communication environment, such as a
vehicle network, the environment changes frequently, and real-
time optimization may not be possible for the ML algorithms
because retraining is needed when the environment changes.
In [4], [13], the complexity due to training in the ML algorithm
is studied. In contrast to the complexity of training presented in
these papers, the proposed CIM-based RA method can always
solve the optimization problem at constant high speed, i.e.,
millisecond order [25]. Therefore, real-time RA can be achieved
using our proposed method, which may improve the spectrum
efficiency under dynamic changing environments.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a downlink NOMA system where the BS trans-
mits data to multiple users, as shown in Fig. 1.

Both the BS and users have a single antenna. At the BS, the
transmitter sends signals with multiplexing the data of different
users on the same channel. Assume that the signal to each user
is multiplexed in one channel at the same time. At the receiver
side, the SIC technology is used to restore the signal of each
user. The BS is equipped with the CIM. Once the required
communication information is gathered in the BS side, the
channel will be allocated by the CIM. Let the set of users in
the NOMA system be U = {1, 2, . . . , u, . . . , Nu} and the set
of sub-channels be C = {1, 2, . . . , c, . . . , Nc}, where Nu and
Nc are the numbers of the users and channels in the NOMA
system. Note that, Nu > 2. Assume that the total bandwidth is
B while the bandwidth is divided into Nc sub-channels equally.
Hence, the bandwidth of the cth channel is Bc = B/Nc. The
multiplexed signal on the cth channel can be expressed as
follows:

xc =
Mc∑
i=1

√
P c
i bi, (1)

whereMc is the number of users multiplexed on the cth channel,
P c
i is the power allocated to the ith user transmitted on the cth

channel, and bi is the transmission symbols of the ith user. At
the receiver side, the multiplexed signal of the uth user in the
cth channel can be expressed as follows:

ycu =
√
P c
uh

c
ubu +

Mc∑
i=1
i�=u

√
P c
i h

c
ibi + zcu, (2)

Fig. 1. System model.

where zcu is additive white Gaussian noise with zero mean and
variance σ2

zc
. hc

u is the channel response between the BS and the
uth user, which can be calculated as follows:

|hc
u|2 = (gcu)

2 d−α
u , (3)

where gcu is a coefficient that follows a Rayleigh distribution,
du is the distance between the BS and the uth user, and α is the
path loss coefficient. The carrier-to-noise ratio (CNR) in the cth
channel of the uth user is defined as follows:

Γc
u =

|hc
u|2

σ2
zc

. (4)

Herein, we assume that the CNR of each user assigned to a chan-
nel c is Γc

1 > . . . > Γc
u > . . . > Γc

Mc
. In the NOMA protocol,

higher power is allocated to the users with lower CNR [5], [28],
i.e.,P c

1 < . . . < P c
u < . . . < P c

Mc
. In addition, SIC is performed

at the receiver side, which successively removes the signal of
the user with the higher power. Therefore, the signal of the
uth user can be decoded by removing the signal of the ith user
when P c

i > P c
u. The signal of the uth user is considered as the

interference of the ith user at that time. Based on the principle
discussed above, when the SIC is fully working in the power
domain NOMA, i.e., when there is a sufficient difference in
gain between users that are multiplexed in the same channel,
the signal-to-interference-plus-noise ratio of the uth user can be
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calculated as follows:

γc
u =

P c
uΓ

c
u

1 +
∑u−1

i=1 P c
i Γ

c
u

. (5)

The data rate achievable by the uth user in the cth channel can
then be calculated as follows:

Rc
u = Bc log2

(
1 +

P c
uΓ

c
u

1 +
∑u−1

i=1 P c
i Γ

c
u

)
. (6)

Assuming that the total transmission power from the BS is
PT , the relation between the power coefficient P c

u and total
transmission power PT can then be expressed as follows:

Nu∑
u=1

Nc∑
c=1

P c
u ≤ PT . (7)

As the number of users assigned to the same channel increases,
the complexity of SIC decoding at the receiver side increases,
which leads to high complexity of the power allocation scheme
to efficiently avoid SIC errors [5], [13]. SIC and power allocation
are needed to be carefully considered if we assume that more
than 2 NOMA access the same channel simultaneously, which
is beyond the scope of this article. The contribution of this
article is to achieve fast RA using the CIM for NOMA systems.
Therefore, we focus on introducing how to use the CIM to solve
the RA problem in NOMA. In other words, we consider the
scenario where Mc = 2 for ∀c ∈ C. Thus, the data rate that can
be achieved by any user in any channel can be expressed

Rijk
NOMA =

⎧⎪⎨
⎪⎩
Bc log2

(
1 + P j

ikΓ
j
i

)
, if Γj

i > Γj
k,

Bc log2

(
1 +

P j
ikΓ

j
i

1+P j
kiΓ

j
i

)
, otherwise,

(8)

where for i ∈ U, k ∈ U, and j ∈ C, Rijk
NOMA is the data rate

achieved by the ith user when multiplexed with the kth user in
the jth channel, and P j

ik is the transmission power allocated to
the ith user when the ith user is multiplexed into the jth channel
with the kth user. In addition, when there is only one user i
is assigned to channel j, the data rate of the ith user can be
expressed as follows:

Rij
OMA = Bc log2

(
1 + P j

i Γ
j
i

)
, (9)

where P j
i is the transmit power allocated to the ith user on the

jth channel. Here, the expression of the relationship between the
number of users and that of channels below must be stratified to
transform the formulated problem into an Ising problem. That
is, Nu = 2Nc. However, we assume that up to 2 users can be
multiplexed to the same channel, which means that one or no
users may be assigned to the channel. The transmissions will be
OMA when only one user is assigned to the channel. Therefore,
in addition to the user set U, we define the dummy user set as
D = {1, . . . , Nd}. If the user from setU is multiplexed with the
user from set D, OMA transmission will be carried out by the
user from set U, which means that the user in the set D is not a
really existing user in the real world. As described above, we can
understand that the total number of users and that of the dummy
users is twice the number of channels i.e., Nd +Nu = 2Nc.
Hence, the throughput achieved by users in the NOMA system

can be redefined as follows:

Rj
ik =

⎧⎪⎨
⎪⎩
Rijk

NOMA, if i, k ∈ U,

Rij
OMA, if i ∈ U, k ∈ D,

0, if i ∈ D, ∀k.
(10)

In this article, our goal is to maximize the total data rate
of the NOMA system. The objective function of this article is
expressed as follows:

max
x

Nu+Nd∑
i=1

Nc∑
j=1

Nu+Nd∑
k=1
k �=i

(
Rj

ik +Rj
ki

)
xijxkj (11)

s .t . Rj
ik ≥ (Rij)min, for ∀k, (11.a)

Nu+Nd∑
i=1

Nc∑
j=1

(
P j
ik + P j

ki

)
xijxkj ≤ PT , (11.b)

Nc∑
j=1

xij = 1, for ∀i, (11.c)

Nu+Nd∑
i=1

xij = 2, for ∀j, (11.d)

wherexij represents the channel assignment variable, which can
be expressed:

xij =

{
1, if the ith user uses the jth channel,

0, otherwise.
(12)

Constraint (11.a) indicates the minimum data rate that the user
should achieve. In addition, (Rij)min in constraint (11.a) is the
QoS constraint, which represents the minimum data rate that the
ith user using the jth channel must achieve. Constraint (11.b)
indicates the power constraint, i.e., the total power allocated to
the users should not exceed the total transmission power from the
BS. Constraints (11.c) and (11.d) indicate that one user, and up to
two users, can be multiplexed into a single channel, respectively.

In this article, power allocation is optimized using the
method in [5], whereas channel allocation is optimized us-
ing the CIM. Specifically, we maximize (11) while satisfying
constraints (11.c) and (11.d) using the CIM, and the power factor
considering constraints (11.a) and (11.b) is then optimized using
the method described in [5]. The method of power allocation
in [5] can maximize the total data rate while satisfying the QoS
constraints and total power constraint, i.e., constraints (11.a) and
(11.b) can be satisfied by allocating power using the method
described in [5]. Here, we assume that Γj

i > Γj
k and i, k ∈ U.

Then, the optimal P j
ik and P j

ki in (11) can be derived as

P j
ik =

Γj
kqj −Aj

k + 1

Aj
kΓ

j
k

,

P j
ki = qj − P j

ik, (13)

where Aj
k = 2

(Rkj)
min

Bc > 2, and qj is the transmission power
from the BS allocated to the jth channel. By using this equation,
the signals can be successfully decoded as avoiding SIC failure
conditions is considered. Note that if user i ∈ U is multiplexed
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with dummy user k ∈ D for OMA communication, P j
ik is set

as a constant qj because the power allocated to the dummy user
is zero. The value of qj maximizing the total data rate can be
obtained using the following equations:

qj =

[
Bc

Λ
− Aj

k

Γj
i

+
Aj

k

Γj
k

− 1

Γj
k

]∞
γj

,

γj =
Aj

k

(
Aj

i − 1
)

Γj
i

+
Aj

k − 1

Γj
k

, (14)

where Λ needs to be selected to satisfy
∑Nc

j=1 qj = PT . [•] is a
well-known water-filling form [5]. It means the power allocation
solution for the formulated combinatorial optimization problem,
i.e., (11) is uniquely determined if qj is in the range [γj ,+∞).
In the following, we introduce the optimal channel allocation
using the CIM.

IV. COHERENT ISING MACHINE

In this section, we first introduce the Ising Hamiltonian.
Then, we present the measurement feedback CIM, which is
a measurement-feedback type CIM that has been proposed to
easily increase the number of couplings between spins to solve
larger-scale problems. Finally, we investigate the operation pro-
cess of the measurement feedback CIM.

A. Ising Hamiltonian

The CIM is an Ising-type machine that can artificially repro-
duce an Ising model, a physical model of magnetic spins. The
Ising model consists of two states of magnetic spins: upward
and downward. Spins are mutually coupled and subject to in-
teractions from other spins and effects from external magnetic
fields. We consider Ising spins with anN ×M two-dimensional
structure. Here, the energy function of the Ising model, i.e., the
Ising Hamiltonian is expressed as follows:

E(σ) = −1
2

N∑
i=1

M∑
j=1

N∑
k=1

M∑
l=1

Jijklσijσkl +

N∑
i=1

M∑
j=1

λijσij ,

(15)
where σij ∈ {−1,+1} is the spin direction of the (i, j)th spin,
Jijkl is the strength of the interaction between the (i, j)th and
(k, l)th spins, and λij is the strength of the external magnetic
field on the (i, j)th spin. Here, the CIM is the machine that can
obtain the ground state of the Ising Hamiltonian at high speed.
In other words, by setting Jijkl and λij to correspond to the
optimal solution of the optimization problem to the minimum of
(15), we can approximately obtain a fast optimal solution using
the CIM.

B. Measurement Feedback Coherent Ising Machine

Initially, the CIM was a laser network consisting of one master
laser and multiple slave lasers [29]. Currently, a measurement-
feedback type CIM has been proposed to easily increase the
number of couplings between spins to solve larger scale prob-
lems [15], [16]. A schematic diagram of the measurement
feedback-type CIM is shown in Fig. 2. As shown in Fig. 2,

Fig. 2. Coherent Ising Machine [15], [16].

parameters of the Ising model Jijkl and the λij , are pre-
configured in a field programmable gate array (FPGA) module.
The FPGA module calculates the feedback value using the
pre-configured parameters and feeds it back to the original pulse.
Therefore, interactions between spins can be programmatically
reproduced, which makes it possible to fully connect spins. In
the measurement-feedback CIM, the phase of the degenerate
optical parametric oscillator (DOPO) pulse circulating on an
optical fiber represents Ising spins σij . In [18], it is shown that
100,000 DOPO pulses can be realized over 5 km of polarization-
maintaining optical fiber and reach the reference score of the
MAX-CUT problem for 100,000 nodes within a time of 593 μs.

C. Operation Process of the Measurement Feedback CIM

The CIM is an Ising machine that can rapidly obtain the
ground state of the Ising Hamiltonian by getting the combi-
nations of the Ising spin directions. The set of the Ising spin
directions that minimize the Ising Hamiltonian corresponds to
the solution of the combinational optimization problem. The
operation process of the CIM can be summarized as follows.
As shown in Fig. 2, the initial pulses are first generated by
a phase sensitive amplifier (PSA) on the optical fiber. The
initial pulses are repeatedly amplified by PSA with a pump
pulse each cycle and become a DOPO pulse. The phase of
the DOPO pulse circulating on the fiber during oscillation is
used to reproduce the Ising spin on the optical fiber in the CIM.
Here, gradually increasing the pump pulse amplitude until the
threshold is exceeded; the DOPO pulse will oscillate and take
on a π or 0 phase representing the orientation of the Ising spin
σij , where σij ∈ {−1,+1}. 0 phase represents the up spin, i.e.,
σij = 1. Meanwhile, the π phase represents the down spin, i.e.,
σij = −1 while the DOPO pulse is being amplified, a part of
the DOPO pulse on the fiber is separated by a coupler, and the
in-phase amplitude is measured through a balanced homodyne
detection (BHD). The measured in-phase amplitude σij is input
into the FPGA module. A feedback signal−∑ Jijklσij + λij is
calculated using the mutual coupling between Ising spins Jijkl
and external magnetic field λij . Finally, the feedback signal
is injected into the original DOPO pulse as a feedback pulse
through the intensity modulator and push-pull modulator. By
repeating the operation process of the CIM in this manner, we
can eventually obtain a combination of σij that minimizes (15),
which corresponds to the optimal solution to the optimization
problem.
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From the above, to obtain the optimal solution to the optimiza-
tion problem using the CIM, we need to transform the objective
function into the form of an Ising Hamiltonian, and then derive
the corresponding Jijkl and λij of the objective function. Then,
by pre-configuring the derived these parameters into the FPGA
module of the CIM, we can search for the ground state of the
Ising Hamiltonian, which corresponds to the optimal solution to
the optimization problem. In the next section, we introduce the
problem transformation and the derivation of the corresponding
Jijkl and λij for our formulated objective function in (11).

V. APPLYING THE CIM TO THE RA PROBLEM IN NOMA

To solve the combinatorial optimization problem in the CIM,
we must set Jijkl and λij in the FPGA module of the CIM. How-
ever, it is difficult to transform the formulated objective function,
i.e., (11), directly into an Ising Hamiltonian using the {−1,+1}
variables corresponding to the value of the Ising spin of the CIM.
We therefore first express (11) using binary variables of {0, 1},
and then transform it into the form of an Ising Hamiltonian using
the {−1,+1} variables. In this study, we use a mutually con-
nected neural network to represent (15) using binary variables
{0, 1}. Mutually connected neural networks have been proposed
as algorithms for solving various minimization problems. In
practice, the traveling salesman problem is solved using this type
of neural network in [30], and can also be applied to the problem
defined in (11). The mutually connected neural network and
the Ising Hamiltonian have similar energy structures; therefore,
after formulating (11) in the mutually connected neural network,
we can derive the parameters of the Ising Hamiltonian, Jijkl
and λij , by converting the output from {0, 1} into {−1,+1}.
In the following, we first introduce mutually connected neural
networks. We then present how to solve the RA in a NOMA
system using a mutually connected neural network. Next, we
present the RA in a NOMA system using the CIM. Finally, the
time and computational complexity of the proposed method are
discussed.

A. Mutually Connected Neural Network

Let us consider a neural network with a two-dimensional
structure of N ×M ; the mutually connected neural network
has the following energy structure:

E(x) = −1
2

N∑
i=1

M∑
j=1

N∑
k=1

M∑
l=1

wijklxijxkl +

N∑
i=1

M∑
j=1

θijxij ,

(16)
where xij ∈ {0, 1} is the state of the (i, j)th neuron, wijkl is
the coupling weight between the (i, j)th and (k, l)th neurons,
and θij is the firing threshold of the (i, j)th neuron. From the
similarity of the energy structure of the Ising Hamiltonian and
that of the mutually connected neural network, i.e., (15) and (16),
the parameters of the CIM,Jijkl and λij , can be derived using the
parameters (i.e., wijkl and θij) of the mutually coupled neural
network. Here, the state of a neuron in a network is defined by

the following equation:

xij(t+ 1) = u

[
N∑
k=1

M∑
l=1

wijklxkl − θij

]
, (17)

where u is the Heaviside step function, namely, u[y] = 0 for
y ≤ 0, and u[y] = 1 for y > 0. The energy function of the
mutually connected neural network, i.e., (16) always decreases
and converges to a locally minimum value by updating the
neurons iteratively according to (17) if the following conditions
are satisfied. 1). The self-connections of all neurons are zero,
i.e., wijij = 0. 2). The mutual connections are symmetric, i.e.,
wijkl = wklij .

To solve the optimization problem using a mutually connected
neural network, we must formulate the optimization problem as
an objective function using a neuron xij . Then, the formulated
objective function is compared with (16) to derive wijkl and θij .
By iteratively updating the neurons according to (17) using the
derived parameters wijkl and θij , (16) converges to a local mini-
mum value, and the states of the neurons at that time correspond
to the approximate optimal solution to the optimization problem.
In the next subsection, we define neurons xij and derive wijkl

and θij for optimizing the RA in a NOMA system.

B. Mutually Connected Neural Network to Solve RA in NOMA
System

To optimize the RA problem in a NOMA system using a mu-
tually connected neural network, we define the binary variables
in (12) as neurons. Then, our formulated object function (11)
can be transformed into the energy function of the mutually
connected neural network, which is expressed as follows:

E1 =

Nu+Nd∑
i=1

Nc∑
j=1

Nu+Nd∑
k=1
k �=i

−
(
Rj

ik +Rj
ki

)
xijxkj

=

Nu+Nd∑
i=1

Nc∑
j=1

Nu+Nd∑
k=1

Nc∑
l=1

−δjl (1−δik)
(
Rj

ik+Rl
ki

)
xijxkl,

(18)

where δij is Kronecker’s delta, namely, δij = 1 when i = j, and
δij = 0, otherwise. In addition, the constraints (11.c) and (11.d)
can be formulated as constraint terms using neurons, which can
be expressed as follows:

E2 =

Nu+Nd∑
i=1

⎛
⎝ Nc∑

j=1

xij − 1

⎞
⎠

2

=

Nu+Nd∑
i=1

Nc∑
j=1

Nu+Nd∑
k=1

Nc∑
l=1

δik (1 − δjl)xijxkl

−
Nu+Nd∑

i=1

Nc∑
j=1

xij , (19)
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E3 =

Nc∑
j=1

(
Nu+Nd∑

i=1

xij − 2

)2

=

Nu+Nd∑
i=1

Nc∑
j=1

Nu+Nd∑
k=1

Nc∑
l=1

δjl (1 − δik)xijxkl

− 3
Nu+Nd∑

i=1

Nc∑
j=1

xij . (20)

Note that the above constraints term can be fully satisfied
even if the number of users in the cell Nu is less than 2Nc, since
we define the number of the dummy users Nd to always satisfy
Nu +Nd = 2Nc. Using E1, E2, and E3, the energy function
of the RA optimization problem in a NOMA system can be
obtained as follows:

ENOMA = εE1 + ζE2 + ηE3, (21)

where ε, ζ, and η are parameters that adjust the scaling of each
term, which are used to adjust the objective and constraint terms,
causing the energy structure to more likely reach the optimal
solution. By comparing (21) with (16), the coupling weightwijkl

and firing threshold θij for solving the RA optimization problem
in a NOMA system using mutually connected neural networks
can be obtained as follows:

wijkl = 2{εδjl (1 − δik) (Rijk +Rkli)− ζδik (1 − δjl)

− ηδjl (1 − δik)}, (22)

θij = − (ζ + 3η) . (23)

Using wijkl and θij obtained in (22) and (23), the neurons were
updated according to (17). Thereby, the combination of neurons
minimizes the energy function in (16), i.e., the optimal solution
to the NOMA RA problem can be obtained. However, owing
to the monotonically decreasing nature of the energy function,
this neural network is likely to fall into a local minimum of the
network state. Hence, the optimal solutions may not be achieved
using the mutually connected neural network. Further, it has
been shown that the Ising Hamiltonian near the optimal solution
can be reached with high probability by amplifying the DOPO
pulse to near the oscillation threshold in CIM [31]. Therefore,
in the next subsection, we will use the derived parameters wijkl

and θij to derive Jijkl and λij which are the parameters used to
solve the optimization problem in the CIM.

C. CIM Used to Solve RA in NOMA System

As previously noted, the Ising Hamiltonian of the CIM and
the energy function of the mutually connected neural network
have similar energy structures. As a difference, the neuron xij ∈
{0, 1} in the mutually connected neural network has states of 0
and 1, whereas the Ising-spinσij ∈ {−1,+1} in the Ising model
has states of−1 and +1. To solve the RA problem using the CIM,
we redefine the output of the neurons in a mutually connected
neural network as−1 and +1. Using the neuron x̃ij ∈ {−1,+1}
with a redefined output, the update equation for the neuron is

expressed as follows:

x̃ij(t+ 1) = r

[
N∑
k=1

M∑
l=1

w̃ijklx̃kl − θ̃ij

]
, (24)

where r[y] = −1 for y ≤ 0, and r[y] = +1 for y > 0, and w̃ijkl

and θ̃ij are the coupling weight and firing threshold of the neural
network with output {−1,+1}, respectively. We then can obtain
the following equation by transforming the internal state of (17)
using x̃ij = 2xij − 1:

N∑
k=1

M∑
l=1

wijklxkl − θij =

N∑
k=1

M∑
l=1

wijkl

2
x̃kl

−
(
θij−

N∑
k=1

M∑
l=1

wijkl

2

)
. (25)

By comparing (16) and (25), we can obtain the following equa-
tions for w̃ijkl and θ̃ij , respectively.

w̃ijkl = Jijkl =
wijkl

2
, (26)

θ̃ij = λij = θij −
N∑
k=1

M∑
l=1

wijkl

2
. (27)

By setting these derived parameters in the FPGA module, a fast
RA optimization of the NOMA system using the CIM can be
performed.

D. RA Optimization Procedure of the NOMA System Using the
CIM

In this subsection, we present the RA optimization procedure
using the CIM in NOMA systems. First, we give an overview of
the RA optimization procedure using the CIM. Then, we intro-
duce the proposed solution construction algorithm for channel
assignment in detail.

1) Overview of the RA Optimization Procedure Using the
CIM: In this study, the BS performs channel allocation using
the CIM for the NOMA system to achieve the optimal total
reachable data rate. A schematic of the optimization procedure of
the NOMA system is shown in Fig. 3. For simplicity, we present
a NOMA system with 4 users and 2 channels as an example. As
shown in Fig. 3, each user transmits the data to the BS. Then,
the channel assignment is determined by the CIM equipped in
the BS. There are multiple DOPO pulses on the optical fiber of
the CIM, each of which behaves as an Ising spin. Because this
problem involves 4 users and 2 channels, the RA problem can
be solved using the CIM implemented with 2 × 4 = 8 DOPO
pulses on the fiber. When the CIM is operated, the states of
the in-phase components shown on the left side of Fig. 3 are
obtained. Here, the cycle number represents the number of times
the DOPO pulse travels around the optical fiber of the CIM.
As the cycle count increases, the in-phase component of the
amplitude of each DOPO pulse increases and eventually splits
into positive or negative values, i.e., phase 0 or phase π. In
the CIM, the spin orientation is determined by the in-phase
components of the amplitude. Here, when user i uses channel j,
the spin is +1, i.e., an upward spin. Thus, the obtained spin
combination corresponds to the channel assignment. Finally,
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Fig. 3. Overview of our proposed CIM-based RA method.

Algorithm 1: Optimization of RA Using the CIM in NOMA
System.

Input: Distance between user i and the BS di, and the
channel coefficient of user i in channel j gji

Output: channel allocation σij , power allocation qj , P j
ik.

1: Initialize:
2: Initialize the channel response hj

i and the CNR Γj
i

according to (3), (4)
3: Set the power allocation P j

ik according to (13) with
qj = 1.0 ∀j.

4: Calculate data rate for users according to (10).
5: Channel allocation by the CIM:
6: Calculate the Jijkl and λij according to (26), (27)

and setting these parameters to FPGA.
7: Obtaining combination of in-phase amplitude cij by

the CIM as described in Section IV.
8: Getting σij indicating that ground state of the Ising

Hamiltonian by applying solution construction
algorithm.

9: Optimal power allocation:
10: qj is obtained by water filling algorithms [5] and

re-calculate P j
ik.

based on this channel assignment, the BS sends a signal to
the users after assigning the optimal power using (13). The
pseudo-code for the algorithm is presented as Algorithm 1.

2) Solution Construction Algorithm for Channel Assignment:
In the CIM-based RA method, the solution of the RA problem
in the NOMA systems is represented by positive and negative
values of the in-phase amplitudes of the DOPO pulses. However,
since the CIM is hardware that generates in-phase amplitude
based on the physical phenomenon, which is unstable because
of the fluctuation of experimental parameters, it is difficult to
guarantee that solutions can always satisfy the constraints in
the formulated objective function all the time. Specifically, the
Ising model may converge to a spin group that could not satisfy
(11.c) nor (11.d), and this spin group cannot be interpreted as the

solution of our formulated RA optimization problem to calculate
the data rate. To guarantee the constraints are satisfied, we
propose a solution construction algorithm. By this, the obtained
combinations of in-phase amplitudes can be interpreted as spin
groups that always satisfy the constraints. The main idea of
the solution construction algorithm is that spins are constructed
according to the ordinal order of magnitude of the amplitude
values. Specifically, the in-phase amplitude values are obtained
from the CIM operation first. Then, for each user i, the spin
σij corresponding to the largest in-phase amplitude cij is con-
structed as +1. That is, user i is allocated to channel j. The above
process continues until two users, possibly including dummy
users, are allocated to channel j. After two users are allocated
to channel j, the spins σil for all l but j are constructed as -1.
Fig. 4 shows an example of applying the solution construction
algorithm for channel assignment in a NOMA system with
8 users, possibly including a dummy user, and 4 channels.
Fig. 4(a) is the in-phase amplitude values obtained from the
CIM operation before applying the solution construct algorithm,
which could not satisfy the constraints (11.c) and (11.d), i.e.,
each user can only access one channel while at most two users
can access the same channel. Fig. 4(b) shows the constructed
spin groups obtained by applying the solution construct algo-
rithm, which can satisfy the constraints (11.c) and (11.d). As
described above, by using the solution construction algorithm,
the combination of assignment variable, i.e., the values of the
spins that satisfy the constraints (11.c) and (11.d) (shown in
Fig. 4(b)), can be constructed based on the in-phase amplitudes
obtained as result of the CIM operation (shown in Fig. 4(a)). The
solution construction algorithm is summarized in Algorithm 2.

E. Complexity Analysis of the CIM

In this subsection, we discuss the time and computational
complexity of the proposed method. In [25], it is demonstrated
that the CIM takes a constant amount of time to obtain the ground
state as long as the fiber length is constant. That is, the time
complexity of the CIM is O(1) experimentally. The reason is
that the computation time of one cycle for the CIM is related
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Fig. 4. Examples of applying solution construction algorithm for channel assignment. (a) In-phase amplitude values before applying the solution construction
algorithm. (b) Spin groups constructed by applying the solution construction algorithm.

Algorithm 2: Solution Construction Algorithm.
Input: In-phase amplitude cij obtained as a result of the
CIM operation, where i ∈ U ∪D and j ∈ C.

Output: Combination of assignment variable σij that
satisfies the constraints (11.c), (11.d).

1: Initialize:
2: Variable that counts up the number of users

multiplexed to the jth channel: countj = 0, ∀j
3: Solution construction:
4: While countj < 2, ∀j do
5: for user index i do
6: Find the largest cij and get the indices (i, j)
7: Update σij = +1 and countj = countj + 1
8: Set ckj = −1.0 and σkj = −1 for all k but i
9: if countj == 2 then

10: Set cil = −1.0 and σil = −1 for all l but j

to the length of a fiber. For the CIM with 2000 spins and 1 km
fiber, 1000 cycles running of the CIM can be achieved within
5 ms while the spins can converge to the ground state within
1000 cycles by amplifying pump pulse amplitude appropriately.
In our article, the problems can be solved using the CIM with
2000 spins. Hence, the computation time is within 5 ms.

Then, we discuss the computation complexity of the main
computation part of the CIM, i.e., FPGA. Ref. [16] shows that the
memory resources required for matrix computation and power
consumption in FPGAs are scaled by O(N 2). A typical CPU
runs 10–100Gflop per second, so its power efficiency is often
below 1 Gop/J. Similarly, GPUs also suffer from high power
consumption. Hence, CPUs and GPUs are difficult to apply to
applications that require low power consumption [32]. In addi-
tion, although parallel processing is possible for modern CPUs
with multi-core, unnecessary parts also need to be parallelized
since the entire core is used. In the case of FPGA, only necessary
processing needs to be programmed. Hence, parallel process-
ing can be performed without wasting computation resources,

increasing the computation efficiency. Moreover, owing to the
merit of the parallel processing of the FPGA, the FPGA uses
less circuit area when performing the same processing compared
to the CPU/GPU and can perform processing without resource
waste. It is natural with high power efficiency. In summary, our
proposed method may be superior to the resource allocation
method computed using the traditional computer in computation
complexity.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance in the conver-
gence, data rate, and computation time of our proposed CIM-
based RA for a NOMA system and compare it with the SA
(a meta-heuristic optimization method), a conventional-NOMA
pairing scheme (C-NOMA) [6], a DRL and the ES methods.
Specifically, the RA is applied as follows. First, the channels are
allocated using each method. The optimal power allocation is
then applied using (13) and (14). The following of this section
is organized as follows. First, the simulation settings are intro-
duced. Then, the comparison methods are presented. Next, the
performance in convergence, data rate, computation time of our
proposed method and the comparison with the other methods
are evaluated.

A. Simulation Settings

In the simulation, a circular cell of a NOMA system with a
radius of 500 m is considered. A BS is placed at the center of
the cell. Users are randomly placed in the cell. Table II shows
the detailed parameter setting used in our simulation.

We use the following simulation model of the CIM to evaluate
our proposed method:

dcij
dt

=
(−1 + p− c2

ij − s2
ij

)
cij +

N∑
k=1

M∑
l=1

Jijklckl − λij ,

(28)
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TABLE II
SIMULATION PARAMETERS

dsij
dt

=
(−1 − p− c2

ij − s2
ij

)
sij +

N∑
k=1

M∑
l=1

Jijklskl − λij ,

(29)

where cij and sij are the in-phase and quadrature-phase am-
plitude of the (i, j)th optical pulses, respectively, and p is
the pump pulse, which is used to amplify cij . By running
the simulation with a gradual increase in p, the in-phase and
quadrature components of the DOPO pulse can be obtained. As
described in Section IV, the measurement feedback of the CIM
reproduces the Ising spins using the amplitudes of DOPO pulses
cycling over long fibers. In other words, the simulation model
can be used to reproduce the behavior of the CIM and obtain the
combination of spins that minimizes the Hamiltonian. Ising spin
σij is implemented by cij : If cij < 0, then σij = −1, whereas
if cij > 0, then σij = +1.

B. Compared Methods

1) SA-based RA: In SA-based RA, the Boltzmann machine
model [33] is used as a computational model. The Boltzmann
machine is a type of mutually connected neural network that
incorporates the statistical behavior. Specifically, the output
function of the mutually connected neural network is a sigmoid
function with temperature T introduced, and the probability that
the value of neuron X ∈ {0, 1} changes with the temperature T .
In our simulation, the initial temperature of the SA was set as
Tini = 5.0, and is cooled according to the following equation
for each iteration t as described in [34]:

T (t) =
Tini

log(1 + t)
, (30)

where T (t) is the temperature of the SA at iteration t. The
number of SA iterations is measured as 10,000.

2) C-NOMA: In the C-NOMA, users are divided into a set of
near-users that are located near the center of the cell and far-users
that are located far from the center of the cell based on criteria
such as the distance or channel gain. Thereafter, channels are
allocated by pairing one user from the near-user set and one user
from the far-user set, and assigning them to the same channel.

3) DRL-Based RA Method: As a DRL-based RA method for
comparison, we designed a DQN method to solve our formu-
lated RA optimization problem shown in (11). In the designed
DQN method, channel assignment is based on the following
information at the decision time t. CSI matrix information
CSIt ∈ R

Nu×Nc , user assignment variables xt−1 ∈ R
Nu×Nc ,

user to be assigned to the channel in the next step At ∈ R
Nu ,

the achieved data rate of each user in the last step Rt−1 ∈ R
Nu .

That is, the state at the decision time t, which is denoted as St

is defined as St = [CSIt,xt−1,At,Rt−1]. Here, the action is
defined as the channel allocation, i.e., the channel allocated to
which user. The policy used in our designed method is ε-greedy
method while the reward is defined as the data rate [13]. The Q
network and target network of DQN consist of 3 layers, and the
size of each layer is |St|, 256, and Nc, respectively. RMSProp is
used to update the parameters of neural network, and the learning
rate is set to 10−4.

4) ES: In the ES, the channel allocation is the optimal solu-
tion by exhaustive searching.

C. Convergence of the Proposed Method

First, we evaluate the convergence of the proposed method.
Specifically, we evaluated the convergence of the proposed
method in the NOMA system with 12 users and 6 subchannels,
i.e., Nu = 12 and Nc = 6. Since the trend of the DOPO pulse
over time depends on the initial values of the spin in-phase am-
plitude and scaling parameters, we show two sets of the results
under different initial values of the spin in-phase amplitude and
scaling parameters, i.e., (a) Example 1 and (b) Example 2 in
Fig. 5. Specifically, the left, the center, and the right subfigures
of each set of results are the trend of the in-phase amplitude
of the DOPO pulse over time, the corresponding energy of the
Ising Hamiltonian, and the total data rate, respectively. Here, for
the optimization time, we used the time required for 1000 cycles
on an actual CIM machine as shown in [15]. Each line of the
subfigures on the left side represents the in-phase amplitude of
the number of Ising spins ofNu×Nc, respectively. In addition, to
verify whether the proposed CIM-based RA method can achieve
the optimal solutions or not while showing the superiority of the
NOMA methods compared with OMA, we also plot the total data
rate achieved by the optimal solution and OMA after calculating
in the rightmost subfigure of Fig. 5.

From Fig. 5, we can see that when the in-phase amplitude of
the spins converges, the minimum Ising Hamiltonian reaches,
while the total data rate of the CIM-based RA achieves the
optimal value. This means that in the process of the CIM oper-
ations, the CIM spontaneously selected a combination of spins
that exhibited the ground state of the Ising Hamiltonian, which
corresponds to the solutions to the formulated optimization
problem. Hence, the convergence of our proposed method has
been verified. Moreover, from the rightmost subfigures of Fig. 5,
we can get that the proposed CIM-based RA method can achieve
the optimal solutions while improving the performance to a
great extent in terms of the total data rate compared with OMA.
Furthermore, from example 1 in Fig. 5, it can be confirmed that
the Ising Hamiltonian and total data rate converge even though
the in-phase amplitudes do not converge around 500 cycles. This
may be because of the application of the solution construction
algorithm described in Section V.D. The combination of σij

indicating channel assignment is determined by the ordinal order
of in-phase amplitude values. In the simulation scenario for
example 1 in Fig. 5, the ordinal order is fixed at around 500
cycles.
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Fig. 5. Convergence of in-phase components of DOPO pulses (left) and the corresponding Ising Hamiltonian at that time (center) and comparison of the total
data rate obtained by the CIM-based RA with the optimal and the OMA methods at that time (right) in the NOMA system with Nu = 12 users and Nc = 6
sub-channels. (a) Example 1. (b) Example 2.

In addition, it is shown in [18] that for certain MAX-CUT
problems, the real CIM machines can provide a stable state
approximately 1000 times faster than SA using state-of-the-art
CPUs. Thus, our proposed method has a significant advantage in
convergence speed. Moreover, in [35], it has been demonstrated
that the phase of the DOPO pulse during oscillation converges
to the ground state within 5 ms by amplifying the DOPO pulse
with an appropriate pump pulse amplitude. The setting of the
pump pulse amplitude in real CIM is out of the scope of this
manuscript, while considering the space of the manuscript, we
omit the detailed analytical proof process, which can be found in
[18], [31], [35]. In this article, we set the pump pulse amplitude,
i.e., p in equations (28) and (29), to an appropriate value by
parameter search during the simulations. Thus, the in-phase
amplitude of the DOPO pulse can converge within 5 ms, as
shown in Fig. 5.

In the following subsections, the comparison of the proposed
CIM-based RA methods with the benchmarks in terms of the
computation time and total data rate under various kinds of
settings will be performed.

D. Performance Evaluation of the Data Rate Under Static
Environment

1) Data Rate vs the Number of Users: Then, we evaluated
the total data rate when the number of users Nu and that of
subchannels Nc are varied. Note that we consider that up to
2 users are multiplexed in each subchannel. Therefore, as Nu

increases, Nc also increases as Nc = 	Nu/2
. In other words,
Nu is varied from 12 to 30 in this simulation, while at the same
time Nc is varied from 6 to 15. In addition, the transmission

Fig. 6. Total data rate versus number of users Nu in the NOMA system with
total transmit power PT = 12 from the BS.

power PT is set to 12. Fig. 6 shows the simulation results. From
Fig. 6, we can see that our proposed method obtained the highest
total data rate among the compared methods. This indicates that
the most suitable joint channel and power allocation is possible
using the proposed method. In addition, we can observe that
the NOMA methods achieve a higher total data rate than the
existing OMA method. During this simulation, we set up to 30
users in the NOMA system. As Nu is increased, the number of
combinations of user-channel pair increases, making it difficult
to obtain an optimal solution using the ES. By contrast, Nc ×
Nu = 450 spins are required when solving this RA problem with
30 users and 15 channels using the CIM. Because the actual CIM
can currently solve problems with up to 100,000 spins [18], this
RA problem can be solved using the CIM. In other words, using
the CIM, it is possible to obtain an effective solution to the RA
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Fig. 7. Total data rate versus total transmit powerPT from the BS with number
of users Nu = 12 and number of sub-channels Nc = 6 in the NOMA system.

optimization problem in a large-scale NOMA system that cannot
be solved using the ES at a speed on the order of milliseconds.

2) Data Rate vs Transmit Power: Next, we evaluated the
total data rate of the NOMA system when varying the total
transmission power from the BS, i.e., PT . In this simulation,
the numbers of users and sub-channels in the NOMA system
are set to Nu = 12 and Nc = 6, respectively. Here, PT is set
to 2, 4, 6, 8, 10, and 12 Watts. Fig. 7 shows the simulation
results. From Fig. 7, we can see that our proposed CIM-based
method can obtain a reachable optimal solution regardless of the
transmission power from the BS PT .

3) Data Rate vs the Number of Channels: Next, we evalu-
ated the total data rate for varying number of channel Nc. In
this simulation, the transmission power from the BS is set to
PT = 12. The number of users is set to Nu = 12. Nc is varied
from 6 to 10. In this study, the total bandwidth B = 5.0 MHz is
constant, and thus the sub-carrier width is 5.0/Nc MHz. Note
that this means that the sub-carrier width changes as the number
of sub-channels changes. Fig. 8 shows the simulation results
when the path loss coefficient α is set to 3 and 4. From Fig. 8,
we can see that the proposed method can achieve the same total
data rate as the ES even when Nc increases. Hence, we can say
that the performance in total data rate of the proposed method
is comparable to that of the ES. However, when Nc increases,
the number of channel-user combinations highly increases. At
that time, the total data rate of the random allocation method
decreases rapidly. This indicates that the optimization using the
CIM can result in an effective channel allocation. In addition,
the total data rate decreases as Nc increases. One of the reasons
for this is that the power allocated per channel decreases as Nc

increases because the power from the BS is constant. Another
reason to be considered can be summarized as follows. WhenNc

increases, the bandwidth for each sub-channel becomes small,
whereas the OMA is applied in more channels. By contrast, when
Nc decreases, the bandwidth for each sub-channel increases
while the NOMA is applied in more channels. Because the
NOMA technique is more efficient than the OMA technique,
the total data rate decreases with the increase in the number of
sub-channels.

4) Data Rate vs the Number of Users Under a Fixed Number
of Channels: Then, we evaluated the total data rate for the

Fig. 8. Total data rate versus number of sub-channelsNc with number of users
Nu = 12 in the NOMA system. Note that the sub-carrier width changes as the
number of sub-channels changes. (a) α = 3.0. (b) α = 4.0.

varying number of usersNu. In the simulation,Nu is varied from
5 to 10. The number of sub-channels is set toNc = 5. Under this
setting, the OMA and NOMA coexist when Nu is less than 10.
The transmission power from the BS is set to PT = 12. Fig. 9
shows the simulation results when the path loss coefficient α
is set to 3 and 4. From Fig. 9, we can see that the proposed
method can achieve the same total data rate as the ES even
when Nu increases. This indicates that the CIM can achieve
the optimal channel selection even when the NOMA and OMA
coexist. In addition, the total data rate of the system increases
as Nu increases. As the reason for this, as Nu increases, the
number of channels to be multiplexed increases. In other words,
the advantages of the NOMA system were fully utilized.

E. Comparison of the Computation Time

Then, we evaluated the computation time of the SA, the
ES, the DQN-based, and the CIM-based RA method under the
varying number of users. Here, the computation time of the SA
and the ES is evaluated using an Intel Xeon Gold 5222 CPU @
3.80 GHz and C language, and the DQN-based RA is evaluated
using the same CPU and Python with PyTorch, respectively. The
number of users in the NOMA system Nu is set as 6, 8, 10, 12,
14, 16, and 18 in the performance evaluation. The numbers of SA
iterations under corresponding different Nu were set as 10, 50,
100, 500, 1000, 5000, and 10000 times, respectively. In addition,
the number of training episodes for the DQN-based RA under
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Fig. 9. Total data rate versus number of usersNu with number of sub-channels
Nc = 5 in the NOMA system. (a) α = 3.0. (b) α = 4.0.

Fig. 10. Comparison of computation time.

different Nu is set as 100, 250, 400, 550, 700, 850, and 1000
times, respectively. Here, each episode consists of 120 steps. The
BS collects information and trains the neural network for each
step. The information consists of the CSI information, the chan-
nel assignment information, and the achieved data rate of the
previous step of each user. The reason for the settings of the SA
and DQN-based RA is that the larger the scale of the problem is,
the larger number of iterations and training episodes required for
SA and DQN-based RA methods. Here, owing to the enormous
amount of computation time involved for the ES with the growth
of the number of users, the method was evaluated for up to 14
users. Fig. 10 shows the evaluation results. The computation time
of the CIM in Fig. 10 is the time cost for RA using the CIM in
the real world. In [16], it has been shown that the Ising problem

Fig. 11. Ratio of the data rate to the optimal solution in the NOMA system
with mobile users.

can be solved using the CIM in 5 ms regardless of the problem
size when the length of the fiber is 1-km-long. The computation
time of DQN (train) and DQN (test) represents that for training
the neural network and testing (making decisions) using the
trained neural network, respectively. As shown in Fig. 10, the
CIM-based and DQN-based RA for testing methods demonstrate
almost constant computation time even as the number of users
in the system increases. In contrast, other algorithms require
a much longer time as the problem size increases. However,
the DQN-based RA method requires training to obtain a good
solution when the communication environment changes. The
training time increases with the number of users in the NOMA
system. Thus, as described above, the CIM is superior in speed
compared to other methods.

F. Performance Evaluation of the Data Rate Under Dynamic
Environment

Finally, we evaluate the performance of the proposed method
when more realistic user activation is considered. In the simula-
tion, the user activity follows the setup for the urban case in 3GPP
TR 36.885 [36], [37]. In this scenario, the initial locations of the
users are randomly generated according to the spatial Poisson
process. Each user drives on the road at a constant speed. The
speed of each user is generated randomly between 36 km/h to
54 km/h. The number of lanes is 2 in each direction and 4 in
total in each street. The road grid size by the distance between
intersections is 433 m × 250 m. The simulation area size is
1299 m × 750 m. When the user moves to the intersection, the
direction is changed with a certain probability that follows the
uniform distribution. In the performance evaluation, the number
of users is set to 10, 12, 14, and 16. The time interval between
each decision making is set to 20 ms [13]. In this scenario, the
wireless environment changes faster than the resource allocation
using the ES, SA, and DQN (train) methods due to their long
computation time, as shown in Fig. 10. These methods may no
longer apply to mobile NOMA systems. Hence, we only evaluate
the performance of the CIM-based and the DQN (test)-based RA
methods under these settings. The evaluation results in terms of
the ratio of the total data rate and the optimal solution are shown
in Fig. 11. From Fig. 11, we can see that the CIM-based RA can
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achieve a higher data rate than the DQN (test)-based RA regard-
less of the number of users in the NOMA system. The reason
can be summarized as follows. For the DQN (test)-based RA
method, the time consumption for resource allocation is longer
than the time interval between the decision-making. However,
the user location and channel information are changed after the
time interval. Hence, the information used by the DQN (test)-
based RA method is the previous information that is different
from the current information when allocating resources. On the
other hand, the time consumption for the CIM-based RA method
is shorter than the time interval between the decision-making.
The CIM-based RA method can allocate resources using the
current information. Hence, the optimal solution of the RA can
almost be achieved by the CIM-based RA method. In summary,
the proposed CIM-based RA method is applicable to the NOMA
system with mobile users.

VII. DISCUSSION AND FUTURE WORK

A. Multiple Users Multiplexing in the NOMA System

In this subsection, we discuss multiplexing more users (more
than 2) in the same channel using the proposed CIM-based RA
method for the NOMA system. This article discusses NOMA
systems where up to 2 users are multiplexed into the same
channel. That is: in (11.d), we set a constraint term to limit
the maximum number of users that are multiplexing in the same
channel to up to 2. We believe that fast channel allocation in
NOMA systems with more multiplexed users can be achieved
by extending the constraint term in (11.d) as an arbitrary number
of users n. Specifically, given the constraint, the energy function
in (20) can be calculated. Finally, by recomputing the Ising
model parameters, Jijkl and λij , RA in the NOMA system with
n users multiplexed can be realized. Note that the number of
dummy usersNd to must be set asNu +Nd = nNc to satisfy the
above constraint. In addition, the number of channel assignment
variables xij , xkj in (11) needs to be increased to correspond to
the number of users multiplexed into the same channel.

B. Scalability of the Proposed Method

In this subsection, we discuss the scalability of the proposed
CIM-based RA methods in the practical settings with 2 or more
users in the NOMA systems. As previously described, the CIM
is the machine that can obtain the ground state of the Ising
Hamiltonian at high speed by getting the optimal combination of
the spin directions. The ground state of a quantum-mechanical
system is its stationary state of lowest energy, which corresponds
to the optimal solution of combinatorial optimization problems.
In this article, the combinatorial optimization problem is the
RA problem in the NOMA system. The RA problem in the
NOMA system can be solved by transforming the formulated
RA combinatorial optimization problem into the form of the
Ising Hamiltonian. The spin direction of the spin in the Ising
Hamiltonian corresponds to the channel assignment variable of
the RA problem in the NOMA system, i.e., whether the channel
is allocated to the user or not. Each channel-user pair corresponds
to one spin. The value of each spin direction is +1 or −1. If the

spin direction is +1, the channel is allocated to the corresponding
user. Otherwise, the channel is not allocated to the corresponding
user. For example, channel i-user j pair corresponding to the spin
direction σij . If σij is +1, the channel i is allocated to user j.
Otherwise, the channel i is not allocated to user j. Hence, to solve
the RA optimization problem in the NOMA system, Nu ∗Nc

spins are necessary, where Nu and Nc are the numbers of the
users and channels, respectively. The related work [18] shows
that the CIM can realize problems up to 100000 spins. This
means that up to 446 users can be realized using the present CIM
in our scenario, where up to 2 users are allocated to one channel
simultaneously. In general, however, clustering with an arbitrary
number of n users of multiplexing is more attractive. Here, to
achieve multiplexing at an arbitrary usernusing CIM, we need to
change the definition of the assignment variable as described in
the last subsection. Specifically, the number of indexes should
be increased by considering which user i is multiplexed with
which user on channel j in (12). Therefore, as n increases, the
number of spins required to solve the problem also increases.
For example, whenn = 3, the required number of spins isN 3

u/3,
and RA for up to 67 users can be realized using the present CIM
with 100000 spins. With the development of the CIM, much
larger-scale optimization problems are expected to be solved by
increasing the number of spins in the future.

C. Unequal Bandwidth Allocation

In this study, the RA in the NOMA system is under the as-
sumption of equal bandwidth allocation. According to [38], the
performance of NOMA systems can be improved by performing
unequal bandwidth and allocating higher power and wider band-
width to users with stronger channel conditions. Therefore, we
will consider unequal bandwidth allocation in our future work.
We believe that our proposed CIM-based RA method can be
easily extended to the NOMA system with unequal bandwidth
allocation by assigning more than one resource block to one use,
specifically, by considering extending the constraint in (11.c)
to an arbitrary number n. Using these constraints, the energy
function (19) can be computed. Finally, by recomputing Jijkl
and λij , more than one bandwidth can be allocated to one user
using the CIM. Here, by adjusting the value of n, the upper
limit of the bandwidth allocated to users with stronger channel
conditions can be set. Thus, better system performance may be
achieved with unequal bandwidth allocation compared to that
with equal bandwidth allocation.

D. Optimal Power Allocation Using the CIM

In this study, the channel allocation is optimized by the CIM,
and then the power is assigned based on the optimizing methods
in [5] using conventional computers. However, in large-scale
NOMA systems, the time consumption for allocating power
using conventional computers may reduce the speed of the
optimization, which may bring a bottleneck to CIM-based op-
timization. Therefore, channel and power optimization will be
jointly considered using the CIM in our future work.
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E. Diversity Schemes in NOMA System

In this study, we assumed that both of the BS and users have
a single antenna, and the signal to each user is multiplexed in
one channel at the same time. To improve the performance of
the system, we will consider diversity schemes such as receiver
diversity and antenna diversity in our future work. Specifically,
the receiver diversity can improve the communication perfor-
mance, such as bit error rate, by combining the same data in
the different channels to achieve a diversity gain [39]. Antenna
diversity can be used to improve the outage performance of
downlink NOMA systems combined with signal user multiple-
input multiple-output [40].

F. Implementation of the CIM

Although quantum technologies as emerging technologies are
expected to be deployed in 6G networks around 2030, it is still
unclear when a practical quantum computer will be available.
Hence, we will work with the communications and quantum
computing industries in the future to try to achieve a practical
implementation of the CIM in the next generation of wireless
communication.

VIII. CONCLUSION

In this study, we proposed a CIM-based RA optimization
method for NOMA systems. Initially, we formulated the RA
problem as a combinational optimization problem. To apply RA
optimization for NOMA systems in the CIM, we derived the
interaction and external magnetic field by mapping the Ising
Hamiltonian to the formulated objective function. Herein, the
interaction and the external magnetic field are the parameters of
the Ising model, which are used to search the optimal solutions.
For correspondence between the Ising Hamiltonian and the
formulated objective function, we transformed our formulated
objective function into a similar form with an Ising Hamil-
tonian by the aid of the mutually connected neural network.
The parameters of the coupling weights and firing threshold
corresponding to the energy function of the mutually connected
neural network were then derived. Subsequently, these parame-
ters were used to derive the Ising model interaction between the
spin and external magnetic field used for optimizing the RA in
the CIM. To evaluate the performance of the proposed method,
we conducted simulations using the simulation model of the
CIM. Moreover, we compared our proposed method with other
optimization methods and pairing algorithms. The simulation
results indicated that the CIM is not only faster but also superior
in searching an optimal solution.
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