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Abstract—Frequency-selective peak-to-average power ratio (PAPR) re-
duction is essential in networks such as 5G New Radio (NR) that support
frequency-domain multiplexing of users and services. However, stemming
from the frequency-selective shaping of the involved clipping noise, the
relation between the intended PAPR target and the actually realized PAPR
is known to be heavily nonlinear, which complicates the PAPR reduction. In
this article, a novel machine learning (ML)-based solution, called PAPRer,
is proposed to automatically and accurately tune the optimal PAPR target
for frequency-selective PAPR reduction. This is achieved by utilizing the
features related to the used clipping noise filter and minimization of the
defined loss function, through supervised learning, which quantifies the
PAPR target estimation accuracy. An analytical clipping noise power-based
method is also devised for reference purposes. Extensive numerical evalua-
tions in 5G NR context are provided and analyzed, showing that PAPRer can
very accurately predict and tune the optimal PAPR target. These results,
together with the provided complexity assessment, demonstrate that the
proposed PAPRer offers a favorable performance-complexity tradeoff in
choosing the optimal PAPR target for frequency-selective PAPR reduction.

Index Terms—5G NR, clipping and filtering, machine learning, PAPR,
power-efficiency, supervised learning.

I. INTRODUCTION

Fifth-generation New Radio (5G NR) is providing large improve-
ments in achievable wireless data rates, reliability, latency, and energy
consumption [1], [2]. Cyclic prefix (CP) orthogonal frequency-division
multiplexing (OFDM) is the main physical-layer waveform of 5G
NR, having multiple benefits against other physical-layer solutions;
however, CP-OFDM has also an inherent problem with high peak-to-
average power ratio (PAPR) [3]. To this end, iterative clipping and
filtering (ICF) [4], partial transmit sequence [5], selected mapping [6],
tone injection [7], and tone reservation (TR) [8] are among the promi-
nent PAPR reduction solutions in the literature. In general, the ICF is
among favorable methods as it offers a good balance between PAPR
reduction performance and processing complexity [4].

The support for heterogeneous quality-of-service (QoS) require-
ments is one modern feature of 5G networks [1], [2]. However, conven-
tional PAPR reduction methods do not support such feature. Specifi-
cally, ordinary ICF allocates clipping noise uniformly over the active
processing band, thus distorting the physical resource block (PRB)-
specific mean-squared error (MSE) or error vector magnitude (EVM)
requirements [4], [9]. Instead, clipping noise should be controlled at
PRB level to allow for efficient frequency-domain multiplexing of
services with different MSE/EVM limits.
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Inspired by the above, the frequency-selective PAPR reduction stud-
ied in [10] shapes the clipping noise based on the PRB-specific MSE
limits. The iterative clipping and weighted error filtering (ICWEF)
approach proposed in [9] is one effective example of such frequency-
selective PAPR reduction methods. However, the reported methods
shape the clipping noise in the frequency domain, which leads to
degradation in PAPR performance for certain PAPR targets [10]. Thus,
unlike in conventional methods such as ICF, there is a nonlinear relation
between the intended PAPR target and the actually realized PAPR. This
is a new challenging problem that is associated with frequency-selective
PAPR reduction, and the optimal PAPR target that leads to the lowest
PAPR value must be known to maximize the performance. The trivial
solution is to run the algorithm exhaustively for various different PAPR
targets and then pick the optimal PAPR target therefrom. However, this
is not a practical solution due to the involved high complexity.

This article proposes a machine learning (ML)-based solution,
called PAPRer, that tunes automatically the optimal PAPR target for
frequency-selective PAPR reduction, while considering ICWEF as an
example application. In general, there are huge number of possible
ICWEF masks [9], corresponding to applicable modulations and the
associated MSE/EVM requirements at different PRBs. Thus, as the
PAPR performance differs for each mask, the PAPR target used in
ICWEF algorithm should be dynamically adapted. Accordingly, the
PAPRer finds the nonlinear relation between the frequency-selective
ICWEF mask and the optimal PAPR target, utilizing supervised learn-
ing. Additionally, the PAPRer builds only on a few data features and
is thus suitable for multiple different ML algorithms. The PAPRer is
also applicable with any frequency-selective PAPR reduction method
— not only the considered ICWEF — as it exploits only the modulation
and coding scheme (MCS) configuration and the interval of all possible
PAPR targets, neither of which are intrinsic to ICWEF.

Furthermore, the PAPRer not only finds the optimal PAPR target, but
also predicts the achieved PAPR value quite accurately for any given
PAPR target. This is another crucial benefit which can be exploited for
optimal MCS configuration. Conventionally, PAPR performance is not
considered as criterion for feasible MCS values as it is not easy to esti-
mate the PAPR performance. However, as will be shown, the PAPRer
is efficient and accurate in estimating the optimal PAPR target, and can
thus be used to quantify the suitability of different MCSs. Additionally,
a reference method that is based on the analytical clipping noise power
estimation is also introduced and compared against the PAPRer. By
following the 5G NR specifications and guidelines, different numerical
evaluations are conducted and the performance-complexity tradeoffs
offered by the proposed PAPRer are assessed and shown.

Finally, for the purpose of clarity and presentation completeness,
it is noted that in [11], the importance of utilizing the optimal PAPR
target was also discussed — however, in more ordinary PAPR reduction
context without frequency-selective clipping noise shaping. Moreover,
multiple ML-based PAPR reduction methods, as such, have been pro-
posed in the recent literature. To this end, a model-driven TR method
was proposed in [12], involving an efficient training procedure. Training
efficiency was pursued also in [13], where an extreme learning TR
method was proposed. A PAPR reduction network called PRnet was,
in turn, proposed in [14], where good PAPR performance was obtained
by utilizing an autoencoder structure. Furthermore, an ML-based PAPR
reduction method was also proposed in [15], which targets a balance
between good bit error rate (BER) and PAPR performance. In [16], a
deep unfolding model was proposed to reduce the PAPR under transmit
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power constraints. An ML-based hyperparameter optimization method
was proposed in [17] to optimize efficiently the various parameters
of selected PAPR reduction schemes, with focus on massive multiple-
input multiple-output (MIMO) systems. However, none of these works
consider the frequency-selective PAPR reduction and the associated
optimal target PAPR selection problem which are the technical focus
of this article.

The rest of this article is organized as follows. In Section II, the
ICWEF processing is shortly reviewed, followed by the proposed clip-
ping noise power-based and ML-based PAPR target section methods.
Numerical results are provided and analyzed in Section III, together
with the PAPRer complexity assessment. Finally, conclusions are drawn
in Section IV.

II. SYSTEM MODEL AND PROPOSED SOLUTIONS

A. ICWEF Processing Principle

The ICWEF [9] starts with the OFDM waveform processing, with
Nact and NOFDM > Nact denoting the number of active subcarriers
and the nominal OFDM transform size, respectively. The active sub-
carriers are here assumed to be allocated symmetrically around the
direct-current (DC) bin by considering double-sided bin indexing.
Oversampling factor ofNov is also utilized to obtain accurate waveform
characteristics [18] and the size of the oversampled inverse discrete
Fourier Transfrom (IDFT) reads N = NOFDMNov.

At the IDFT output, the discrete-time OFDM symbol samples that
formally correspond to the 0th iteration of ICWEF read

x(0)[n] =
1√
Nact

Nact/2−1∑
k=−Nact/2

X(0)[k]ej2πkn/N , (1)

where n = 0, . . . , N − 1 is the relative sample index inside the OFDM
symbol and k ∈ {−Nact/2, . . ., Nact/2 − 1} denotes the active sub-
carrier index, with X(0)[k] denoting the data symbol at subcarrier k
while other IDFT bins are set to zero. The sample-wise PAPR of the
time-domain signal x(l)[n], with l denoting the ICWEF iteration index,
is computed as

PAPR
(
x(l)[n]

)
=

|x(l)[n]|2
1
N

∑N−1
n=0 |x(l)[n]|2 . (2)

The PAPR target is represented by λtarget and, if maxn=0,1,...,N−1

PAPR(x(l)[n]) > λtarget, the soft limiter-based clipping is applied as

x̄(l)[n] =

{
A(l−1)ej∠x(l−1)[n], if |x(l−1)[n]| > A(l−1),

x(l−1)[n], otherwise,
(3)

where ∠x and |x| represent the phase angle and modulus of a complex
number x, respectively. Moreover, the clipped version of x(l−1)[n] is
expressed by x̄(l)[n], while A(l−1) that denotes the amplitude threshold
value is computed as

A(l−1) =

√√√√λtarget · 1
N

N−1∑
n=0

|x(l)[n]|2. (4)

It is assumed that clipping function in (3) starts the next iteration and
to reflect that, the iteration index is increased by one in this step.

The clipped time-domain signal is converted to frequency domain
through discrete Fourier Transfrom (DFT) as

X̄(l)[k] =
1√
N

N−1∑
n=0

x̄(l)[n]e−j2πkn/N , (5)

while the prevailing clipping noise can be extracted as

C(l)[k] = X̄(l)[k]−X(0)[k]. (6)

Then the ICWEF mask to be used for out-of-band emission and
frequency-selective clipping noise filtering, is computed for the ith
considered modulation or MCS as [9]

H
(l)
ICWEF,i[k] =

⎧⎪⎨
⎪⎩

Ei

|C(l)[k]| , if k ∈ KMi
∧Ei < |C(l)[k]|,

1, if k ∈ KMi
∧Ei ≥ |C(l)[k]|,

0, if k �∈ KMi
,

(7)

where KMi
denotes the index set that includes the subcarriers that are

modulated with ith modulation of the modulation set KM. Moreover,
Ei is the level that the clipping noise sample C(l)[k] is filtered to,
stemming from the EVM threshold of the ith considered modulation,
viz. Ei =

EVMi [%]
100% .

However, in the ICWEF method, the set Kact does not only include
KMi

, but also the clipping noise-free subcarriers. This is expressed as

Kact = KF ∪
card(KM)⋃

i=1

KMi
, (8)

whereKF contains the clipping noise-free subcarriers. The full ICWEF
mask that is applied in lth iteration reads then

H
(l)
ICWEF[k] =

card(KM)∑
i=1

H
(l)
ICWEF,i[k], (9)

where card(·) is the cardinality of the argument set. Next, the ICWEF
filtering is applied and the filtered clipping noise is added to original
frequency-domain data signal, which reads

X(l)[k] = X(0)[k] +H
(l)
ICWEF[k]C

(l)[k]. (10)

This is then followed by IDFT to obtain x(l)[n]. When the PAPR target
is reached or L iterations are completed, OFDM waveform processing
is finalized with CP addition and weighted overlap-and-add (WOLA)
operations, and x(L)[n] is obtained. Algorithm 1 in [9] summarizes the
operations in the considered baseline ICWEF method.

Importantly, in (7), the ICWEF mask controls clipping noise level
inside the passband and the optimal PAPR target, λtarget,opt, should be
used in (3) and (4) to get the best PAPR performance under these
limitations. Hence, optimally tuning λtarget for any given ICWEF mask
is the main goal of this study.

B. Clipping Noise Power-Based PAPR Target Selection

As the first but secondary approach, we consider an analytical ap-
proximation to the PAPR target selection problem and use this scheme
as a reference for the ML-based PAPRer. The derivations build on [19]
for ordinary ICF while are here extended to the frequency-selective
ICWEF method.

Following the Bussgang theorem [20], by targeting λtarget ∈ KT (the
set of the utilized PAPR targets), the time-domain signal obtained after
first clipping operation becomes

x̄(1)[n] = αx(0)[n] + d(1)[n], (11)

where d(1)[n] is the nth sample of the uncorrelated clipping noise and
α is the attenuation factor, which is defined as

α = 1 − e−λtarget +

√
πλtarget

2
erfc

(√
λtarget

)
. (12)
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Similar to [19], the time-domain clipping noise after first clipping
operation can then be expressed using (11) as

c(1)[n] = x̄(1)[n]− x(0)[n] = (α− 1)x(0)[n] + d(1)[n]. (13)

The corresponding correlation function reads

Rc(1) [u] = (α− 1)2Rx(0) [u] +Rd(1) [u], (14)

where Rx(0) [u] is the uth sample of the autocorrelation of the original
OFDM signal and Rd(1) [u] is the uth sample of the correlation function
of the uncorrelated clipping noise. Then, the power spectral density
(PSD) of the clipping noise arising after the first clipping operation
reads

ρc(1) [k] =
1√
N

N−1∑
u=0

Rc(1) [u]e−j2πku/N . (15)

Then, to express the clipping noise power afterL iterations, the noise
enhancement factor can be defined as [19]

β(L)[k] =
E
[
C̃(L)[k]

(
C̃(1)[k]

)∗]
E
[
C̃(1)[k]

(
C̃(1)[k]

)∗] , (16)

where now C̃(l)[k] = H
(l)
ICWEF[k]C

(l)[k]. Here, to configure the mask,
no modulation limits are assumed for H

(l)
ICWEF[k]. The total clipping

noise power obtained after L iterations reads then

Pc(L) (λtarget) =

Nact/2−1∑
k=−Nact/2

β(L)[k]ρc(1) [k]. (17)

The maximum noise power that a given ICWEF mask can support reads
now

PICWEF =

card(KM)∑
i=1

E2
i card (KMi

) . (18)

Finally, the optimal PAPR target can be computed by comparing (18)
to the analytically obtained total clipping noise power levels in (17),
expressed as

λ̂target,opt = arg min
λtarget∈KT

|Pc(L)(λtarget)− PICWEF|. (19)

C. PAPRer: Proposed ML-Based PAPR Target Tuner

As established in the previous section, the maximum clipping noise
power that an ICWEF mask can support provides information about
the optimal PAPR target. The PAPRer utilizes a supervised learning
approach, and stemming from (18), it builds on the modulation set
KM, the sizes of the sets KMi

, and the set of used PAPR targets KT as
the features. Hence, the PAPRer can be mathematically expressed as

λ̂target,opt = F
(
KM1 ,KM2 , . . . ,KMcard(KM)

,KM,KT

)
. (20)

The ML algorithm that is used with PAPRer finds the nonlinear relation
F (·) between the features and the actual optimal PAPR target, while
then obtains λ̂target,opt using the detected pattern. In our numerical 5G
NR evaluations, four modulations are considered with the PAPRer, i.e.,
card(KM) = 4. However, the proposed PAPRer supports conceptually
any set of modulations/MSE limits, while card(KM) = 4 is just an
example configuration for the numerical evaluations.The overall pro-
cessing can be divided into the offline and online phases, which can be
summarized as follows.

TABLE I
FEATURES AND OUTPUT VARIABLE USED IN MODEL TRAINING

Fig. 1. Conceptual illustration of the PAPRer online processing for auto-tuning
of the PAPR target. The PAPRer is trained offline.

Offline/Training Phase: For creating the learning dataset, the KT

is set first as KT = {3 dB, 4 dB, . . . , 8 dB} and a high number of
random ICWEF masks is generated as in (9) by randomly varying
KMi

. Then, L iterations of the ICWEF algorithm are run for each mask
and the PAPR target, and the obtained PAPR values corresponding
to complementary cumulative distribution function (CCDF) level of
10−4, are collected. The training of the PAPRer builds on this dataset,
illustrated conceptually in Table I.

Online Phase: The online processing is illustrated conceptually in
Fig. 1. Based on the MCS configuration, the features are given to
the trained PAPRer. Then, PAPRer decides the λ̂target,opt, and PAPR
reduction is performed accordingly.

Next, the considered ML algorithms and the associated loss function
will be detailed. We note that conceptually, the PAPRer supports
not only deep neural networks (DNNs), but also decision tree-based
ensemble learning algorithms.

1) XGBoost Regressor: As a decision tree-based ensemble learn-
ing method, the eXtreme Gradient Boosting (XGBoost) is an effective
algorithm offering high algorithm speed and high prediction accu-
racy [21]. In addition, it also provides an analysis on the feature
importance and in this study, it is also used to determine the important
data features. In the evaluations, two different parametrizations are
considered for XGBoost. These are named as XGB#1 and XGB#2,
and are configured with 50 estimators/maximum depth of 10 and,
80 estimators/maximum depth of 20, respectively. Moreover, in both
regression models, learning rate of 0.1 is used.

2) Deep Neural Networks (DNNs): In this study, in addition to
input and output layers, multiple hidden layers are used in the consid-
ered DNN architecture. Accordingly, two different parametrizations are
considered also for DNN algorithm. The first case, DNN#1, contains
three hidden layers and one output layer, with the number of nodes
in each layer being 10, 6, 4, and 1, respectively. Similarly, the second
DNN case, DNN#2, is implemented with four hidden layers and one
output layer, with number of nodes in each layer being 40, 20, 12,
8, and 1, respectively. The DNN solutions are implemented using
the Keras library, running on top of TensorFlow framework. In the
implementation, the network weights are initialized using the normal
distribution and rectified linear activation function (ReLU) is used as
the activation function. In addition, stochastic gradient descent method
is used as the optimizer. In training, 150 iterations are run and batch
size of 10 is utilized.

It is further noted that the hyperparameters for both XGBoost and
DNN are determined based on the prediction performance. Utilizing
low number of hyperparameters also brings some reasonable prediction
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Fig. 2. Results for 20 MHz 5G NR channel with 30 kHz SCS and 51 PRBs. Two example ICWEF masks and the total clipping noise powers obtained after
L = 20 iterations of ICWEF are shown in (a). Black circles represent the PAPR targets that are selected by the analytical reference method. In (b), the actual and
predicted PAPR performance of the ML methods are shown at CCDF level of 10−4, for PAPR targets varying from 3dB to 8dB. In (c), the results for ΔPAPR
metric are shown in terms of CDF for the analytical reference method, the ML-based methods and the four example constant λtarget cases.

performance, but we target to achieve a good PAPR target prediction
accuracy and thus configure a rather high number of hyperparameters
in this work.

3) Loss Function: As the loss function, we utilize the well-known
modeling MSE, which for our problem scenario reads

L
(
λtarget,opt, λ̂target,opt

)
=

1
NTS

NTS∑
i=1

(
λtarget,opt(i)− λ̂target,opt(i)

)2
, (21)

where λtarget,opt(i) and λ̂target,opt(i) denote the actual and the predicted
optimal PAPR targets for the ith training sample, andNTS is the number
of training samples. In addition, the coefficient of determination (i.e., R2

score) is also utilized to quantify the performance of the ML algorithms,
expressed as

R2 = 1 − SSres

SStot
, (22)

where SSres =
∑

i(λtarget,opt(i)− λ̂target,opt(i))
2 and SStot =

∑
i

(λtarget,opt(i)− λtarget)
2 are the residual sum of squares and the total

sum of squares while λtarget =
1

NTS

∑NTS
i=1 λtarget,opt(i).

III. NUMERICAL RESULTS AND ANALYSIS

The PAPRer is next evaluated in terms of PAPR, MSE and R2 score.
For reference, also the analytical method from Section II-B building
on clipping noise power calculations is considered. Two different
radio interface numerologies, namely a 10 MHz 5G NR channel with
60 kHz subcarrier spacing (SCS) and 11 PRBs, and a 20 MHz 5G NR
channel with 30 kHz SCS and 51 PRBs, are considered based on the
5G NR specifications [22]. The CCDF is used to quantify the PAPR
performance. Specifically, the CCDF probability of 10−4 and PAPR
targets from 3dB to 8dB are considered. With ML-based approaches,
a training dataset that contains features and the actual PAPR targets is
created by running simulations for 1000 random ICWEF masks and the
trained models are validated with another 500 random ICWEF masks.

A. PAPR Performance

The proposed solutions are quantified in terms of Δtarget, which
is defined as the difference between the actual optimal PAPR target,
λtarget,opt, and the predicted PAPR target, λ̂target,opt. When calculating
λtarget,opt, PAPR values corresponding to CCDF probability level of 10−4

are considered as noted above. Furthermore,ΔPAPR that is the difference
between the PAPR values corresponding to CCDF level of 10−4 that

TABLE II
MUTUAL COMPARISON OF THE CONSIDERED SOLUTIONS IN TERMS OF

ΔTARGET, WHERE BOTH THE CCDF PROBABILITY LEVEL OF 10−4 AND THE

95% CI ARE SHOWN

are obtained with λtarget,opt and λ̂target,opt, respectively, are also quantified
for the 1000 different ICWEF masks.

The 20 MHz 5G NR channel is used as the main evaluation case.
First, to evaluate and illustrate the analytical reference method, an initial
evaluation is conducted for two distinctive ICWEF masks which are
shown in Fig. 2(a). Here, L = 20 iterations are considered with both
ICWEF and ICF. In Fig. 2(a), clipping noise power levels with respect
to several PAPR targets are given for ICF, which is analytically obtained
as in (17) and shown with the yellow line. Here, maximum noise power
levels that can be supported by the ICWEF masks are 11 dB and 4.2 dB,
respectively. These masks cannot reach particular PAPR targets because
they cannot support the required noise power levels. The PAPR targets
that are selected by the analytical reference method are shown with
black circles, the numerical values being 4.6 dB and 7.4 dB for the first
and second masks, respectively. However, the actual optimal PAPR
targets for these two masks are 5.2 dB and 7.2 dB, respectively, and
thus the average prediction error for these two cases is 0.4 dB, which
can be considered as a relatively high error level.

Next, the ML algorithms are evaluated by considering the training
and validation phases, and compared against the analytical reference
method as well as selected constant λtarget cases. The results are pre-
sented in Table II. Here in the last two columns, Δtarget results are given
for both the 10−4 CCDF level and the 95% confidence interval (CI). As
can be seen, the prediction performance with the reference method and
the two different constant λtarget cases is limited, resulting in high errors
of 0.44, 0.63 and 0.58 dB, respectively. In contrast, the XGBoost ML
approach provides good improvement over the reference method as the
average values of Δtarget are equal to 0.19 dB and 0.17 dB, respectively.
Here, both XGB#1 and XGB#2 perform similarly. Considering the
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TABLE III
MUTUAL COMPARISON OF THE CONSIDERED SOLUTIONS IN TERMS OF

ΔTARGET, WHERE BOTH THE CCDF PROBABILITY LEVEL OF 10−4 AND THE

95% CI ARE SHOWN

complexity advantages of XGB#1 (cf. Section III-B), it can be con-
sidered as the preferred choice. The DNN methods also provide huge
performance gains over the reference method, with the average Δtarget

values being 0.17 dB and 0.10 dB, respectively. Here, DNN#2 has
significantly better prediction performance than the other methods. It
also outperforms the analytical solution dramatically, the performance
gap being around 0.35 dB.

Next, the prediction performance is evaluated for the two masks
shown in Fig. 2(a), and the obtained results are shown in Fig. 2(b).
The PAPR result curves shown in this figure indicate the importance
of utilizing optimal PAPR target. Here, λtarget,opt for the first mask is
5.2 dB which leads to minimum realized PAPR value, and it is predicted
correctly by DNN#2 and both XGB solutions. With DNN#1 and the
analytical solution, Δtarget = 0.2 dB and Δtarget = 0.6 dB, respectively.
For the second mask, λtarget,opt is equal to 7.2 dB and all methods provide
Δtarget = 0.2 dB. Hence, the ML methods are robust and provide high
performance in both cases.

Next, ΔPAPR is assessed with respect to cumulative distribution
function (CDF) for the considered ML methods, the reference method
and the constant λtarget cases. While PAPR targets from 3 dB to 8 dB
were considered in other evaluations, we focus here on four different
constant PAPR targets that provide the best ΔPAPR performance. The
evaluation of ΔPAPR is essential as the achieved PAPR performance
is of highest interest while also evidencing the importance of robust
PAPR target estimation. The results are presented in Fig. 2(c), where
the distributions of ΔPAPR are provided for the 1000 random ICWEF
masks. As can be observed, DNN solutions perform very well, with
ΔPAPR being mostly around 0–0.05 dB. The XGB methods facilitate
also very good performance up to CDF levels of around 0.9–0.95 with
ΔPAPR being less than 0.1 dB. However, at very low probability levels in
the CDF tail, they show lower reliability with ΔPAPR values ranging up
to 0.5–0.7 dB. On the other hand, the reference method and the constant
λtarget cases are clearly inferior to the ML-based approaches.

To further assess the performance of the methods, the evaluations
for Δtarget and ΔPAPR are next carried out also for the 10 MHz 5G NR
channel case, with the obtained results being shown in Table III. Again,
the performance is limited for the analytical reference method and
the two constant λtarget cases, the average prediction error being 0.80,
1.01 and 0.73 dB, respectively. Furthermore, the XGBoost algorithm
again outperforms the reference cases significantly with the average
values of Δtarget being equal to 0.35 dB and 0.26 dB, for XGB#1 and
XGB#2, respectively. In this case, XGB#2 performs clearly better
than XGB#1. Additionally, the DNN methods provide again clear
performance advantages, with the DNN#2 being able to provide an
average prediction error of 0.18 dB, while the performance gap with
respect to the analytical reference solution is already around 0.60 dB.
Thus, based on the results for both the 10 MHz and 20 MHz 5G NR
channel cases, the DNN#2 can be seen as the preferred choice to

Fig. 3. The results in terms of the ΔPAPR metric for the analytical reference
method, the ML-based methods and the four example constant λtarget cases.
10 MHz 5G NR channel with 11 PRBs and 60 kHz SCS.

obtain near-optimal PAPR performance and thereon to maximize the
transmission power at the power amplifier (PA) output. Considering its
relatively low computational complexity (cf. Section III-B), it is also
feasible for practical implementations with great complexity benefits
compared to brute force search based optimal PAPR target selection.

Finally, the ΔPAPR metric is quantified for the 10 MHz 5G NR
channel case by considering the setup used for generating the results in
Fig. 2(c). The obtained results are presented in Fig. 3. In this case, the
DNN and XGB methods provide similar performance results, and they
again significantly outperform the analytical reference cases with the
ΔPAPR being less than 0.1 dB up to CDF levels of around 0.8–0.90. The
reference method and the constant λtarget cases perform clearly worse,
with ΔPAPR being usually higher than 0.1 dB. Specifically, the ΔPAPR

can reach up to 1 dB for the analytical solution.

B. Complexity

Complexity is an essential figure of merit for any processing solution.
As the PAPR reduction parameters are static, we focus here on the
complexity of the ML model online execution and omit the complexity
of the training phase. The XGBoost approach is computationally effi-
cient as it only uses conditional operators to find the optimal branches
for the given input. However, the cost of these is noticeable in the
corresponding time complexity which is thus next addressed. The time
complexity of the XGBoost algorithm can be denoted as O(NestNd),
where Nest and Nd are the number of trees and the maximum depth
of the trees [21]. The DNN solution, in turn, is a feedforward neural
network (NN) with multiple hidden layers. Hence, the complexity is
equal to O(NfeatNnode,1 +

∑Nlay−1
i Nnode,iNnode,i+1) with Nfeat, Nnode,i

and Nlay denoting the number of features, number of nodes that layer
i contains and the total number of layers, respectively. For reference,
the complexity of the original CP-OFDM processing is equal to the
complexity of one fast Fourier transform (FFT), i.e., O(N log2 N).

For the considered modulations and assuming the 20 MHz channel
case, NOFDM = 1024 and with an oversampling factor of four, N =
4096. On the other hand, since Nest = {50, 80} and Nd = {10, 20},
both XGB cases lead only to a small increase in complexity when
compared to basic CP-OFDM processing. Similarly, in the two DNN
cases, Nfeat = 9 while Nnode = {10, 6, 4, 1} and Nlay = 4 or Nnode =
{40, 20, 12, 8, 1} and Nlay = 5, thus the resulting complexity increase
is again very minor. Concretely, when evaluating the execution time
of XGB#2 and DNN#2 on a state-of-the-art central processing unit
(CPU), the proposed methods result only in some 25% complexity



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 72, NO. 4, APRIL 2023 5383

increase, with respect to the CP-OFDM waveform processing, high-
lighting the efficiency of the ML models.

IV. CONCLUSION

A novel solution was presented to solve the optimal PAPR target se-
lection problem in frequency-selective PAPR reduction, focusing on the
ICWEF as a concrete example. The proposed solution is an ML-based
method where certain features related to ICWEF mask are exploited to
accurately learn and predict the optimal PAPR target through supervised
learning. Moreover, an alternative analytical clipping noise power based
method was also described for reference. Specifically, this analytical
method computes the maximum clipping noise power that a given
ICWEF mask can support and then finds the applicable PAPR target. As
presented through 5G NR standard compliant numerical evaluations,
the analytical solution and the considered ML-based methods are able
to predict the optical PAPR targets with accuracies in the order of 	
0.4–0.5 dB and 	 0–0.2 dB, respectively. Moreover, the ML models
were shown to be computationally feasible and robust, making them
attractive candidates for optimizing the PAPR performance in 5G NR
and future 6G networks.

REFERENCES

[1] E. Dahlman, S. Parkvall, and J. Sköld, 5G NR : The Next Generation
Wireless Access Technology. Cambridge, MA, USA: Academic Press,
2018.

[2] 3GPP TS 38.300 V15.4.0, “ New Radio (NR); Overall description; Stage-
2,” Tech. Spec. Group Radio Access Network, Rel. 15, Dec. 2018.

[3] Y. Rahmatallah and S. Mohan, “Peak-to-average power ratio reduction in
OFDM systems: A survey and taxonomy,” IEEE Commun. Surveys Tuts.,
vol. 15, no. 4, pp. 1567–1592, Oct.-Dec. 2013.

[4] J. Armstrong, “Peak-to-average power reduction for OFDM by repeated
clipping and frequency domain filtering,” Electron. Lett., vol. 38, no. 5,
pp. 246–247, Feb. 2002.

[5] S. H. Müller and J. B. Huber, “OFDM with reduced peak-to-average power
ratio by optimum combination of partial transmit sequences,” Electron.
Lett., vol. 33, no. 5, pp. 368–369, Feb. 1997.

[6] R. W. Bauml, R. F. H. Fischer, and J. B. Huber, “Reducing the peak-
to-average power ratio of multicarrier modulation by selected mapping,”
Electron. Lett., vol. 32, no. 22, pp. 2056–2057, Oct. 1996.

[7] M. Hu, W. Wang, W. Cheng, and H. Zhang, “Initial probability adap-
tation enhanced cross-entropy-based tone injection scheme for PAPR
reduction in OFDM systems,” IEEE Trans. Veh. Technol., vol. 70, no. 7,
pp. 6674–6683, Jul. 2021.

[8] J. Hou, J. Ge, and F. Gong, “Tone reservation technique based on peak-
windowing residual noise for PAPR reduction in OFDM systems,” IEEE
Trans. Veh. Technol., vol. 64, no. 11, pp. 5373–5378, Nov. 2015.

[9] S. Gökceli et al., “Novel iterative clipping and error filtering methods for
efficient PAPR reduction in 5G and beyond,” IEEE Open J. Commun. Soc.,
vol. 2, pp. 48–66, 2021.

[10] S. Gökceli, T. Levanen, T. Riihonen, M. Renfors, and M. Valkama,
“Frequency-selective PAPR reduction for OFDM,” IEEE Trans. Veh.
Technol., vol. 68, no. 6, pp. 6167–6171, Jun. 2019.

[11] T. Kageyama, O. Muta, and H. Gacanin, “Performance analysis of OFDM
with peak cancellation under EVM and ACLR restrictions,” IEEE Trans.
Veh. Technol., vol. 69, no. 6, pp. 6230–6241, Jun. 2020.

[12] X. Wang, N. Jin, and J. Wei, “A model-driven DL algorithm for PAPR
reduction in OFDM system,” IEEE Commun. Lett., vol. 25, no. 7,
pp. 2270–2274, Jul. 2021.

[13] Z. Li, N. Jin, X. Wang, and J. Wei, “Extreme learning machine-based tone
reservation scheme for OFDM systems,” IEEE Wireless Commun. Lett.,
vol. 10, no. 1, pp. 30–33, Jan. 2021.

[14] M. Kim, W. Lee, and D.-H. Cho, “A novel PAPR reduction scheme for
OFDM system based on deep learning,” IEEE Commun. Lett., vol. 22,
no. 3, pp. 510–513, Mar. 2018.

[15] Z. Liu et al., “Low-complexity PAPR reduction method for OFDM systems
based on real-valued neural networks,” IEEE Wireless Commun. Lett.,
vol. 9, no. 11, pp. 1840–1844, Nov. 2020.

[16] M.-T. Nguyen, G. Kaddoum, B. Selim, K.V. Srinivas, and P. F. De Araujo-
Filho, “Deep unfolding network for PAPR reduction in multi-carrier
OFDM systems,” IEEE Commun. Lett., vol. 26, no. 11, pp. 2616–2620,
Nov. 2022.

[17] A. Kalinov, R. Bychkov, A. Ivanov, A. Osinsky, and D. Yarotsky, “Machine
learning-assisted PAPR reduction in massive MIMO,” IEEE Wireless
Commun. Lett., vol. 10, no. 3, pp. 537–541, Mar. 2021.

[18] H. Ochiai and H. Imai, “Performance analysis of deliberately
clipped OFDM signals,” IEEE Trans. Commun., vol. 50, pp. 89–101,
Jan. 2002.

[19] K. Bae, J. G. Andrews, and E. J. Powers, “Quantifying an iterative clipping
and filtering technique for reducing PAR in OFDM,” IEEE Trans. Wireless
Commun., vol. 9, no. 5, pp. 1558–1563, May 2010.

[20] H. E. Rowe, “Memoryless nonlinearities with gaussian inputs: Elementary
results,” Bell Syst. Tech. J., vol. 61, no. 7, pp. 1519–1525, Sep. 1982.

[21] T. Chen and C. Guestrin, “XGBoost: A. scalable tree boosting system,” in
Proc. Of KDD ’16, New York, NY, USA:ACM, 2016, pp. 785–794.

[22] 3GPP TS 38.104 V15.4.0, “ New Radio (NR); Base station (BS) radio
transmission and reception,” Tech. Spec. Group Radio Access Network,
Rel. 15, Dec. 2018.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


