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Kalman Combining Based Iterative Detection and
Decoding for MIMO Systems With Hybrid ARQ

Sangjoon Park , Member, IEEE

Abstract—This study proposes Kalman combining-based itera-
tive detection and decoding (KC-IDD) schemes for multiple-input
multiple-output (MIMO) systems with hybrid automatic repeat re-
quest (HARQ). The conventional Kalman filtering (KF) operation
for Kalman combining performs the linear minimum mean-square
error (LMMSE) detection with symbol-level combining (SLC), but
it is unable to utilize a priori information of retransmitted symbols.
Therefore, a new KF operation is derived, wherein an observation
adjustment is employed to adjust the observation for a given state
of the state-space model with the a priori information instead of
directly utilizing it into the KF operation. Based on the modified
KF operation, two KC-IDD schemes are developed: i) KC-IDD with
the single-state observation adjustment, i.e., the observation adjust-
ment for the current HARQ round, and ii) KC-IDD with multi-state
observation adjustment (KC-IDD-MS), i.e., the observation adjust-
ments throughout the HARQ rounds of a packet. Therefore, the
proposed schemes can perform SLC-based LMMSE-IDD, where
the complexity for a given number of turbo iterations is similar
or smaller to that of the conventional LMMSE-IDD scheme with
bit-level combining (BLC). Furthermore, the simulation results
show that regardless of the retransmission strategy, the proposed
schemes, especially the KC-IDD-MS scheme, outperformed the
conventional LMMSE-IDD scheme in terms of error performance
and decoding convergence speed for retransmissions.

Index Terms—MIMO systems, hybrid ARQ, Kalman filtering,
Kaman combining, iterative detection and decoding, LMMSE.

I. INTRODUCTION

HYBRID automatic repeat request (HARQ) is the com-
bined scheme of channel coding and retransmission to

mitigate the link adaption errors in wireless communication
systems [1], [2], [3]. The characteristics of the HARQ-employed
systems vary based on the combining process of the retrans-
mitted signals for detection. In particular, in multiple-input
multiple-output (MIMO) systems with HARQ, the system per-
formance, such as error performance and throughput, is con-
siderably altered by the utilized combining and detection ap-
proach [4], [5]. Primarily, there are two combining and detection
methods for MIMO systems with HARQ: bit-level combining
(BLC) and symbol-level combining (SLC). In context, BLC can
be applied in various system configurations with relatively low
complexity, whereas SLC can improve the error performance
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and throughput. Therefore, several SLC schemes with an ef-
ficient reception procedure have been investigated for MIMO
systems with HARQ [6], [7], [8], [9], [10], [11], [12].

In channel coded systems such as HARQ employed systems,
the a priori information obtained from the channel decoding
procedure can be used in the detection procedure for an im-
proved estimation accuracy [13]. Upon iteratively conducting
this process, the iterative detection and decoding (IDD) schemes
can achieve a significantly better performance than the simple
linear detection schemes such as linear minimum mean-square
error (LMMSE) [14], [15], [16], [17]. Therefore, the receiver
in HARQ-based MIMO systems can be designed while consid-
ering this IDD procedure with packet combining and detection
method to achieve a suboptimal performance similar to that of
the maximum-likelihood (ML) based combining and detection
methods [7], [8] with less complexity.

The BLC can be considered as a simple extension of the
conventional detection for MIMO non-ARQ systems using ad-
ditional log-likelihood ratio (LLR) combining [4], [7]. Thus,
the implementation of IDD to BLC becomes straightforward,
e.g., performing the IDD procedure for the received signal in
the current HARQ round and combining the output LLRs from
the IDD detector with the LLRs computed at the previous trans-
mission time slots. On the other hand, the direct implementation
of IDD to SLC requires a significantly high complexity as the
HARQ round of a packet increases. Further, the development
of computationally efficient SLC-based IDD schemes is still
limited owing to the complicated modeling for each system
environment.

In [12], the Kalman combining scheme based on the Kalman
filtering (KF) operation is developed for MIMO systems with
HARQ. In this scheme, following the proper definition of the
state-space model, the transition of a state vector can reflect the
changes in a transmit signal vector by retransmission in HARQ-
based MIMO systems, thereby enabling the Kalman combining
scheme to perform the SLC-based LMMSE detection using KF,
which requires a computational complexity similar to that of the
BLC-based LMMSE detection method. However, in the state-
space model of Kalman combining, it is unable to apply the
a priori information of retransmitted symbols during the KF
operation for detection, making it unsuitable for IDD procedures
in HARQ-based MIMO systems.

Therefore, this paper proposes efficient SLC-based IDD
schemes based on the Kalman combining scheme for MIMO
systems with HARQ. A new KF operation is developed for
the proposed IDD schemes, which enables the utilization of
the a priori information for retransmitted symbols. Instead of

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/

https://orcid.org/0000-0002-6684-9803
mailto:sj.park@kgu.ac.kr


PARK: KALMAN COMBINING BASED ITERATIVE DETECTION AND DECODING 2041

directly utilizing the a priori information at the KF operation,
such as that in the conventional KF-based iterative detection
approaches for frequency selective fading channels [18], [19],
[20], the proposed KF operation adjusts the observations for the
KF operation by using the a priori information. Thus, for both
newly transmitted and retransmitted symbols, the proposed KF
operation with the observation adjustment enables the utilization
of the a priori information for iterative processing.

Based on the proposed KF operation, the basic Kalman
combining-based IDD (KC-IDD) scheme performs the obser-
vation adjustment for the ongoing HARQ round (current state).
Compared to the conventional LMMSE-IDD scheme with BLC,
the basic KC-IDD scheme improves the error performance with
similar or lower complexity. However, as the HARQ round of
a packet increases, the ratio of the state with the observation
adjustment over all the states decreases and the performance
improvement can be limited. Thus, in addition to the basic KC-
IDD scheme, the KC-IDD scheme with multi-state observation
adjustment (denoted as the KC-IDD-MS scheme in the sequel)
is developed. While the actual state transition occurs by the
retransmission or transmission of a new packet, the proposed
KC-IDD-MS scheme considers the virtual state transition for
every new turbo iteration, which enables the observation ad-
justment throughout multiple states (HARQ rounds). Therefore,
the KC-IDD-MS scheme can significantly improve the error
performance compared to the LMMSE-IDD scheme with BLC,
without the need for additional computational complexity from
the basic KC-IDD scheme.

The remainder of this paper is organized as follows. Section II
describes the MIMO system model with HARQ. Section III
presents the KF operation for the conventional Kalman combin-
ing and the new KF operation with the observation adjustment.
Section IV details the reception procedures of the proposed
KC-IDD schemes. Section V presents the simulation results,
and Section VI concludes the paper.

Throughout the paper, vectors and matrices are denoted by
lowercase and uppercase boldface letters, respectively. Super-
scripts T , H , and −1 denote the transpose, conjugate-and-
transpose, and inverse operators, respectively. 0n×k and 1n×k

represent the n× k all-zero and all-one matrices, respectively,
and In denotes the n× n identity matrix. A = diag(a) is a
diagonal matrix with the main diagonal a, and E[·] denotes the
mathematical expectation.

II. SYSTEM MODEL

In this study, a spatially multiplexed MIMO system with Ni

inputs and No outputs is considered, as illustrated in Fig. 1. The
maximum number of HARQ rounds, i.e., the maximum number
of transmissions of each packet, is set toR. For simple notations,
we assume a single ARQ process (single packet transmission)
within each transmission time slot. A data bit sequence for a
packet is encoded at the transmitter, and a coded bit sequence
is generated according to the employed retransmission strategy,
e.g., Chase combining (CC) or incremental redundancy (IR),
for the transmission at the r(1 ≤ r ≤ R)th HARQ round. The
coded bit sequence is modulated using a 2Q-ary constellation
X , where the elements in X are assumed to satisfy

∑
x∈X x = 0

and
∑

x∈X |x|2/2Q = 1.

Fig. 1. System model block diagram.

Let J denote the number of transmit signal vectors
for the transmission at each HARQ round. Then, xj,r =
[xj,r(1), . . . , xj,r(Ni)]

T denotes the j(1 ≤ j ≤ J)th transmit
signal vector for the rth HARQ round of a packet, where
each xj,r(n) for 1 ≤ n ≤ Ni is generated from Q coded bits.
Without loss of generality, the index j is omitted throughout the
remainder of this paper. Therefore, xr = [xr(1), . . . , xr(Ni)]

T

denotes the Ni × 1 transmit signal vector for the rth HARQ
round of a packet. Among xr, there are C symbols repeat-
edly transmitted throughout the HARQ rounds of a packet,
i.e., {x1(1), . . . , x1(C)} = {xr(1), . . . , xr(C)} for 1 ≤ r ≤ R.
Further, the remaining last U(= Ni − C) symbols are newly
transmitted in every transmission time slot. Thus, the cases of
C = Ni(U = 0) and C < Ni(U > 0) correspond to CC and IR
retransmission strategies, respectively.

Based on above modeling, the received signal vector at the
rth HARQ round can be expressed as

yr = Hrxr + nr, (1)

where yr = [yr(1), . . . , yr(No)]
T is the No × 1 receive signal

vector at the rth HARQ round, nr = [nr(1), . . . , nr(No)]
T is

the No × 1 zero-mean additive white complex Gaussian noise
(AWGN) vector with the covariance matrix E[nrn

H
r ] = σ2INo

,
and Hr is the No ×Ni MIMO channel matrix wherein hr,n

is the nth row of Hr for 1 ≤ n ≤ No. We assume that the full
channel state information (CSI) at the receiver, i.e., allHr andσ2

are perfectly known to the receiver, and no CSI at the transmitter.
Following the completion of the iterative detection and de-

coding procedure with packet combining at the receiver, the
transmission for the next (r + 1)th HARQ round of the packet
is performed during the upcoming transmission time slot if the
decoded packet is detected in errors when r < R. If no errors
are detected in the decoded packet or r = R, then the packet
is terminated, and the initial transmission of a new packet is
performed during the upcoming transmission time slot.

III. KALMAN FILTERING OPERATION WITH A PRIORI

INFORMATION

A. State-Space Model and KF Procedure for Kalman
Combining

First, we briefly review the state-space model and conven-
tional Kalman combining procedure in [12] based on the system
model described in Section II, which interprets a packet retrans-
mission by the HARQ procedures as the state transition. The
state-space model can be described using a state equation and
an observation equation [21]. Let the transmit signal vector at
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the rth HARQ round, xr, be the rth state vector of size Ni for
the state-space model. Then, the state equation is expressed as

xr = Frxr−1 +wr, (2)

where Fr is the Ni ×Ni state transition matrix from xr−1 to xr

and wr is the corresponding Ni × 1 process noise vector. Based
on the definition of xr in Section II, the state transition matrix
Fr can be defined as

Fr =

{
diag([11×C,01×U]) r > 1

0Ni×Ni
r = 1

, (3)

which represents the state transition property of the system
according to the retransmission strategy and r. When r = 1,
Fr = 0Ni×Ni

owing to the transmission of a new packet. Simi-
larly, wr can be defined as

wr =

{
[01×C , xr(C + 1), . . . , xr(Ni)]

T r > 1
xr r = 1

, (4)

which includes the symbols in xr newly transmitted at the rth
HARQ round of the packet.

Meanwhile, the observation equation for the given system
model is equivalent to (1), i.e.,

yr = Hrxr + nr, (5)

where yr and nr become the rth observation vector and ob-
servation noise vector of size No for the state-space model,
respectively.

Accordingly, the KF operation can be performed for Kalman
combining [12] based on this state-space model. Let x̂r|t and
Pr|t = E[{xr − x̂r|t}{xr − x̂r|t}H ] denote the estimate of the
state vector xr given all the observations up to t and the cor-
responding error covariance matrix, respectively. Subsequently,
x̂r|r−1, the one-step predicted estimate of xr, and the corre-
sponding error covariance matrix Pr|r−1 are calculated from
x̂r−1|r−1 and Pr−1|r−1 as [12], [21]

x̂r|r−1 = Frx̂r−1|r−1 +wr (6)

and

Pr|r−1 = FrPr−1|r−1F
T
r + Zr. (7)

As no a priori information is utilized in Kalman combining,
wr = 0Ni×1 and Zr = INi

− Fr regardless of r [12].
To avoid a matrix inversion operation after the prediction step

in (6) and (7), the sequential correction steps can be performed
using each element of the observation vector yr, that is, with
x̂r,0 = x̂r|r−1 and Pr,0 = Pr|r−1, x̂r,n and Pr,n for 1 ≤ n ≤
No can be obtained as

x̂r,n = x̂r,n−1 + kr,n(yr(n)− hr,nx̂r,n−1) (8)

and

Pr,n = Pr,n−1 − kr,nv
H
r,n, (9)

where hr,n is the nth row of Hr, vr,n = Pr,n−1h
H
r,n, and the

Ni × 1 Kalman gain vector kr,n is given by

kr,n =
vr,n

hr,nvr,n + σ2
. (10)

The last estimate {x̂r,No
,Pr,No

} becomes the value
{x̂r|r,Pr|r}. Thus, the Kalman combining process at the
rth HARQ round can obtain the LMMSE estimate of xr given
all {y1, . . . ,yr} and {H1, . . . ,Hr} until the rth HARQ round,
i.e., the SLC-based LMMSE estimate of xr. For example, in
case of CC, x̂r|r can be rewritten as [12]

x̂r|r=
(
H̆H

r H̆r+σ2INi

)−1
H̆H

r y̆r, (11)

where y̆r = [yT
1 · · · yT

r ]
T is the rNo × 1 aggregated received

signal vector at the rth HARQ round and H̆r = [HT
1 · · · HT

r ]
T

is the rNo ×Ni aggregated channel matrix.

B. Proposed KF Procedure With Observation Adjustment

The KF operation presented in Section III-A is designed to
utilize no a priori information by wr = 0Ni×1 and Zr = INi

−
Fr in (6) and (7), respectively. Considering the existence of
available a priori information for the KF operation, e.g., wr �=
0Ni×1 in conjunction with the definition of the state noise vector
wr in (4), the KF operation to obtain x̂r|r from x̂r−1|r−1 in (6)–
(10) allows for the utilization of the a priori information of the
following symbols: i) x1 (initially transmitted symbols) and ii)
{xr(C + 1), . . . , xr(Ni)} for r > 1 (new symbols transmitted
for IR), which correspond to a non-zero state noise owing to
a new symbol transmission. In other words, unlike the cases
of newly transmitted symbols, the a priori information of the
retransmitted symbols, i.e., every retransmitted symbols in CC
and repeatedly transmitted symbols in IR, cannot be utilized.
Thus, the KF operation in (6)–(10) for Kalman combining is
unsuitable for the iterative detection procedure to fully utilize the
a priori information of all the transmitted symbols, regardless
of r and retransmission strategy.

An alternative approach for utilizing a priori information for
retransmitted symbols as well as newly transmitted symbols is
reiterating the Kalman combining procedure from the first to
the rth state. That is, after the nonzero a priori information
has been obtained, the receiver at the rth HARQ round can
sequentially perform the KF operations from x̂1|1 to x̂r|r with the
given a priori information. Nevertheless, this approach requires
r KF operations for one turbo iteration, which entails a high
computational complexity as r increases.

To this end, we propose a modified KF operation based on ob-
servation adjustment, which can utilize the a priori information
for both newly transmitted and retransmitted symbols by a single
KF operation. First, we consider the relation xr = xr + x̃r,
where xr is the deterministic sequence provided by the a priori
information of xr and x̃r is the residual part of xr approximated
as a zero-mean uncorrelated stochastic process [18], [19], [20].
xr can be expressed as

xr = E[xr|xP
r ] = [xr(1), . . . , xr(Ni)]

T , (12)

where xP
r is the a priori information of xr, e.g., the information

obtained from the channel decoder in the IDD scheme. In
addition, the real diagonal covariance matrix of x̃r, Vr can be
expressed as

Vr = E[x̃rx̃
H
r ] = diag(vr) = diag([vr(1), . . . , vr(Ni)]

T ),
(13)
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where the nth element of vr, vr(n) = E[x̃r(n)x̃
H
r (n)].

In accordance with the above-mentioned definitions, the pro-
posed KF operation based on the observation adjustment can be
explained as follows. First, y∗

r, the new observation vector at the
rth state for the proposed KF operation, is defined as

y∗
r = yr −Hrxr = Hrx̃r + nr. (14)

Let x̃r = Λrxr with a real diagonal matrix Λr. Owing to the
relations E[x̃rx̃

H
r ] = Vr and E[xrx

H
r ] = INi

, the following
equation holds true:

Vr = E[x̃rx̃
H
r ] = ΛrE[xrx

H
r ]Λr = ΛrΛr. (15)

Consequently, V
1/2
r = Λr = diag([v

1/2
r (1), . . . , v1/2

r (Ni)]
T ),

and the new observation equation for the proposed KF operation
can be derived as

y∗
r = HrΛrx+ nr = H∗

rxr + nr, (16)

where H∗
r = HrΛr. In this manner, the new observation equa-

tion (16) can be used instead of (5) to utilize the a priori
information in the KF operation for MIMO systems with HARQ,
regardless of r and retransmission strategy. (16) can also be
interpreted as a reduced channel gain modeling of (5) by the
soft interference cancellation (IC) on the receive signal vector.

As shown in (14)–(16), all the a priori information of xr is
utilized to obtain the new observation equation for the given r.
Therefore, any a priori information ofxr should not be reutilized
during the one-step prediction step. Consequently, x̂∗

r|r−1 and
P∗

r|r−1, the predicted estimates in the proposed KF operation,
can be obtained as follows:

x̂∗
r|r−1 = Frx̂

∗
r−1|r−1 (17)

and

P∗
r|r−1 = FrP

∗
r−1|r−1F

T
r + (INi

− Fr), (18)

where x̂∗
r−1|r−1 and P∗

r−1|r−1 are the outputs of the proposed
KF operation at the previous (r − 1)th state, and (INi

− Fr) is
used to initialize the error covariances of the newly transmitted
symbols in xr to 1, i.e., i) the symbols in x1 or ii) the last U
symbols inxr with r > 1 in case of IR. Thereafter, the correction
step can be performed from n = 1 to n = No by setting x̂∗

r,0 =
x̂∗
r|r−1 and P∗

r,0 = P∗
r|r−1, which can be performed as

x̂∗
r,n = x̂∗

r,n−1 + k∗
r,n(y

∗
r(n)− h∗

r,nx̂
∗
r,n−1) (19)

and

P∗
r,n = P∗

r,n−1 − k∗
r,n(v

∗
r,n)

H . (20)

In (19) and (20), y∗r(n) is the nth element of y∗
r, h∗

r,n is the nth
row ofH∗

r,v∗
r,n = P∗

r,n−1(h
∗
r,n)

H , and theNi × 1 Kalman gain
vector k∗

r,n is expressed as

k∗
r,n =

v∗
r,n

h∗
r,nv

∗
r,n + σ2

. (21)

Therefore, the final estimate {x̂∗
r,No

,P∗
r,No

} becomes the value
{x̂∗

r|r,P
∗
r|r}.

As established in (12)–(21), the proposed KF operation uti-
lizes the a priori information by adjusting the observation yr

and observation matrix Hr rather than directly utilizing the

information in the prediction and correction steps. Thus, the
proposed KF operation utilizes all the a priori information of
the symbols regardless of r and retransmission strategy, i.e., the
a priori information of both newly transmitted and retransmitted
symbols. Meanwhile, the a priori information can be utilized in
the conventional KF operation only for the newly transmitted
symbols. Thus, the proposed KF operation can provide more
accurate estimation results than the conventional KF operation
for retransmitted symbols using the available a priori informa-
tion, which leads to an overall error performance improvement.
Additionally, considering the calculation of y∗

r and H∗
r results

in slight computational complexity, the modified KF operation
in (14)–(21) involves computational complexity that is approx-
imately equal to that of the KF operation in (6)–(10) owing to
the identical dimensions of the utilized matrices and vectors.

IV. KALMAN COMBINING BASED ITERATIVE DETECTION AND

DECODING

The iterative reception procedures of the proposed KC-IDD
schemes with the modified KF operation described in Sec-
tion III-B are explained herein. For simple notations, the pre-
diction step in (17) and (18) and the correction step in (19)–(21)
including the observation adjustment in (14)–(16) for the mod-
ified KF operation are respectively expressed as

{x̂r|r−1,Pr|r−1} = KFP
({x̂r−1|r−1,Pr−1|r−1}

)
(22)

and

{x̂r|r,Pr|r} = KFC
({x̂r|r−1,Pr|r−1}, {xr,Vr}

)
. (23)

Further, K denotes the maximum number of the turbo iterations
at the receiver.

A. Basic Reception Procedures

1) Initialization: The reception procedure of the proposed
KC-IDD scheme is illustrated in Fig. 2. Prior to the first it-
eration at the rth HARQ round, the conditional symbol mean
and variance for the first turbo iteration (k = 1), xk

r and vk
r

are initialized to 0Ni×1 and 1Ni×1, respectively.1 Further, the
proposed KC-IDD scheme conducts the prediction step as

{x̂r|r−1,Pr|r−1} = KFP
(
{x̂S

r−1|r−1,P
S
r−1|r−1}

)
, (24)

where x̂S
r−1|r−1 and PS

r−1|r−1 respectively represent the esti-
mates of the state vector xr−1 and the corresponding error
covariance matrix, which are stored in the receiver buffer after
the reception procedure at the previous (r − 1)th HARQ round.
For r = 1, x̂0|0 and P0|0 are 0Ni×1 and INi

, respectively.
2) KF and LLR Calculation Stage: After the initialization

including the prediction step, the proposed KC-IDD scheme
performs the remaining KF operation, i.e., the correction step.
At the starting of the kth iteration, the correction step is ini-
tially performed with xk

r and vk
r , where xk

r and vk
r include

the conditional symbol mean and variance generated from the
output LLRs of the decoder at the previous (k − 1)th iteration,

1When r > 1, the soft information for retransmitted symbols calculated at
previous transmission time slots can be reutilized. Such an application could be
implemented in a straightforward manner and thereby it is omitted here.
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Fig. 2. The reception procedure of the basic KC-IDD scheme.

respectively. During the correction step, separated detection pro-
cedures are performed for each xr(n) for 1 ≤ n ≤ Ni, whereas
the conditional symbol mean and variance of xr(n), xk

r (n) and
vkr (n), should not be applied during the detection procedures
for xr(n) according to the turbo principle [20]. Therefore, we
define xk

r,n and vk
r,n, which are equivalent to xk

r and vk
r , except

for the nth entries replaced by 0 and 1, respectively. Thereafter,
the correction step for xr(n) at the kth turbo iteration can be
performed as

{x̂k
r|r,n,P

k
r|r,n} = KFC

({x̂r|r−1,Pr|r−1}, {xk
r,n,v

k
r,n}

)
.

(25)
The output {x̂k

r|r,n,P
k
r|r,n} obtained from (25) is used to com-

pute the output LLRs of all the bits for xr(n). Let x̂k
r|r,n(n)

and P k
r|r,n(n) denote the nth element and diagonal element of

x̂k
r|r,n and Pk

r|r,n, respectively, where P k
r|r,n(n) = E[{xr(n)−

x̂k
r|r,n(n)}{xr − x̂k

r|r,n(n)}H ] denotes the variance of the resid-
ual interference. Subsequently, by a Gaussian approximation on
the output x̂k

r|r,n(n), the output LLR lK,k
r,n (q) of the q(1 ≤ q ≤

Q)th bit br,n(q) for xr(n) after the KF operation at the kth turbo
iteration can be obtained as [12]

lK,k
r,n (q) = log

∑
∀x∈X 1

q

exp

(
−
∣
∣
∣x̂k

r|r,n(n)−x
∣
∣
∣

2

Pk
r|r,n(n)

)

∑
∀x∈X 0

q

exp

(
−
∣
∣
∣x̂k

r|r,n(n)−x
∣
∣
∣

2

Pk
r|r,n(n)

) , (26)

where X b
q with b ∈ {0, 1} includes the symbols in X with

the qth bit bq = b. (26) can be simplified using the max-log
approximation as

lK,k
r,n (q)∼= max

∀x∈X 0
q

|x̂k
r|r,n(n)−x|2

P k
r|r,n(n)

−max
∀x∈X 1

q

|x̂k
r|r,n(n)−x|2

P k
r|r,n(n)

. (27)

(25) and (26) (or (25) and (27)) are repeated for 1 ≤ n ≤ Ni to
obtain all the LLRs of the bits for the symbols in xr.

3) LLR Combining and Decoding Stage: In case of CC,
becausex for a given packet is repeatedly transmitted throughout
the HARQ rounds, no additional LLR combining procedure is
required. Therefore, all lK,k

r,n (q) are utilized for the soft-in soft-
output decoding operation, without any additional procedures.

Meanwhile, in case of IR with r > 1, the LLRs calculated from
the KF and LLR calculation stage need to be combined with the
LLRs of the bits for xr′(n) when r′ < r and C + 1 ≤ n ≤ Ni,
i.e., non-repeatedly transmitted symbols, in a code-combining
manner [1]. In this case, the combined LLRs are utilized for
decoding. Thereafter, the output LLRs from the decoder are
obtained after the decoding operation.

4) Iteration Stage: After the decoding stage, if an iteration
stopping criterion, such as the maximum number of turbo itera-
tions K, is not satisfied, then the output LLRs from the decoder
are utilized to updatexr andvr for the KF stage at the subsequent
(k + 1)th turbo iteration. Let lD,k

r,n = [lD,k
r,n (1), . . . , lD,k

r,n (Q)] for
1 ≤ n ≤ Ni denote the decoder output LLRs of the bits for
xr(n), where lD,k

r,n (q) for 1 ≤ q ≤ Q represents the decoder
output LLR of br,n(q). Then, xk+1

r (n) and vk+1
r (n) can be

updated as [17], [19]

xk+1
r (n) =

∑
x∈X

xp(xr(n) = x|lD,k
r,n ) (28)

and

vk+1
r (n) =

∑
x∈X

|x− xk+1
r (n)|2p(xr(n) = x|lD,k

r,n ). (29)

As expressed in (28) and (29), the conditional probability
p(xr(n) = x|lD,k

r,n ) for all x ∈ X must be obtained to evaluate
xk+1
r (n) and vk+1

r (n). Based on the definition of LLR, this can
be obtained as

p(xr(n) = x|lD,k
r,n ) =

Q∏
q=1

1

1 + exp
(
(1 − 2bq)l

D,k
r,n (q)

) , (30)

where bq ∈ {0, 1} denotes the qth bit of a given x ∈ X .
On the contrary, if an iteration stopping criterion is satisfied

after the current iteration, the receiver is required to determine
whether the received packet is successfully decoded. If the
decoded packet is determined to be successfully decoded or
r = R (maximum HARQ round of a packet), no information is
required to be stored in the buffer as a new packet containing a
new data bit sequence will be transmitted from the upcoming
transmission time slot. In contrast, if the decoded packet is
determined to be erroneous for r < R, the information utilized
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TABLE I
SUMMARIZED IDD PROCEDURE OF KC-IDD

during the reception procedures at the subsequent (r + 1)th
HARQ round of the packet needs to be stored.

In the proposed scheme, {x̂S
r|r,P

S
r|r} should be stored for

the prediction step in the future HARQ rounds. During the KF
stage at the kth turbo iteration, the soft information {xk

r (n),
vkr (n)} is utilized to obtain the estimates {x̂k

r|r,n,P
k
r|r,n}. Be-

cause the modified KF operation of the proposed scheme can
be interpreted as an LMMSE-based soft IC operation, a slight
incorrectness in the xk

r (n) and vkr (n) can yield a significant
degree of errors in the output estimates {x̂k

r|r,n,P
k
r|r,n}. There-

fore, considering that a retransmission will be requested by
the decoding errors during the IDD procedure at the current
HARQ round, no soft information should be utilized for the KF
estimate for the application in future HARQ rounds. Therefore,
the error propagation to future HARQ rounds can be prevented
by determining {x̂S

r|r,P
S
r|r} as

{
x̂S
r|r,P

S
r|r
}
=
{
x̂1
r|r,n,P

1
r|r,n

}
for any 1 ≤ n ≤ Ni. (31)

Thus, any {x̂1
r|r,n,P

1
r|r,n} with arbitrary n can be stored as

{x̂S
r|r,P

S
r|r} as x1

r,n = 0Ni×1 and v1
r,n = 1Ni×1 for all n.

Meanwhile, when IR is employed and the current packet is
not terminated, the LLRs of the bits for the symbols which will
not be sent from the upcoming transmission time slot need to
be stored for LLR combining in future HARQ rounds; in other
cases, the LLR storing is not necessary.

5) Summary: The entire IDD procedure of the proposed
KC-IDD scheme is summarized in Table I. As explained earlier,
the KF operation in (25) can be interpreted as the LMMSE
detection with soft IC operation using xk

r and vk
r . Meanwhile,

{x̂S
r−1|r−1,P

S
r−1|r−1} from the previous HARQ round experi-

ences no IC operation, as every {x̂S
r′ |r′ ,P

S
r′ |r′ } for 1 ≤ r′ ≤

r − 1 is obtained from the first turbo iteration at the r′th HARQ
round with x1

r,′n = 0Ni×1 and v1
r,′n = 1Ni×1. Thus, during the

KF operations at the rth HARQ round, the soft IC operation
is performed for only yr and not for {y1, . . . ,yr−1} via the
single-state observation adjustment. Therefore, the proposed
KC-IDD scheme in Table I can be interpreted as a KF-based
LMMSE-IDD with partial soft IC operation for only the current
HARQ round.

B. Extension for Multi-State Observation Adjustment

The basic KC-IDD scheme proposed in Section IV-A per-
forms the observation adjustment for a single state correspond-
ing to the current HARQ round. Therefore, the a priori infor-
mation is utilized for the receiving signal of the current HARQ
round only during the IDD procedure. Thus, the performance
improvement of the proposed KC-IDD scheme for a large K
can be restricted. Therefore, in this subsection, we develop the
extended version of the basic KC-IDD scheme, KC-IDD-MS,
which can perform the observation adjustment for multiple
states corresponding to the previous and current HARQ rounds.
The overall reception procedure of the proposed KC-IDD-MS
scheme is illustrated in Fig. 3.

For the proposed KC-IDD-MS scheme, we define the virtual
state transition concept, where the state (HARQ round) consid-
ered at the subsequent iteration can vary from the state (HARQ
round) considered at the current iteration. That is, the state
transition can be considered for the two consecutive iterations,
thereby this virtual state transition varies from the actual state
transition of the state-space model in Section III-A. Although the
actual state transition is defined for the two consecutive HARQ
rounds by additional transmission, the virtual state transition
can be defined for any two HARQ rounds in the proposed
KC-IDD-MS scheme.

Let ok denote the virtual state (HARQ round) estimated at
the kth iteration of the proposed KC-IDD-MS scheme. Further,
let {x̂k

ok,n
,Pk

ok,n
} denote the output of the KF operation for

xok(n) at the kth iteration. Also, {x̂0
o0,n

,P0
o0,n

} for k = 0 is
set to {x̂S

r−1|r−1,P
S
r−1|r−1} regardless of n. Then, in the kth

iteration, the prediction and correction steps are performed as

{
x̂k,(−)
ok,n

,Pk,(−)
ok,n

}
= KFP

({x̂k−1
ok−1,n

,Pk−1
ok−1,n

}) (32)

and

{x̂k
ok,n

,Pk
ok,n

}=KFC
(
{x̂k,(−)

ok,n
,Pk,(−)

ok,n
}, {xk

ok,n
,vk

ok,n
}
)
,

(33)
where {xk

ok,n
,vk

ok,n
} is generated from the decoder output LLRs

at the prior (k − 1)th iteration. After the KF operation, the LLR
calculation is performed as expressed in (26) or (27), and this is
repeated for 1 ≤ n ≤ Ni to obtain all the LLRs of the bits for the
symbols inxok . After the LLR calculation, the KC-IDD and KC-
IDD-MS schemes involve the identical detection procedures;
therefore, the remainder of the detection procedure is herein
omitted.

For the prediction step in (32), the state transition matrix
Fok−1,ok is used instead of Fr in (24), where Fok−1,ok represents
the state transition from xok−1 to xok . According to the relation-
ship between xok−1 and xok defined in Section II, Fok−1,ok can
be defined as

Fok−1,ok =

⎧⎨
⎩

Fr k = 1
diag([11×C ,01×U ]) ok−1 �= ok

INi
ok−1 = ok

. (34)

In case of CC with U = 0, because Fok−1,ok = INi
for k > 1,

the prediction step (32) for the virtual state transition can be
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Fig. 3. The reception procedure of the KC-IDD-MS scheme. The index n indicating the transmit symbol is omitted for simplicity.

TABLE II
COMPUTATIONAL COMPLEXITY OF IDD SCHEMES AT THE rTH HARQ ROUND PER TURBO ITERATION

omitted. Meanwhile, in case of IR with U > 0, the prediction
step should be performed for k > 1.2

Although the updated a priori information is utilized for
the current state in the basic KC-IDD scheme, the KC-IDD-
MS scheme can utilize the updated a priori information for
a distinct state at the following iteration. Therefore, if ok for
1 ≤ k ≤ K includes every possible state from the first to rth
state, then the proposed KC-IDD-MS scheme can perform the
observation adjustment for every available state for the current
packet. Thus, to perform similar numbers of observation adjust-
ments for utilizing the a priori information for each state, ok
is required to be set in a circular manner for {1, . . . , r}, e.g.,
r → · · · → 1 → r → · · · to initially perform the KF operation
for the rth state, which includes the new information on a packet
from the channel. Notably, the KD-IDD-MS scheme does not
require to be implemented for r = 1 because the basic KC-IDD
scheme can perform the observation adjustment for the current
state, which is the only state available for the current packet when
r = 1.

C. Complexity and Memory Requirement

In this subsection, the computational complexity, space com-
plexity, and memory requirement of the proposed schemes
required in the detection stage with the a priori information
(i.e., the KF and LLR calculation stage in the proposed scheme)
are derived and compared with those of other IDD schemes. In
addition to the proposed schemes and conventional LMMSE-
IDD scheme with BLC, the following two IDD approaches are
considered: i) the multiple LMMSE-IDD and combining scheme

considering each HARQ round of a packet, e.g., performing an
IDD procedure for all {x1, . . . ,xr} separately and combining
the results of r IDD procedures, and ii) the LMMSE-IDD scheme
with direct SLC (DSLC), which performs the LMMSE-IDD
procedure based on the aggregated system model including all
the HARQ rounds of a packet, e.g., the aggregated channel
matrix [HT

1 , . . . ,H
T
r ]

T for CC.
Table II shows the computational complexities of the IDD

schemes at the rth HARQ round per turbo iteration. For the
proposed schemes, the observation adjustment in (14)–(16) for
each transmit symbol requires (2NoNi +Ni) complex multi-
plications (CMs) and NoNi complex additions (CAs), which
should be performed Ni times. In addition, the correction step
in (17)–(21) for each transmit symbol requires No(2N 2

i + 4Ni)
CMs and No(2N 2

i +Ni) CAs, which should also be performed
Ni times. Moreover, considering the state transition matrix is a
binary diagonal matrix, the prediction step does not require CMs
and CAs for both schemes. Finally, the LLR calculation in (26)
or (27) requires a computational complexity order of O(2Q) for
each bit, where the number of bits in a transmit signal vector is
QNi.

As shown in Table II, considering the highest-order terms,
although the conventional LMMSE-IDD scheme with BLC
requires the numbers of CMs and CAs similar to the proposed
schemes for a small antenna configuration, it requires a larger

2By the diagonal structure of the state transition matrix with 0 and 1 only,
the prediction steps in (24) and (32) become the selection of elements from the
previous estimates. Thus, for both CC and IR, the prediction steps in (24) and
(32) incur no complex multiplications or additions.
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Fig. 4. The numbers of complex multiplications for IDD schemes according
to r and antenna configuration. Ni = No and CC (C = Ni and U = 0) is
considered.

number of complex operations as Ni or No increases, especially
when No >> Ni. Further, because r detection stages including
the LLR calculation need to be simultaneously performed in each
turbo iteration, the computational complexity of the multiple
LMMSE-IDD scheme is r times higher than that of the conven-
tional LMMSE-IDD scheme with BLC. In addition, because the
size of the aggregated channel matrix for the IDD procedure is
rNo × (C + rU), the LMMSE-IDD scheme with DSLC yields
a significantly higher computational complexity than the other
schemes, including the additional overhead for LLR calculation,
as r increases.

Fig. 4 illustrates the number of CMs at the detection stage
for the IDD schemes in Table II according to r and antenna
configuration, where Ni = No and CC (C = Ni and U = 0) is
considered. The cases of CAs are omitted because the results for
CAs are similar to those for CMs in Fig. 4. It is observed that the
proposed schemes and conventional LMMSE-IDD scheme with
BLC require similar numbers of CMs, fixed regardless of r, al-
though the proposed schemes require a relatively smaller number
of CMs for a larger antenna configuration. Meanwhile, unlike the
proposed schemes and conventional LMMSE-IDD scheme with
BLC, the number of CMs for the multiple LMMSE-IDD scheme
increases with r, and the number of CMs for the LMMSE-IDD
scheme with DSLC increases more rapidly with r. If IR is
considered, the LMMSE-IDD scheme with DSLC requires a
further larger number of CMs owing to the increased number
of transmit antennas in the aggregated system model, while the
numbers of CMs for the other schemes remain unchanged.

In Table III, the space complexity of the IDD schemes at the
rth HARQ round per turbo iteration is derived, assuming parallel
processing of the detection stage.3 The proposed KC-IDD and
KC-IDD-MS schemes exhibit identical space complexity order,
although the KC-IDD-MS scheme can require a larger memory
space than the KC-IDD scheme through multi-state observa-
tion adjustment. Meanwhile, considering No ≥ Ni for spatial

3The space complexity can be significantly altered according to the algorithm
implementation, e.g., serial or parallel processing of the algorithm.

TABLE III
SPACE COMPLEXITY OF IDD SCHEMES AT THE rTH HARQ ROUND PER TURBO

ITERATION

TABLE IV
MEMORY REQUIREMENT OF IDD SCHEMES AFTER THE rTH HARQ ROUND

multiplexing, the conventional LMMSE-IDD scheme with BLC
requires a larger space complexity compared to the proposed
schemes. In addition, similar to the cases of the computational
complexity in Table II, the space complexity order of the mul-
tiple LMMSE-IDD scheme is r times larger than that of the
conventional LMMSE-IDD scheme with BLC. Furthermore, by
using the aggregated system model, the LMMSE-IDD scheme
with DSLC yields a significantly larger space complexity com-
pared to the other schemes.

In Table IV, the memory requirement (receiver buffer size) of
the IDD schemes after the reception procedure at the rth HARQ
round is derived for when the next HARQ round of a packet is
required (i.e., a decoding failure with r < R). In the proposed
KC-IDD and KC-IDD-MS schemes, Ni × 1 vector (x̂S

r|r) and

Ni ×Ni Hermitian matrix (PS
r|r) need to be stored. Further,

in the proposed KC-IDD-MS scheme, multiple LMMSE-IDD
scheme, and LMMSE-IDD scheme with DSLC, the No × 1
received signal vectors and No ×Ni channel matrices from the
first to rth HARQ rounds are required to be stored. Meanwhile, in
the conventional LMMSE-IDD scheme with BLC, only the com-
bined LLRs for the packet need to be stored, where the number
of coded bits sent until the rth HARQ round is (C + rU)Q. In
addition, the proposed schemes need to store the LLRs for rUQ
bits, which will not be sent from the next transmission time slot,
while the multiple LMMSE-IDD scheme and the LMMSE-IDD
scheme with DSLC need no previous LLR values by the LLR
recalculation for every transmitted bit. Consequently, in terms
of memory requirement, the proposed KC-IDD-MS scheme
requires a larger number of memory units than the other schemes.
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Fig. 5. Average BER performance with K = 6 for Chase combining: (a) quasi-static and (b) static channels.

Fig. 6. Average BER performance with K = 6 for incremental redundancy: (a) quasi-static and (b) static channels.

V. SIMULATION RESULTS

In this section, the error performance of IDD schemes is
evaluated from numerical simulation results. For the proposed
KC-IDD-MS scheme at the rth HARQ round, ok is set to
mod (r − k, r) + 1 to utilize the state (HARQ round) for each
turbo iteration in a circular manner, as in Section IV-B. Because
the error performance of the IDD schemes is identical for ini-
tial transmission (i.e., r = 1), the average bit-error rate (BER)
results for retransmission (i.e., r > 1) are compared.

In the simulation environment, we considered Ni = No =
8, R = 3, and U = Ni/4 for IR. A low-density parity-check
(LDPC) code with a rate of 0.5 and a codeword length of 1152
was considered for the mother codeword, and the code rate of
each packet was set to 3/4, i.e., 768 coded bits for each packet, by
puncturing. A cyclic redundancy check (CRC) of length 32 was
considered for error detection and retransmission request, and
quadrature phase shift keying (QPSK) modulation (i.e., Q =
2) was employed. We considered i) the quasi-static Rayleigh
fading channel, wherein the channel response is static in a given
transmission time slot, and ii) the static Rayleigh fading channel,

wherein the channel response is static until the termination of a
given packet. A diagonal space interleaver was utilized for the
symbol interleaving [14]. The min-sum decoding algorithm was
applied at the receiver, and the number of decoding iterations for
each turbo iteration was set to 10. Finally, the average signal-to-
noise ratio (SNR) was set to 1/σ2.

Figs. 5 and 6 illustrate the average BER performance of
IDD schemes with K = 6 for CC and IR, respectively. It is
observed that the average BER characteristics of IDD schemes
are similar for both quasi-static and static channels. Specifically,
the proposed schemes achieve a better error performance than
the conventional LMMSE-IDD scheme with BLC as r increases
for both CC and IR. Because the performance improvement of
Kalman combining over BLC is relatively limited for IR com-
pared to the cases for CC [12], the performance improvement of
the basic KC-IDD scheme over the conventional LMMSE-IDD
scheme with BLC for IR also becomes limited compared to the
cases for CC. On the other hand, by employing the multi-state ob-
servation adjustment, the proposed KC-IDD-MS scheme obtains
a huge SNR gain from the conventional LMMSE-IDD scheme
with BLC regardless of retransmission strategy. Meanwhile, the
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Fig. 7. Average number of turbo iterations until decoding convergence with K = 6 for Chase combining under quasi-static channel: (a) r = 2 and (b) r = 3.

Fig. 8. Average BER performance according to K for Chase combining under quasi-static channel: (a) r = 2 with SNR = 5 dB and (b) r = 3 with SNR =
7.5 dB.

multiple LMMSE-IDD scheme and LMMSE-IDD scheme with
DSLC achieve a better average BER compared to the proposed
schemes and conventional LMMSE-IDD scheme with BLC.
However, they also require significantly larger computational
and space complexities for the given K and r, as depicted in
Section IV-C.

Fig. 7 compares the average number of turbo iterations of
the IDD schemes until the decoding convergence when K = 6,
where Chase combining and quasi-static channel are considered.
The decoding convergence is defined by the satisfaction of all
the parity check equations during the decoding operation. It is
shown that the proposed schemes, especially, the KC-IDD-MS
scheme, yield a faster convergence speed than the conventional
LMMSE-IDD scheme with BLC for a given SNR. Considering
the complexity per turbo iteration of the proposed schemes
is similar or less than that of the conventional LMMSE-IDD
scheme with BLC, the effective complexity of the proposed

scheme can be significantly reduced by employing an iter-
ation stopping criterion based on the decoding convergence.
Meanwhile, the LMMSE-IDD scheme with DSLC requires the
smallest number of turbo iterations for decoding convergence;
however, its complexity per turbo iteration is significantly larger
than that of the other schemes. Further, the multiple LMMSE-
IDD scheme requires a larger number of turbo iterations than
the proposed schemes in the high SNR region. This is because
the first turbo iteration of the multiple LMMSE-IDD scheme
has outputs identical to that of the conventional LMMSE-IDD
scheme with BLC, which are also identical to that of the simple
LMMSE detection with BLC having no iterative procedure.

Finally, Fig. 8 illustrates the average BER performance of
the IDD schemes according to K for Chase combining under a
quasi-static channel. When K = 1 (i.e., no iterative procedure),
by fundamental limitation of the BLC compared to SLC in terms
of error performance, the proposed schemes and LMMSE-IDD
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scheme with DSLC (which are identical to the LMMSE de-
tection with SLC) outperform the conventional LMMSE-IDD
scheme with BLC and multiple LMMSE-IDD scheme (which
are identical to the LMMSE detection with BLC). Therefore, for
a small K, the proposed schemes can achieve a fine error per-
formance at a relatively low complexity overhead compared to
the other IDD schemes. Meanwhile, as the number of maximum
turbo iterations, K, increases, the performance improvement
by the proposed schemes becomes smaller than those of the
multiple LMMSE-IDD scheme and LMMSE-IDD scheme with
DSLC. This is because they utilize the information from all
the available HARQ rounds of a packet for each turbo iteration,
while the proposed schemes utilize the information from a given
HARQ round of the packet. Nevertheless, by employing the
multi-state observation adjustment, the proposed KC-IDD-MS
scheme can constantly improve the error performance as K
increases, without having a high complexity for each turbo itera-
tion as in the multiple LMMSE-IDD scheme and LMMSE-IDD
scheme with DSLC.

VI. CONCLUSION

In this paper, we proposed and investigated the Kalman com-
bining based IDD schemes for MIMO systems with HARQ.
The proposed KC-IDD schemes based on the new KF proce-
dure with observation adjustment outperform the conventional
LMMSE-IDD scheme with BLC at a similar or lower complex-
ity, regardless of the HARQ round and retransmission strategy.
In particular, the proposed KC-IDD-MS scheme can achieve
a significantly better error performance than the conventional
LMMSE-IDD scheme with BLC owing to the observation ad-
justment performed for multiple states (HARQ rounds) without
extra complexity, and the improvement was verified through
numerical simulations. Therefore, the proposed schemes can
be considered effective IDD schemes for MIMO systems with
HARQ.

Throughout the paper, the HARQ model of the single ARQ
process is considered for notational simplicity, which can be
extended to multiple ARQ processes. In addition, the order of the
states utilized for KC-IDD-MS in each turbo iteration for a given
HARQ round can be additionally optimized to further improve
the performance. Furthermore, it is considered that the KF
operation in the proposed schemes is separately performed for
each transmit symbol, which can be modified to simultaneously
perform the KF operations of transmit symbols. In addition,
when the nonlinear MIMO system model is considered for more
practical applications, the proposed schemes can be extended
using the extended Kalman filter to address such nonlinearities.
These topics require further investigation in future works.
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