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Abstract—For extensive coverage areas, multi-beam high
throughput satellite (HTS) communication is a promising technol-
ogy that plays a crucial role in delivering broadband services to
many users with diverse Quality of Service (QoS) requirements.
This article focuses on multi-beam HTS systems where all beams
reuse the same spectrum. In particular, we propose a novel user
scheduling and power allocation design capable of providing guar-
antees in terms of the individual QoS requirements while max-
imizing the system throughput under a limited power budget.
Precoding is employed in the forward link to mitigate mutual
interference among the users in multiple-access scenarios over
different coherence time intervals. The combinatorial optimization
structure from user scheduling requires an extremely high cost to
obtain the global optimum even when a reduced number of users
fit into a time slot. Therefore, we propose a heuristic algorithm
yielding a good trade-off between performance and computational
complexity, applicable to a static operation framework of geosta-
tionary (GEO) satellite networks. Although the power allocation
optimization is signomial programming, non-convex on a standard
form, the solution can be lower bounded by the global optimum
of a geometric program with a hidden convex structure. A local
solution to the joint user scheduling and power allocation problem
is consequently obtained by a successive optimization approach.
Numerical results demonstrate the effectiveness of our algorithms
on GEO satellite networks by providing better QoS satisfaction
combined with outstanding overall system throughput.

Index Terms—Multi-beam high throughput satellite, power
allocation, quality of service, sum throughput optimization, user
scheduling.
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I. INTRODUCTION

MOBILE network generations, specially the latest 5-th
generation (5G) of cellular networks, have been designed

as a response to the exponential growth of high data traffic and
dense wireless devices [1], [2]. Future generations, regarding
beyond-5G evolution, have attempted to improve the system
performance over prevalent wireless networks and further al-
low envisioned new applications in robotics, wireless security,
and the Internet of Things (IoTs) comprising a massive num-
ber of heterogeneous devices [3], [4]. By the use of revolu-
tionary technologies as massive multiple-input multiple-output
(MIMO) [5], [6], mmWave communications [7], and network
densification [8], terrestrial networks can handle multiple access
scenarios by simultaneously serving many users with ubiquitous
services, low latency, and high reliability [9]. Nonetheless,
terrestrial networks have mainly concentrated on urban and
suburban areas but cannot effectively reach remote regions and
yield the poor coverage, for instance, oceans or high mountains,
and especially under harsh environments with the presence of
enormous obstacles [10], [11]. The systems will be strenuous to
handle many users with heterogeneous services. Under the broad
geographic coverage, satellite technologies have effectively con-
trolled this matter and provided global wireless services. Hence,
satellite communications are being investigated by several ma-
jor key network operators and related standardization bodies
including the third generation partnership project (3GPP), with
its non-terrestrial networks for 5G-and-beyond wireless systems
that has been initially introduced in Release 15 [12].

Multi-beam high throughput satellite (HTS) systems are
known to provide ubiquitous high-speed services of universal
access to many users in a large coverage area that is inac-
cessible, insufficient, and expensive places with conventional
terrestrial networks [11], [13], [14], [15], [16]. Unlike mono-
beam satellites, the received signal strength can be increased
thanks to new antenna architectures that are able to conform
narrow beam spots on the Earth, resulting in high beamform-
ing gains and spatially multiplexed communications. Multi-
beam HTS systems can provide significant improvements in
the instantaneous throughput to concurrently support massive
number of users with individual rate demands [17], [18], [19].
The multi-spot beams enable multi-beam HTS system to offer
more service flexibility to satisfy heterogeneous demands from
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multiple users sharing the same time and frequency resource
while maintaining inter-beam interference at acceptable levels.
Most multibeam HTS systems exploit all the available spec-
trum in the Ka-band to further upgrade the channel capacity,
moving the feeder links to much higher frequencies, e.g., Q/V
band or optical, than contemporary mobile networks leading to
good broadband connectivity across a large coverage area [20].
The performance of multibeam HTS systems with aggressive
frequency reuse heavily depends on both the precoding design
and the user scheduling mechanism, which should be jointly
optimized to obtain the globally optimal solution due to its
coupled nature, as pointed out in [21], [22]. Nonetheless, joint
optimization is extraordinarily challenging for practical systems
since precoding coefficients are chosen based on the scheduled
users’ channel state information (CSI), and the scheduled users’
performance depends on the precoding design, thus ending up
with a very complex procedure. Consequently, a single time
slot and short-term QoS requirements are considered to reduce
the burden of precoding optimization [22]. De facto, a system
performance close to the optimal can be attained when users with
semi-orthogonal channel vectors are selected [16], [23], [24].
By fixing the precoding technique and the QoS requirements,
most of the previous works have focused on the user scheduling
designs for specific time slots by estimating the orthogonality
between the channel vectors using, for example, the cosine
similarity metric [25] or the semi-orthogonality projection [23].
The user scheduling over multiple time slots and varying the QoS
requirements, i.e., block scheduling design, will be different and
more challenging to maintain the QoSs of scheduled users due to
various possible combinations conditioned on a large number of
available users [26]. To the best of the authors’ knowledge, it is
the first time multibeam HTS block scheduling with individual
QoS constraints and power control has been ever investigated in
the literature.

By considering an extended period with many time slots, this
paper explores the benefits of block-based user scheduling in
enhancing the system throughput whilst still making efforts to
maintain the QoS requirement for each user in multibeam HTS
systems with full frequency reuse. Our main contributions are
listed as follows:
� We formulate a novel user scheduling problem spanning

different time slots and whose goal is the sum-throughput
maximization for an observed window time and the user-
specific QoS constraints. Due to a combinatorial structure,
the global optimum to this problem may be obtained by an
exhaustive search of the parameter space, but discarded due
to the impracticably arise from the exponential increase of
the potential scheduling solutions if many users simulta-
neously request to access the network.

� We propose a heuristic algorithm that yields a local solution
in polynomial time but can work for satellite systems
providing service to a huge amount of user terminals, such
as GEO satellite systems. For each time slot, the proposed
algorithm schedules the available users conditioned on
the monotonically non-decreasing sum throughput utility
function and the individual QoSs. We also theoretically
provide the convergence analysis and the computational

complexity order required to operate such algorithm in
practical systems. A flexible framework is also proposed
to allow the system to serve more users.

� We extend the scheduling framework to include the power
coefficients as optimization variables. Despite a given
scheduler-user set, the extended problem is a signomial
program, whose global optimum is lower bounded by
the solution of a geometric program with a hidden con-
vex structure. Hence, the proposed heuristic scheduling
algorithm and the successive optimization approach are
exploited to obtain a stationary point.

� The proposed algorithms are evaluated by numerical re-
sults with a Defocused Phased Array-Fed Reflector Beam-
Pattern provided by the European Space Agency (ESA)
in the context of [27]. Our solutions outperform some
benchmarks on a long-term observation. The users’ QoS
requirements formulated with specific user data demands
are satisfied with a high percentage. It is also shown that
power allocation plays a crucial role in maintaining the
QoS requirements of scheduled users.

An excerpt of this paper was presented at IEEE PIMRC [28].
Unlike the comprehensive framework in this paper, the confer-
ence version only focused on the user scheduling algorithm to
maximize the sum throughput for a fixed transmit power level.
Moreover, all the detailed proofs are not included.

The remaining of this paper is organized as follows: Section II
presents in detail the system model and the net throughput per
user over an observed time window. In Section III, under the
QoS requirements at the scheduled users, the sum throughput
optimization problem is formulated and solved for a given
transmit power level at the satellite. An extension to jointly
optimize the user scheduling and power allocation is presented
in Section IV. Finally, Section V gives the numerical results, and
the main conclusions are drawn in Section VI.

Notation: The upper and lower bold letters denote the matrices
and vectors, respectively. The superscripts (·)H and (·)T are
the Hermitian and regular transposes. The Euclidean norm is
‖ · ‖, tr(·) is the trace of a matrix, and CN (·, ·) is the circularly
symmetric Gaussian distribution. The argument of a complex
number x is denoted by arg(x). The union of sets is ∪ and ⊆
denotes the subset operator. Finally, the cardinality of a set B is
denoted as |B| and O(·) is the big-O notation.

II. SYSTEM MODEL & PERFORMANCE ANALYSIS

This section introduces a multibeam HTS system model
where a single user per beam is scheduled at each time instance.
Our system model is flexible in using multiple user links to
serve scheduled users within the same beam coverage area.
Moreover, the system includes overlapping beams expressed by
the beam pattern and the antenna architecture. The aggregated
and instantaneous downlink throughput for every scheduled user
is then formulated under the considered scheduling framework.

A. System Model

We consider the downlink of a geostationary (GEO) broad-
band multibeam HTS system that aggressively reuses the user
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Fig. 1. The considered multibeam HTS system model with one GEO satellite and many available users in the coverage area: (a) the beam pattern gain [dBi] and
the users’ positions; and (b) The observed time window comprising the T time slots each serving at most M = 7 scheduled users.

link frequency. A precoding technique is implemented to miti-
gate co-channel interference. The satellite is assumed to generate
M partially overlapping beams, as illustrated in Fig. 1(a). There
are N single-antenna users available with N much larger than
M in the coverage area. In each beam, multiple users are
multiplexed in a Time-Division Multiplexing (TDM) protocol
in the forward link on a DVB-S2X carrier from a single gateway
to these overlapping beams [29]. In addition, Time Division
Multiple Access (TDMA) is used on the return link that enables
low cost to obtain very accurate instantaneous channels. The
beam pattern gain that influences the offered data throughput
of each scheduled user is also illustrated. We assume that the
system performance is optimized in an observed time window
comprising T time slots. The system is supposed to operate in
a unicast mode in which at most M users can be scheduled
per time slot, e.g., the blue users in Fig. 1(b). As the main
distinction from related works [25], [30], this paper considers
the user scheduling problem in a time window; thus, a scheduled
user may occupy multiple time slots to satisfy its individual
QoS requirement, as sketched in Fig. 1(b). By focusing on the
fixed-satellite service [31], user locations are geographically
fixed, but the transmit data signals are independently distributed
and mutually exclusive. Let us denote K(t) the scheduled-user
set at the t-th time slot, which satisfies

K(t) ⊆ {1, . . . , N} and |K(t)| ≤M. (1)

The propagation channels are assumed to be static in the ob-
served time window, which is a valid assumption for GEO satel-
lite communications and reasonable window lengths, especially
under clear sky. Specifically, if the channel between user k and
the satellite is hk ∈ CM , then we can denote the channel matrix
at the t-th time slot as

H(t) =
[
hπ1 , . . . ,hπ|K(t)|

] ∈ CM×|K(t)|, (2)

withπ1, . . . , π|K(t)| being the user indices inK(t). Subsequently,
the size of the channel matrix depends on the cardinality |K(t)|.

Based on some practical channel features, the (m, k)-the ele-
ment of matrix H(t) is formulated as

[H(t)]mk = |[H(t)]mk|ej arg([H(t)]mk), (3)

whose the magnitude |[H(t)]mk| represents different aspects in
satellite communications comprising the received antenna gain,
thermal noise, path loss, and satellite antenna radiation pattern.
In particular, it is mathematically defined as

|[H(t)]mk| =
rmkλ

√
ĜRkGmk

4πdmk
, (4)

where λ is the wavelength of a plane wave; dmk is the distance
between the m-th satellite antenna and user k. It is safe to
assume d1 k = · · · = dMk � dk, ∀k, for a GEO satellite system
because of long propagation distance. The receiver antenna gain
is denoted as ĜRk, which mainly depends on the receiving
antenna aperture. The notation Gmk is the beam gain defined
by the satellite radiation pattern of the m-th onboard antenna
and user k. Hence, the beam gain Gmk of each satellite-user
pair is expressed by the antenna pattern and the user’s location.
Furthermore, rmk denotes the rain fading effect depending on
several features such as the user’s location, the carrier frequency,
and the elevation angle toward the satellite, which can be mod-
eled by a log-normal distribution, whose mean and variance is
obtained for a specific region [32]. We use the phase noise model
in [33], which is formulated as

arg([H(t)]mk) = ψPL,m + ψRF,k + ψLNB,k, (5)

where ψPL,m denotes the payload (PL) oscillator phase noise at
the m-th satellite antenna that follows a Gaussian distribution
with zero mean and standard deviation 0.24◦ [34]; ψRF,k is the
phase noise from the radio frequency (RF) propagation path,
which is defined as ψRF,k = 2πdk/λ [35]. It is because the
GEO satellite antenna feed spacing is much smaller than the
communication distance [32]; and ψLNB,k is the phase noise due
to the use of low-noise block down-converters (LNBs) at user k
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following a Gaussian distribution with zero mean and standard
derivation depending on the hardware quality [34].

B. Downlink Data Transmission

At the t-th time slot, the satellite is simultaneously transmit-
ting data signals to the scheduled users. In detail, sk(t) is the
modulated data symbol for scheduled user k with |sk(t)|2 = 1.
The received signal at scheduled user k with k ∈ K(t), denoted
by yk(t) ∈ C, is thus formulated as

yk(t) =
∑

k′∈K(t)

√
pk′(t)h

H
k wk′(t)sk′(t) + nk(t), (6)

where wk(t) is the precoding vector used for scheduled user k
with ‖w(t)‖ = 1 and pk(t) is data power allocated to this
user at the t-th time slot; nk(t) is additive noise with nk(t) ∼
CN (0, σ2) and σ2 being the noise variance. Although the chan-
nels are static in the observed window, the precoding vectors
vary upon time slots due to the user scheduling. The limited
power budget at the satellite can be expressed as∑

k′∈K(t)
pk′(t)‖wk′(t)sk′(t)‖2 =

∑
k′∈K(t)

pk′(t) ≤ Pmax, (7)

wherePmax is the maximum transmit power that the satellite can
spend for data symbols at the t-th time slot. In order to compute
the instantaneous throughput of scheduled user k, we recast the
received signal (6) into an equivalent form as

yk(t) =
√
pk(t)h

H
k wk(t)sk(t) +

∑
k′∈K(t)\{k}

√
pk′(t)

× hH
k wk′(t)sk′(t) + nk(t), (8)

where the first part contains the desired signal, while the second
part is mutual interference from the other scheduled users at the
t-th time slot. From (8), the aggregated supplied data and per-
time-slot throughput of scheduled user k is given in Lemma 1.1

Lemma 1: Assuming that user k is scheduled only in the Tk

time slots, 1 ≤ Tk ≤ T , its aggregated supplied data is

Rk ({A(t)}) = T0

Tk∑
t=1

Rk(A(t)), [Mb], (9)

where T0 is the duration of a time slot. Meanwhile, A(t) =
K(t) ∪ {p(t)} and Rk(A(t)) is the instantaneous throughput at
the t-th time slot, 1 ≤ t ≤ Tk, which is computed as

Rk(A(t)) = B log2 (1 + SINRk(A(t))) , [Mbps], (10)

where B [MHz] is the system bandwidth and the signal-to-
interference-and-noise ratio is

SINRk(A(t)) = pk(t)
∣∣hH

k wk(t)
∣∣2∑

k′∈K(t)\{k} pk′(t)
∣∣hH

k wk′(t)|2 + σ2
. (11)

1As a GEO satellite rotates at the same rate as the Earth, it is almost stationary
over a fixed position. Therefore, the user scheduling design may consider a long
observed time window. For GEO communication systems, we notice that the
coherence time depends on the receivers’ velocity and slowly varies due to
weather conditions such as atmospheric attenuation, contributed mainly by the
rain fades with the median duration in the order of several minutes [36].

Proof: The instantaneous throughput of scheduled user k at
each time slot is computed as (10) by exploiting the Shannon
channel capacity under perfect channel state information and
known mutual interference. The aggregated supplied data is
further accumulated over all the Tk time slots as in (9). �

As a consequence of the practical frameworks, the instanta-
neous throughput in (10) measures an portion of data rate that the
network can offer at the current time slot. The aggregated sup-
plied data represents the total data rate in all scheduling instances
that scheduled user k accesses the network. In more detail, for a
given transmit power coefficients, the instantaneous throughput
in (10) is a function of both the scheduled-user set K(t) and
the transmit power coefficients {pk(t)}, while the aggregated
supplied data depends on all the scheduled users in the Tk time
slots. It is noteworthy that the throughput in Lemma 1 can be
applied for arbitrary channel models and precoding techniques.
This paper exploits linear precoding processing because it has
a lower cost than the optimal solution, which has been widely
accepted in the satellite communications community [11]. More
specifically, we deploy the regularized zero forcing (RZF) pre-
coding matrix W(t) ∈ CM×|K(t)|, which is2

W(t) =
1√
ω(t)

H(t)

(
H(t)HH(t) +

σ2|K(t)|
Pmax

I|K(t)|

)−1

,

(12)
where I|K(t)| is the identity matrix of size |K(t)| × |K(t)| and
the normalized power constant γ(t) is defined as

ω(t)= tr

(
H(t)

(
HH(t)H(t)+

σ2|K(t)|
Pmax

I|K(t)|

)−2

HH(t)

)
.

(13)
We should notice that each precoding matrix in (12) is a function
of the scheduled users at the t-th time slot, thus it verifies the high
importance of a proper set K(t) in boosting the throughput. By
counting for the arithmetic operations with the high cost such as
complex multiplications and divisions [38], the computational
complexity order to construct an RZF precoding matrix is pre-
sented in Lemma 2.

Lemma 2: For a given set of the transmit power coefficients
{pk(t)} and channel matrix, the precoding matrix W(t) is
constructed by the computational complexity in the order of
O( 1

2M
2|K(t)|) as a consequence of the channel matrix H(t)

depending on the scheduled-user set K(t).
Proof: By applying [5], Lemma B.1] to the channel matrix

H(t), the product HH(t)H(t) requires 1
2 |K(t)|(|K(t)|+ 1)M

complex multiplications thanks to the Hermitian symmetry. Let

2Other popular linear prececoding techniques, such as maximum ratio trans-
mission (MRT) and zero-forcing (ZF), focus on maximizing the signal gain
or canceling out mutual interference. In multiple access scenarios with the
coexistence of additive noise and interference from sharing radio resources,
an optimal linear signal processing technique should take advantages of both
the MRT and ZF precoding techniques as what has been achieved by the RZF
precoding technique. Previous works, e.g., [37], reported that the RZF precod-
ing technique offers good system capacity and is comparable to the optimal
solution in many scenarios. Furthermore, the system may only request partial
channel state information for fixed spot satellite beams and stationary users to
effectively design the precoding vectors and reduce signaling overheads [35].
The user scheduling with the precoding design based on the partial channel state
information is left for a future work.
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us introduce a new matrix

G(t) = H(t)HH(t) +
σ2|K(t)|
Pmax

I|K(t)|, (14)

then attaining G(t) needs ( 1
2M(|K(t)|+ 1) + 1)|K(t)| com-

plex multiplications. According to [5], Lemma B.2], the in-
verse matrix H(t)G−1(t) can be computed efficiently by uti-

lizing the Cholesky decomposition that includes |K(t)|
3−|K(t)|
3 +

|K(t)|2 M + |K(t)| complex multiplications and divisions. Fur-
thermore, we need the 1

2 (M
2 +M)|K(t)|+ 2 complex multi-

plications, division, and square root to obtain γ(t). Thus, the
number of the arithmetic operations to obtain the RZF precoding
matrix W(t) is obtained by adding all the cost. Due to the fact
|K(t)| ≤M , we can ignore the terms with low degree in the
obtained posynomial and hence the computational complexity
order is shown as in the lemma. �

The key achievement from Lemma 2 is to point out the com-
putational complexity of the RZF precoding matrix construction
directly proportional to the total elements in the scheduled-user
set K(t) for a given number of satellite beams. We later utilize
Lemma 2 to evaluate the complexity order of the proposed
algorithm to the user scheduling problem.

From (12), the precoding vector dedicated to scheduled user k
at each time slot, i.e., wk(t), is selected as the k−th column of
matrix Wk(t). By exploiting a similar methodology as what
has done for Lemma 2, it is straightforward to manifest that
RZF precoding has the higher computational complexity than
other linear signal processing techniques such as MRT or ZF.
Nonetheless, this precoding selection provides better throughput
than the others and avoiding an ill-posed inverse appearing when
the channels are highly correlated leading to rank deficiency.

III. USER SCHEDULING FOR SUM THROUGHPUT

MAXIMIZATION WITH FIXED POWER LEVEL

By considering the user scheduling over many different time
slots, a sum throughput optimization problem with the QoS
requirements is formulated for a fixed power level. Because
of the inherent non-convexity, a heuristic algorithm is then
proposed to obtain a local solution in polynomial time.

A. Problem Formulation

Our objective function in this paper is the total sum throughput
of all the scheduled users in the considered time window and the
individual QoS requirements of scheduled users are constraints.
By fixing the power coefficients, it leads toA(t) = K(t). Hence,
the optimization problem, which we would like to solve, is
mathematically formulated as

maximize
{K(t)}

T∑
t=1

∑
k∈K(t)

Rk(K(t)) (15a)

subject to Rk(K(t)) ≥ ξk/Tk, ∀k ∈ K(t), ∀t, (15b)

K(t) ⊆ {1, . . . , N}, ∀t, (15c)

|K(t)| ≤M, ∀t, (15d)

∪K(t) ⊆ {1, . . . , N}, (15e)

where Tk is the number of time slot that spends on scheduled
user k to fulfill the QoS requirement, denoted by ξk [Mb] as
in (15b). As T is sufficiently large, the long-term QoS satis-
faction of user k is defined as Rk({K(t)}) ≥ ξkTk, which is
spontaneously fulfilled when all the per-time-slot constraints in
(15b) hold. Furthermore, (15c)–(15e) show the conditions on all
the scheduled-user setsK(t), ∀t. Specifically, (15c) implies that
everyK(t) is a subset of the available-user set, say {1, . . . , N},
whilst (15d) implies that the number of scheduled users may be
less than the available beams to maximize the sum throughput in
the entire network and therefore demonstrating the flexibility of
our optimization problem. The union of all the scheduled-user
sets K(t), ∀t, over the observed time window is a subset of the
available-user set in general. From the system viewpoint, some
users may be ignored from service due to, for example, bad
channel conditions and/nor too high QoS requirements such that
they are not be served with a limited transmit power level.

B. Problem Structure

We stress that problem (15) is non-convex as a consequence
of the discrete feasible domain and the non-convex objective
function. Particularly, the discrete feasible domain makes (15)
a combinatorial problem, where the global optimum can only
be obtained for a small scale network with few users and small
number of beams since an exhaustive search of the parameter
space is required. Nevertheless, the exhaustive search has the
computational complexity scaling up exponentially with the
number of available users. For instance, with M = 7, N = 100,
and only one time slot is considered for the sake of simplicity,
the optimal solution is obtained by searching over the following
different combinations

M∑
k=1

N !

k!(N − k)!
≈ 1.7× 1010, (16)

which is prohibitively large. An exhaustive search is, therefore,
not preferable for scalable networks with many users as the
main consideration in this paper. For now, we differentiate our
user scheduling optimization problem from the related works as
shown in Remark 1.

Remark 1: Problem (15) is a generalized version of the previ-
ous works [23], [39] and references therein since theN users are
scheduled over different time slots and since we also take the
QoS requirements into account. In other words, problem (15)
ensures the scheduled users always satisfied their throughput
demand. Furthermore, an effective RZF precoding matrix con-
structed from a good scheduling scheme not only reduces mutual
interference but also ameliorates the received signal strength
that boost the system performance. With a limited time window
and the correlation among propagation channels, the number of
scheduled users might be less than the total available users to
maximize the network throughput.

C. User Scheduling Algorithm With Fixed Power Level

Motivated by scalable networks with many users simultane-
ously requesting to admit the system, we propose a heuristic
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Algorithm 1: A user scheduling algorithm for problem (15).

Input: Available-user set N (0)← {1, . . . , N};
Scheduled-user set K(0)← ∅; Propagation channel
vectors {h1, . . . ,hN}; QoS requirements {ξ1, . . . , ξk};
Number of time slots T and individual scheduled time
slots {T1, . . . , TN}; Transmit data powers {p1, . . . , pN}.
1. Select scheduled user π1 based on the best channel
gain as obtained in (17).

2. Set t = 1, then update N (1) and K(1) by (18).
3. while t ≤ T do

3.1. Set m = |K(t− 1)| and Km(t) = K(t− 1).
3.2. while m ≤M do

3.2.1. Obtain user kt,∗m and K̃∗m(t) by solving
problem (19) with K̃m(t) updated in (20).

3.2.2.If the conditions (21) and (22) satisfy: Update
N (t) and Km(t) as (23). Otherwise keep N (t) and
Km(t) unchanged and go to Step 3.2.3.

3.2.3. Set m = m+ 1.
3.3.end while
3.4. Update K(t) by (24) and compute the throughput
of scheduled users by (10).

3.5. Find the scheduled users satisfied their QoS
requirements (set K̂(t)) by computing the aggregated
supplied data using (9) and checking the condition
(25), then remove them from service by using (26).

3.6. Update K(t) by (26) and set t = t+ 1.
4.end while

Output: The scheduled user sets.

algorithm that obtains a good local solution in polynomial time
with tolerable computational complexity. Algorithm 1 demon-
strates the proposal with the double loops: The outer loop
indicates the evolution of time slots and the inner loop is for
the growth of the scheduled users per time slot. At the initial
stage, let us denote N (0)← {1, . . . , N} the set of available
users with the corresponding channels h1, . . . ,hN . Moreover,
the scheduled user set K(0) is initially setup as an empty set.
The proposed heuristic algorithm begins with sorting the channel
gains in a descending order as

‖hπ1‖2 ≥ ‖hπ2‖2 ≥ . . . ≥ ‖hπN
‖2, (17)

where {π1, . . . , πN} is a permutation of the user indices for
which (17) holds. Then, we set the outer iteration index t = 1
and the available- and scheduled-user sets are updated as

N (1)← N (0) \ {π1} and K(1)← K(0) ∪ {π1}. (18)

At the t-th outer iteration (1 ≤ t ≤ T ), if the number of sched-
uled users from the previous time slot, which have not been satis-
fied their QoS requirements yet, is less than the number of beams,
i.e., |K(t− 1)| < M , there is room for scheduling new users to
join the system if all the constraints of problem (15) are satisfied.
For such, an inner loop is implemented to testify whether or not at
most the M − |K(t− 1)|+ 1 potential users can be scheduled.
The following optimization problem is therefore considered at

the m−th inner iteration (|K(t− 1)| ≤ m ≤M ):

kt,∗m = argmax
k∈N (t)

∑
k′∈˜Km(t)

Rk′
(
K̃m(t)

)
, (19)

where each set K̃m(t) is related to one user k ∈ N (t), which is
defined as

K̃m(t)←
{
Km−1(t) ∪ {k}, if m = |K(t− 1)|+ 1, . . . ,M,

K(t− 1) ∪ {k}, if m = |K(t− 1)|.
(20)

In (20), Km−1(t) is the scheduled-user set at the (m− 1)−th
inner iteration with Km(t) = K(t− 1) when m = |K(t− 1)|.
Problem (19) aims at maximizing the total sum throughput at a
particular time slot only.3 Hence, the solution to problem (19)
does not guarantee a monotonic increasing property, which is in
need to have a good local solution to the original problem (15).
As foreseen from a multi-user system, user kt,∗m causes more
mutual interference to other users in the set K̃m(t) that may
lead to their throughput no longer satisfy the QoS requirements.
In order to get rid of this issue, we suggest a mechanism to further
testify whether or not user kt,∗m becomes a scheduled user as in
Theorem 1.

Theorem 1: User kt,∗m becomes a scheduled user if the follow-
ing conditions satisfy∑

k′∈˜K∗m(t)

Rk′
(
K̃∗m(t)

)
≥

∑
k′∈Km−1(t)

Rk′ (Km−1(t)) , (21)

Rk′(t) ≥ ξk′

Tk′
, ∀k′ ∈ K̃∗m(t), (22)

where K̃∗m(t) is formulated as in (20), but for user kt,∗m . The
condition (21) guarantees the objective function of problem (15)
to be non-decreasing along with iterations until reaching a fixed
point, while all users admitted to the network satisfy their QoS
requirements by the condition (22).

Proof: The proof is to verify the non-decreasing property of
the sum rate along with iterations until reaching a fixed point
solution. The detailed proof is available in Appendix B. �

After adding user kt,∗m to the system, we should update the
available- and scheduled-user sets N and K(t) as

N (t)← N (t) \ {kt,∗m } and Km(t)← K̃∗m(t). (23)

The inner loop will continue until m = M and the scheduled-
user set K(t) is defined as

K(t)← K̃M (t). (24)

At the end of each outer iteration, the algorithm should remove
scheduled users from service if they are already satisfied their
QoS requirements. This is done by computing the aggregated
supplied data in (9), and checking the QoS condition:

Rk({K(t)}) ≥ ξk. (25)

3The solution to problem (19) is not unique in general. Alternatively, there
may be more than one user with the same total sum throughput, but we can select
one of them for further processing.
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Let us denote K̂(t) ⊆ K(t) the set of scheduled users already
satisfied their QoS requirements, K(t) is further updated as

K(t)← K(t) \ K̃(t). (26)

The iterative approach will continue until all the time slots are
considered and the proposed heuristic approach is summarized
in Algorithm 1. Despite the local user scheduling solution,
our proposed approach ensures the long-term sum throughput
maximization over many different time slots with respect to
their individual QoS requirements. Observing the solution of
Algorithm 1, two fundamentals are: i) the system always offers
data throughput to the scheduled users at least equal to the
individual QoS requirements; ii) Some available users may
not be scheduled in the observed time window due to mutual
interference caused by sharing the time and frequency resource
plane and the fixed power allocation.

Remark 2: For a given power level, Algorithm 1 (let us denote
as Algorithm 1, Strict) performs user scheduling that maximizes
the total sum throughput on a long-term period with many time
slots while strictly guaranteeing the individual QoS whenever
a scheduled user is allowed to join the network. Aligned with
previous works, one can attain a better sum throughput than
solving (15) by relaxing the QoS constraints and the objective
functions’ monotonicity, which enlarge the feasible domain (de-
noted as Algorithm 1, Relax). As a consequence, the relaxation
may result in some scheduled users being served with lower than
what they requested. However, we expect that the power control
presented later will compensate for the loss and all the users can
possibly be served with their demands. The joint user scheduling
and data power allocation will be presented in Section IV.

D. Computational Complexity

The computational complexity of Algorithm 1 is now analyt-
ically presented. Let us consider the multiplications, division,
square root, and matrix inversion as the dominated arithmetic
operations, similar to [5], [38], the computational complexity
order of Algorithm 1 is given in Lemma 3.

Lemma 3: Algorithm 1 has the computational complexity in
the order of O(C0 + C1 + C2), where C0, C1, C2 are given as

C0 = NM +N log2 N, (27)

C1 = (M + 2)
T∑
t=1

M∑
m=|K(t−1)|

|N (t)||K̃m(t)|, (28)

C2 =
M 2

2

T∑
t=1

M∑
m=|K(t−1)|

|N (t)||K̃m(t)|2. (29)

Proof: Selecting the first scheduled user based on the channel
gains requires the N(M + 1) arithmetic operations to compute
the N channel gains and O(N log2 N) for sorting them in
a descending order as in (17). Therefore, the computational
complexity of this step is proportional to N(M + 1 + log2 N).
For each inner loop, we first need to compute the instantaneous
throughput in (10), which requires the (M + 2)|K̃m(t)|+ 3
arithmetic operations. The computational complexity needed to

solve (19) scales up with the factor |N (t)|(M + 2)|K̃m(t)|+
3|N (t)|, thus the inner loop has the computational complexity
in the order of |N (t)|(M + 2)

∑M
m=|K(t−1)| |K̃m(t)|. Further-

more, each RZF precoding matrix with the cost as in Lemma 2
leads to the total computational complexity per inner loop in the
order of 1

2 |N (t)|M 2∑M
m=|K(t−1)| |K̃m(t)|2. By summing up all

the cost and removing the terms with low degree, the result is
obtained as in the lemma. �

Lemma 3 manifests that Algorithm 1 has the computational
complexity mainly spending on selecting the new scheduled
user, updating the instantaneous channel capacity in (9), and re-
computing the precoding matrix in (12) whenever a unscheduled
new user is considered. Among those contributors, the precoding
matrix recomputation consumes the highest cost, which is in a
quadratic order of the scheduled users and satellite beams per
iteration. Nonetheless, the entire computational complexity is
much lower than an exhaustive search. This algorithm can thus
perform the user scheduling for a scalable network with many
users.

IV. JOINT USER SCHEDULING AND DATA POWER ALLOCATION

FOR SUM RATE MAXIMIZATION

As an extension, this section digs into the benefits of user
scheduling and power allocation in boosting the sum throughput
with the individual QoS constraints. In particular, we formulate
and solve an optimization problem that maximizes the sum
throughput subject to a limited power budget at the satellite
via jointly considering both the scheduled-user set and power
coefficients as optimization variables.

A. Problem Formulation

By optimizing both the scheduled-user set and power coef-
ficients to enhance the network performance, we would like to
solve the following problem:

maximize
{A(t)}

T∑
t=1

∑
k∈K(t)

Rk(A(t)) (30a)

subject to Rk(A(t)) ≥ ξk/Tk, ∀k ∈ K(t), ∀t, (30b)

K(t) ⊆ {1, . . . , N}, ∀t, (30c)

|K(t)| ≤M, ∀t, (30d)

∪K(t) ⊆ {1, . . . , N}, (30e)∑
k′∈K(t)

pk′(t) ≤ Pmax, ∀t, (30f)

pk(t) ≥ 0, ∀k ∈ K(t), ∀t, (30g)

A(t) = K(t) ∪ {pk(t)}, ∀t. (30h)

In comparison to the previous problem in (15), together with
the scheduled-user set K(t), the power coefficients are new
optimization variables added to (30) in each time slot. The
practical power constraints in (30g) and (30h) introduce extra
complexity to find the optimal solution. In addition, the objective
function (30a) and the QoS constraints (30b) are challenging
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to manipulate as they are multivariate functions of both the
scheduled users and power coefficients. The feasible domain of
problem (30) includes the hybrid optimization variables, either
continuous as the transmit power coefficients or discrete as the
scheduled-user set. In addition, we stress that the combinatorial
structure of (30) retains from (15); thus, we extend Algorithm 1
to design the joint user scheduling and power allocation solution
that performs resource allocation for many available users.

B. Two-Stage Algorithm

For a low computational complexity design, we tackle the
non-convexity of problem (30) and find a local optimum by
proposing a two-stage approach as shown in Algorithm 2. The
first stage focuses on the user scheduling with the fixed transmit
power coefficients by the main steps presented in Section III-C.
The fixed power coefficients may not maximize the strength of
desired signals and effectively mitigate mutual interference, but
it poses a basic trends for the user scheduling. Hence, in Stage 1,
we can either implement one of the following options:

i) Keep the monotonic property of the sum throughput and
the individual QoS requirements, as (21) and (22) in the
per-time-slot selection of scheduled users. The proposed
algorithm will guarantee all the scheduled users always
satisfying their individual QoS requirements along with
iterations. By following this option, some users may be
in unfeasibilities, but the per-user throughput of sched-
uled users can be significantly improved as confirmed by
numerical results later.

ii) Relax the conditions (21) and (22) in the per-time-slot
selection of scheduled users by supposing that the power
allocation will enhance the QoSs of scheduled users with
slightly lower data throughput than requested. We must
assume that all scheduled users should satisfy their QoSs
with the power allocation. By following this option, the
sum throughput is maximized.

The above options will determinine the scheduled-user set
K(t) for a fixed power level in Stage 1 as shown in Step 3.1 in
Algorithm 2. Then, Stage 2 reformulates problem (30) so that
the transmit power coefficents of all the scheduled users inK(t)
are reallocated at the t-th time slot as

maximize
{p(t)}

∑
k∈K(t)

Rk({p(t)})

subject to Rk({p(t)}) ≥ ξk
Tk

, ∀k ∈ K(t),∑
k′∈K(t)

pk′(t) ≤ Pmax,

pk(t) ≥ 0, ∀k ∈ K(t). (31)

Compared to (30), problem (31) simplifies the matter since its
feasible set is convex, and the instantaneous throughput only
depends on the data power coefficients. This problem is still
non-convex due to the objective function. According to Weier-
strass’ theorem [40], [41], an optimal solution always exists, but
the individual QoS constraints make this problem nontrivial to

obtain the global optimum. By using the instantaneous through-
put (9) in Lemma 1 together with the monotonic property of the
sum of the logarithm functions, we can reformulate problem (31)
to an equivalent form as

maximize
{pk(t)}

∏
k∈K(t)

(1 + SINRk ({pk(t)}))

subject to SINRk ({pk(t)}) ≥ νk, ∀k ∈ K(t),∑
k∈K(t)

pk(t) ≤ Pmax,

pk(t) ≥ 0, ∀k ∈ K(t), (32)

whereνk = 2ξk/Tk − 1 indicates that the instantaneous through-
put constraint is converted to the corresponding SINR constraint.
By introducing the auxiliary variables γk(t) for each scheduled
user, we further represent problem (32) in an epigraph form [42],
pp. 134] as follows:

maximize
{pk(t),γk(t)}

∏
k∈K(t)

γk(t) (33a)

subject to 1 + SINRk ({pk(t)}) ≥ γk(t), ∀k ∈ K(t),
(33b)

SINRk ({pk(t)}) ≥ νk, ∀k ∈ K(t), (33c)∑
k∈K(t)

pk(t) ≤ Pmax, (33d)

pk(t) ≥ 0, ∀k ∈ K(t). (33e)

In fact, the auxiliary variables transform the objective function
into a monomial and shift the main nonlinear parts into the
constraints. Even though the objective function and the power
budget constraint of problem (33) are convex, the main chal-
lenge comes from the SINR constraints. The standard form of
problem (33) is stated in Lemma 4.

Lemma 4: Problem (33) is a signomial program, which is
non-convex on the standard form.

Proof: The objective function (33a) of problem (33) is mono-
mial and the limited power budget constraint (33d) is posyno-
mial, they are convex (please see Appendix A for more detail).
The individual QoS constraint (33c) is reformulated as

νk
∑

k′∈K(t)\{k}

pk′(t)
∣∣hH

k wk′(t)|2
pk(t)

∣∣hH
k wk(t)

∣∣2 +
νkσ

2

pk(t)
∣∣hH

k wk(t)
∣∣2 ≤ 1,

(34)
which is also posynomial. The main proof is now to show (33b)
is signomial that is nonconvex. In particular, we recast (33b) to
an equivalent form as

γk(t)
∑

k′∈K(t)\{k}
pk′(t)

∣∣hH
k wk′(t)

∣∣2 + (γk(t)− 1)σ2

−
∑

k′∈K(t)
pk′(t)

∣∣hH
k wk′(t)

∣∣2 ≤ 0, (35)

which is a signomial constraint since the left-hand side of (35)
is a signomial function (please see Definition 1 in Appendix A).
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Consequently, problem (33) is a signomial program as stated in
the lemma, concluding the proof. �

Apart from pointing out the inherent non-convexity structure
of problem (33), Lemma 4 gives a clue to obtain a local solution
by exploiting the signal programming features [43]. The succes-
sive optimization approach is deployed to tackle problem (33) by
following a similar methodology as in [40]. We now introduce
the arithmetic mean-geometric mean inequality to cope with the
signomial SINR constraints of problem (33). Specifically, each
signomial SINR constraint in every group should be converted
to a posynomial one by utilizing the below approximation.

Lemma 5: [43], Lemma 1] Let us consider a posynomial
function f(x) defined as a summation from a set of |K(t)|
monomial functions {h1(x), . . . , h|K(t)|(x)} as

f(x) =

|K(t)|∑
k=1

hk(x), (36)

then f(x) is lower bounded by a monomial function f̃(x), which
is defined as

f(x) ≥ f̃(x) =
∏

k∈K(t)

(
hk(x)

μk

)μk

, (37)

where μk is a non-negative weight of the monomial function
hk(x). Notice that f̃(x0) is the best approximation near x0 by
the first-order Taylor expansion when the weight μk assigned to
scheduled user k is computed as

μk =
hk(x0)∑|K(t)|

k′=1 hk′(x0)
. (38)

Through Lemma 5, the non-convexity of problem (33) is
manipulated by introducing the function g̃k({pk′(t)}) associated
with scheduled user k as

g̃k({pk′(t)})=
(

σ2

μ0k(t)

)μ0k(t) ∏
k′∈K(t)

(
pk′(t)zkk′(t)

μkk′(t)

)μkk′ (t)

,

(39)
where zkk′(t) = |hH

k wk′(t)|2 and the non-negative weights,
μ0 k(t), μkk′(t), satisfy the normalization condition:

μ0k(t) +
∑

k′∈K(t)
μkk′(t) = 1. (40)

After that, a stationary solution to problem (33) can be obtained
in polynomial time as stated in Lemma 6.

Lemma 6: The global optimum to problem (33) is lower
bounded by the solution of the following geometric program

maximize
{pk(t)≥0,γk(t)}

∏
k∈K(t)

γk(t)

subject to Constraint (42), ∀k ∈ K(t),
SINRk ({pk(t)}) ≥ νk, ∀k ∈ K(t),∑
k∈K(t)

pk(t) ≤ Pmax, (41)

where the constraint (33b) for scheduled user k is lower bounded
by the following constraint:

γk(t)
∑

k′∈K(t)\{k}

pk′(t)zkk′(t)

g̃k({pk′(t)}) +
γk(t)σ

2

g̃k({pk′(t)}) ≤ 1. (42)

Proof: The proof is to show the SINR constraints of prob-
lem (33) are bounded by the corresponding expressions in (41)
by utilizing the arithmetic mean-geometric mean inequality in
Lemma 5. The detailed proof is available in Appendix C. �

We stress that Lemma 6 helps us obtain a local optimum to
problem (33) by solving the geometric program (41). Since (41)
involves a hidden convex structure, we can exploit the main steps
reported in [42] to obtain the global optimum. Fortunately, prob-
lem (41) is in standard form, which can be solved by utilizing
the interior point methods from a general-purpose toolbox such
as CVX [44]. To make the local solution better, we now exploit
the successive optimization approach in an iterative manner. In
more detail, from an initial set of the transmit powers {p(0)

k (t)}
in the feasible domain with p

(0)
k (t) = Pmax/|K(t)|, the weights

are updated at the i-th iteration as

μ
(i)
0 k(t) =

σ2∑
k′′∈K(t) p

(i−1)
k′′ (t)zkk′′(t) + σ2

, (43)

μ
(i)
kk′(t) =

p
(i−1)
k′ (t)zkk′(t)∑

k′′∈K(t) p
(i−1)
k′′ (t)zkk′′(t) + σ2

, (44)

It should be noticed that the updates in (43) and (44) ensure
the condition (40). Subsequently, the global optimum to the
geometric program (41) is obtained, say {ρ(i)km}. This iterative
process will be terminated when the variation between two
consecutive iterations is sufficiently small, for example,∣∣∣∣∣∣

∑
k∈K(t)

Rk

(
{p(i−1)

k′ (t)}
)
−Rk

(
{p(i)k′ (t)}

)∣∣∣∣∣∣ ≤ ε, (45)

where ε is a given accuracy. The proposed power allocation
to maximize the total channel capacity in the entire system is
summarized in Algorithm 2.

At the convergence, a fixed point solution has the property as
shown in Theorem 2.

Theorem 2: The power solution obtained by Algorithm 2 at
the i-th time slot converges to a fixed point, which is a Karush-
Kuhn-Tucker (KKT) point of problem (33).

Proof: The proof is adapted from the general framework
in [45] to our system model and notation, whose main steps
are sketched in Appendix D. �

For the power allocation at the i-th time slot, problem (41)
includes 2|K(t)| optimization variables and 2|K(t)|+ 1 con-
straints, thus the computational complexity to solve this problem
by the interior-point methods is of the order of

C4(t) = O
(
L(t)L(i)(t)max{8|K(t)|3 + 4|K(t)|2, F (i)(t)}

)
,

(46)
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Algorithm 2: A local solution to problem (30) by successive
optimization approach.

Input: Available-user set N (0)← {1, . . . , N};
Scheduled-user set K(0)← ∅; Propagation channel
vectors {h1, . . . ,hN}; QoS requirements {ξ1, . . . , ξk};
Number of time slots T and individual scheduled time
slots {T1, . . . , TN}; Transmit data powers {p1, . . . , pN}.
1. Select scheduled user π1 based on the best channel
gain as obtained in (17).

2. Set t = 1, then update N (1) and K(1) by (18).
3.while t ≤ T do

% Stage 1: Perform user scheduling
3.1. Select the scheduled-user set K(t) by applying
Algorithm 1 with or without checking conditions (21)
and (22).
% Stage 2: Perform power
allocation

3.2. Set p(0)
k = pk, ∀k ∈ K(t), and compute the weight

values {μ(1)
0 k, μ

(1)
kk′ } by (43) and (44). Set i = 1.

3.3. Iteration i:
3.3.1. Solve problem (41) with the weight values
{μ(i)

0 k, μ
(i)
kk′ } to get the optimal powers {p(i)k (t)}.

3.3.2. Update the weight values {μ(i+1)
0 k , μ

(i+1)
kk′ }

from {p(i)k (t)} by (43) and (44).
3.4. Set t = t+ 1 and repeat Steps 3.3.1 and 3.3.2 until
convergence.

4.end while
Output: Scheduled user sets and transmit power
coefficients.

where F (i)(t) is the cost of computing the first and second
derivatives of the objective and constraints functions of prob-
lem (41) by utilizing the set of weight values {μ(i)

0 k(t), μ
(i)
kk′(t)}

as defined in (43)-(44); L(i)(t) is the number of iterations that
the interior-point methods need to obtain the solution to prob-
lem (41). As reported in [42], L(i)(t) is in the range between 10
and 100; and L(t) is the number of iterations required to obtain
a KKT point solution as stated in Theorem 2. Therefore, the
power allocation spends for all the observed time window T is
in the order of C4 =

∑T
t=1 C4(t). In a nutshell, we recall that

the computational complexity of Algorithm 2 is the total cost of
the user scheduling and the power allocation, which is roughly
O(C1 + C2 + C3 + C4).

Remark 3: For a given user-scheduling set, the proposed
power allocation approach is analytically proved to reach a
KKT point solution to problem (31) after a number of iterations.
Nonetheless, the power solution is a local optimum of the origi-
nal problem (30) due to its nonconvex structure. Algorithm 2 is
expected to provide a preliminary toolbox to evaluate the sum
throughput over a time window while maintaining the individual
QoS requirements of scheduled users under the limited transmit
power at the GEO satellite. Proper user scheduling makes it
reasonable for the considered framework to assume that the
system should serve all the available users with equal or higher

Fig. 2. The individual data throughput requirement [Mb] per user in each beam
over the observed time window.

than their QoS requirements. Nevertheless, the congestion issue
might appear in practice when at least one user cannot satisfy
its demand due to the limited power budget [46]. Subsequently,
user scheduling and congestion control should be an interesting
extension.

V. NUMERICAL RESULTS

We consider a GEO satellite system with seven beams, each
serving 110 users, which are uniformly distributed in the beams
and their data throughput requirements may spread over multiple
time slots. The observed time window includes 500 time slots.
For a unicast scenario where each beam serves one user in each
time slot, the system is scheduling 3500 different realizations of
user locations and instantaneous data throughput requirements.
The system bandwidth is 500 MHz, and the carrier frequency is
19.95 GHz. The average beam-pattern gain 44.4 [dBi] and the
effective isotropic radiated power (EIRP) −27 [dbW/Hz] [47].
The noise variance is −118.3 [dB], corresponding to the noise
figure 2.28 dB. The receive antenna diameter is 0.6 m with
an efficiency 0.6. The mean and variance of the rain fading
are set to −2.6 [dB] and 1.63 [dB] [32]. The phase noise
parameters are selected as in [33], [34], [35]. For simplicity,
we normalize that each time slot to one second and the average
QoS requirement per time slot is 500 Mbps. The total number
of time slots occupied by per scheduled user, Tk, ∀k, are in
the range [0, 13] by a uniform distribution. Consequently, the
individual QoS requirements for the available users in all the
beams are shown in Fig. 2. We sort the users’ QoS requirements
in a descending order varying from 0 Mb to 6500 Mb over
the observed time window for better visualization. The system
performance is evaluated with either a fixed or optimized power
allocation. The former considers the maximum transmit power
Pmax = 18.45 [dbW]. Meanwhile, the latter focuses on the
full transmit power consumption scenario, where the per-beam
power is 10 [dbW]. The following benchmarks are included
for comparison to demonstrate the efficiency of the proposed
optimization frameworks:

i) Proposed user scheduling algorithm is presented in Al-
gorithm 1 with a fixed power level that guarantees the
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Fig. 3. The sum throughput [Mbps] over the observed time window with a
fixed transmit power level.

individual QoS constraints (Algorithm 1, Strict) and with-
out the QoS constraints (Algorithm 1, Relax).

ii) Joint user scheduling and power allocation algorithm is
presented in Algorithm 2 that takes the double benefits
by selecting good users and performing power allocation
to maximize the sum throughput. In Stage 1, if the user
scheduling algorithm does not guarantee the individual
QoSs, we denote the solver as Algorithm 2, Relax. Oth-
erwise, it is designated as Algorithm 2, Strict.

iii) Semiorthogonal user group was proposed in [23] by ex-
ploiting the orthogonality among propagation channels
at time-slot level. The number of scheduled users and
satellite beams are assumed to be equal. Additionally, the
user scheduling does not take the QoS requirements into
account.

iv) Random access is a low computational complexity bench-
mark and served as the baseline in previous works [48].
Along with time slots, the number of scheduled users is
randomly selected and equal to the number of satellite
beams. There is no guarantee on the QoS requirements.

In Fig. 3, we plot the sum throughput [Mbps] as a function
of the time slot index. The random access provides the worst
sum throughput in most of the time slots, only 2346 [Mbps]
on average. However, it offers better performance in many time
slots than the semiorthogonal user group and Algorithm 1, Strict.
Interestingly, these two benchmarks only outperforms the ran-
dom access in a few time slots in the beginning of the observed
time window, where a plenty of semiorthogonal channel vectors
are available. The sum data throughput of these benchmarks
becomes the worst in the following time slots in which the
available users have strongly correlated channels. By relaxing
the data throughput constraints, Algorithm 1, Relax, gives the
best sum throughput with the gain of 1.94× compared to random
access. We note that the phase noise matrix is a non-identity
matrix that gives extra degrees of freedom to define precoding
vectors with constructive combinations and good orthogonality
at a few beginning time slots. Apart from this, the non-identity
phase noise matrix with severe impairments yields challenges

Fig. 4. The CDF of the per user throughput [Mbps] over the observed time
window with a fixed transmit power level.

Fig. 5. The percentage of satisfied and unsatisfied users with their data
throughput requirements over the observed time window.

in the following time slots and dramatically reduces the sum
throughput.

In Fig. 4, we show the cumulative density function (CDF) of
the scheduled users over the observed time window. Random ac-
cess averagely provides the throughput of about 335 [Mbps] per
user, while semiorthogonal user group offers 340 [Mbps]. No-
tably, Algorithm 1, Relax, gives the highest per-user throughput
of 650 [Mbps], which is with 1.91× higher than semiorthogonal
user group. To guarantee the individual data throughput require-
ments and the monotonic property of the objective function in
(15) along iterations, Algorithm 1, Strict, has ignored some users
from service and resulted in the good per-user throughput for
the scheduled users. In more details, the percentages of satisfied
and unsatisfied users are plotted in Fig. 5. Under the severity of
rain fading and other propagation losses, 83% and 87% of user
locations cannot be served with the requested data throughput
if the system deploys random access and semiorthogonal user
group, respectively, due to no data throughput guarantee in those
benchmarks. In contrast, Algorithm 1, Strict, ensures all the
scheduled users with their data throughput requirements, but
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Fig. 6. The satisfaction ratio between the aggregated supplied data [Mb] in
(9) and the individual QoS requirement over the observed time window with a
fixed transmit power level.

there are 41% users unscheduled during solving problem 15. By
relaxing the data throughput constraints and allowing each beam
serves one user at each time slot, there are 5% users served by a
data throughput less than requested.

The satisfaction ratio is computed as a faction between the
served data throughput and the required QoS over the observed
time window, which is numerically shown in Fig. 6. All the
satisfaction ratios are more significant than one meaning that the
satellite system can provide data throughput above the individual
QoS requirements on average, even with a fixed power level.
Even though some scheduled users may not be satisfied with
their service in a few time slots, Algorithm 1, with the relaxed
constraints, offers the good satisfaction ratio for an extended
period. The following are Algorithm 1 with the strict individual
QoS requirements (Algorithm 1, Strict), semiorthogonal user
group, and random access. Despite its simplicity, random ac-
cess provides a pretty good satisfaction ratio, 1.5% lower than
semiorthogonal user group.

We now quantify the contributions of power allocation im-
plemented for all the considered benchmarks. The optimization
framework for obtaining a KKT solution presented in Algo-
rithm 2 is also applied to the semiorthogonal user group and the
random access. Fig. 7 plots the sum throughput [Mbps] for all the
considered benchmarks over the observed time window. It shows
up superior improvements of Algorithm 2 with the relaxation on
Stage 1. It verifies that many scheduled users with lower data
throughput than their demands can be improved by optimizing
the transmit power. On average, Algorithm 2 with relaxation
offers the sum throughput 6302 [Mbps]. Following, random
access averagely offers the sum throughput 5265 [Mbps]. Under
the power allocation, this benchmark works well at the be-
ginning, where many semiorthogonal channels are available.
As the based line, Algorithm 2 with the strict requirements
Stage 1 ignores many scheduled users, so the sum throughput
is only about 3733 [Mbps]. This is because many users with
lower data throughput than requested during performing the user
scheduling have been completely removed from the service.

Fig. 7. The sum throughput [Mbps] over the observed time window with the
power allocation.

Fig. 8. The CDF of the per user throughput [Mbps] over the observed time
window with the power allocation.

In Fig. 8, we display the CDF of the per scheduled user
throughput [Mbps]. We observe that the system can provide the
required QoSs to all the scheduled users thanks to the power
allocation in Algorithm 2. Random access gives the average per
user throughput is about 752 [Mbps], while semiorthogonal user
group is about 702 [Mbps], 7.12% lower than random access.
Thanks to the power allocation, the gap between semiorthogonal
user group and random access is shortened. Our proposed algo-
rithms give the best performance of 904 [Mbps] for Algorithm 2,
Strict, (count on the scheduled users only), and of 900 [Mbps] for
Algorithm 2, Relax, where all the users satisfied their throughput
requirements.

The satisfaction ratio for the system with power allocation is
shown in Fig. 9. On average, Algorithm 2, with the relaxation on
Stage 1 (Algorithm 2, Relax), offers the best satisfaction level.
In contrast, Algorithm 2, with the strict individual QoS require-
ments on Stage 1, yields the lowest satisfaction level with an
improvement of only 1.01×. Many users whose data throughput
could have been improved in Stage 2 have been already ignored
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Fig. 9. The satisfaction ratio between the aggregated supplied data [Mb] in (9)
and the individual QoS requirement over the observed time window with power
allocation.

Fig. 10. The computational complexity versus the number of users and their
instantaneous data throughput requirements over the observed time window.

in Stage 1. The remaining benchmarks, comprising semiorthog-
onal user group and random access, also report good satisfaction
ratios, which demonstrate a gain over the baseline of about
38.61% and 48.51%, respectively. Overall, Algorithm 2, Relax,
outperforms the baseline with a slight increase of approximately
78.22%. It unveils that power allocation can improve all the
benchmarks dramatically, so the gaps among them are reduced.

In Fig. 10, we measure the computational complexity of
our proposed user scheduling measured by giga-operations per-
second (GOPS) for a fixed power level. The GEO satellite system
uses the DVB-S2X SF2, where each XFECFRAME includes
64800 bits [49]. We assume that there are seven scheduled
users in each time slot, and the computational complexity is
calculated based on (27)–(29). For the considered setting with
3500 different realizations of user locations and data throughput
requirements, it requires only about 17.09 GOPS. The compu-
tational complexity scales up non-linearly with the number of
user locations, which significantly increases to 1022.29 GOPS if
there are 8000 different realizations of user locations associated

TABLE I
GAIN BY POWER ALLOCATION

with their data throughput requirements. It demonstrates the
potential extension of Algorithms 1 and 2 to schedule many
users in an observed time window, especially when the GEO
multi-beam HTS systems are considering moving to centralized
GW systems where high computation is available at the central
node [50].

Table I summarizes the benefits of power allocation compared
with the fixed power level. All the considered benchmarks
show up superior gains from utilizing the power allocation. The
minimum improvement comes from the proposed method with
the strict individual data throughput requirements, which is 38%
for both the sum and per-user throughput. Random access has
the most remarkable improvement on the sum throughput up
to 2.25× by carefully allocating the transmit power to each
user instead of simply using a fixed power level. Meanwhile,
semiorthogonal user group demonstrates an improvement of
more than 2× for both the sum and per-user throughput. In ad-
dition, compared to the fixed power level, the served throughput
can improve from 39% to more than 200% by the optimized
power under the given set of the parameter settings.

VI. CONCLUSION

Unlike previous works focused on user scheduling and power
allocation for a particular time instance, this paper brought
the same methodology but extended to multiple time slots. We
proposed a user scheduling strategy for scalable multibeam HTS
systems where many users simultaneously request to access
the network. We formulated a total throughput optimization
maximization problem in an observed time window subject to
the individual QoS requirements. Due to the challenges in de-
feating the non-convexity, we proposed a heuristic algorithm to
obtain a local solution with low computational complexity. The
system can allocate radio resources to plenty of users. Numerical
results manifested that all scheduled users have better QoSs
than requested on average. Besides, the proposed algorithms
offer higher sum throughput [Mbps] per time slot than the other
benchmarks with about 20%.

Long-term satellite resource management is a promising re-
search topic with many potential challenges. Each user can
be scheduled multiple times in different time slots, resulting
in throughput and aggregated supplied data. Interesting future
works should formulate and solve other optimization problems
in satellite communications over an observed time window, such
as beam hopping, gateway placement, and applying machine
learning to reduce computational complexity and achieve bet-
ter performance than traditional-based optimization approaches
towards practical applications in real-time.
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APPENDIX

A. Useful Definitions

This appendix provides the useful definitions popularly uti-
lized in handling geometric and signomial programs. In partic-
ular, Definition 1 perceives the perception of monomial, posyn-
omial, and signomial functions, while Definition 2 provides the
geometric program on the standard form.

Definition 1: Let us defineh(x1, . . . , x|K(t)|) as a multivariate
function of x1, . . . , x|K(t)| as

h(x1, . . . , x|K(t)|) = cm
∏

k∈K(t)
x
bm,k

k , (47)

then h(x1, . . . , x|K(t)|) is a monomial function if cm > 0 and
bm,k, ∀k, are real numbers. As an extension, if the multivariate
function h(x1, . . . , x|K(t)|) is defined by a summation of M̃
terms as

h(x1, . . . , x|K(t)|) =
˜M∑

m=1

cm
∏

k∈K(t)
x
bm,k

k , (48)

then h(x1, . . . , x|K(t)|) is a posynomial function if all cm, ∀m,
are non-negative. Notice that h(x1, . . . , x|K(t)|) is a signomial
function when at least one cm is negative.

Definition 2: A geometric program is on standard form as

maximize
x∈X

f0(x)

subject to fk(x) ≤ 1, ∀k = 1, . . .K,

hk′(x) = 1, ∀k′ = 1, . . . ,K,′ (49)

where x is the optimization variable vector with the feasible
domain X . The objective function and the constraints fulfill the
following conditions:
� The objective functionf0(x) is either a monomial or posyn-

omial function.
� The inequality constraints fk(x), ∀k, is either monomial

or posynomial functions.
� The equality constraint hk′(x) can be monomial functions.
Since a geometric program has a hidden convex structure, the

globally optimal solution to problem (49) can be obtained in
polynomial time. Besides, (49) is a signomial program if at least
one of those functions is signomial, and therefore this problem
is nonconvex.

B. Proof of Theorem 1

We first prove that at the t-th outer iteration, the objective
function of problem (15) is non-decreasing along with inner
iterations. Let us introduce a constant αt

m with m ∈ {|K(t−
1)|, . . . ,M}, as follows

αt
m =

∑
k′∈˜K∗m(t)

Rk′(K̃∗m(t)), (50)

then by exploiting (21), the following series of inequality holds

αt
M ≥ αt

M−1 ≥ . . . ≥ αt
|K(t−1)|, (51)

which demonstrates the non-decreasing property of the sum
throughput in every time slot. Due to the non-negative property
of the instantaneous channel capacity, we further obtain

t∑
t′=1

∑
k∈K(t′)

Rk(K(t′)) ≥
t−1∑
t′=1

∑
k∈K(t′)

Rk(K(t′)), (52)

which manifests the fact that the objective function of prob-
lem (15) is non-decreasing along with iterations. For a given
set of transmit power coefficients, the instantaneous throughput
of scheduled user is finite. Hence, the objective function of
problem (15) is upper bounded and Algorithm 1 converges to
a fixed point solution. Additionally, (22) ensures the individual
QoS requirements and therefore we conclude the proof.

C. Proof of Lemma 6

We first convert the SINR constraint of scheduled user k from
a signomial to a posynomial. Mathematically, we reformulate
the SINR constraint of this user to as

γk(t)
∑

k′∈K(t)\{k}
pk′(t)

∣∣hH
k wk′(t)

∣∣2 + γk(t)σ
2

≤
∑

k′∈K(t)
pk′(t)

∣∣hH
k wk′(t)

∣∣2 + σ2, (53)

then, in order to process further, we introduce a function
gk({pk′(t)}) to denote the right-hand side of (53) as

gk({pk′(t)}) =
∑

k′∈K(t)
pk′(t)

∣∣hH
k wk′(t)

∣∣2 + σ2. (54)

Utilizing the arithmetic mean-geometric mean inequality in
Lemma 5, we lower bound gk({pk′(t)}) by g̃k({pk′(t)}) as

gk({pk′(t)}) ≥ g̃k({pk′(t)}), (55)

with the weights fulfilling the condition (40). As a consequence,
the constraint (33b) for scheduled user k with k ∈ K(t) is
approximated to as shown in (42). It should be noticed that (42) is
a posynomial constraint due to the left-hand side is a posynomial
function. Problem (41) is hence a geometric program on standard
form.

D. Proof of Theorem 2

At the t-th time slot, we define the feasible domain of the
signomial optimization problem (33) as

P(t)

=

⎧⎨⎩pk(t), ∀k ∈ K(t) : pk(t) ∈ R+,
∑

k∈K(t)
pk(t) ≤ Pmax

⎫⎬⎭ ,

(56)

which is compact set. The globally optimal solution to prob-
lem (41) obtained at the i-th iteration is included in the following
set

I(i)(t) =
{
p
∗,(i)
k (t), ∀k ∈ K(t)

}
, (57)
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then I(i)(t) ⊆ P(t). Let us denote g̃
(i)
k ({p(i)k′ (t)}) the

g̃k({pk′(t)}) function at the i-th iteration. By utilizing (39) and
(54), we can construct the following properties

gk({pk′(t)}) ≥ g̃k

(
{p(i)k′ (t)}

)
, (58)

gk

(
{p∗,(i)k′ (t)}

)
= g̃

(i)
k

(
{p(i)k′ (t)}

)
, (59)

∂gk

(
{p∗,(i)k′ (t)}

)
∂p
∗,(i)
k (t)

=
∂g̃

(i+1)
k

(
{p(i)k′ (t)}

)
∂p
∗,(i)
k (t)

. (60)

The lower bound of gk({pk′(t)}) in (58) applied to all the
scheduled users in the t-th time slot indicates that the global
optimum to the geometric program (41) is a feasible point to the
signomial program (33) since

gk({pk′(t)})
Dk({pk′(t)}) ≥

g̃k

(
{p(i)k′ (t)}

)
Dk({pk′(t)}) ≥ γk(t)− 1, ∀k ∈ K(t),

(61)
where Dk({pk′(t)}) �

∑
k′∈K(t)\{k} pk′(t)

∣∣hH
k wk′(t)|2 + σ2.

Consequently, we can construct the following series of the
inequalities

. . . ≥ ŜINR
(i+1)

k

(
I(i)(t)

)
(a)
= SINRk

(
I(i)(t)

)
(b)

≥ ŜINR
(i)

k

(
I(i)(t)

) (c)

≥ ŜINR
(i)

k

(
I(i−1)(t)

)
= . . . ,

(62)
where SINRk(I(i)(t)) is the instantaneous SINR value of user k
defined in (11) with the optimal power coefficients in (57), while

ŜINRk(t) �
g̃k ({pk′(t)})
Dk({pk′(t)}) , (63)

is the approximate SINR expression by using the arithmetic
mean-geometric mean inequality in Lemma 5. In (62), (a) is
obtained by using (59), which indicates that the approximate
and original SINR values are equal to each other at the global
optimum to problem (41); (b) is because of (58) meaning that
the optimal solution to (41) is always feasible to the original
problem (33); and (c) is obtained by the fact that we enable to
obtain the globally optimal solution to problem (33) thanks to
the hidden convex structure. The series of inequalities in (62)
indicates that ∏

k∈K(t)
γ
(i+1),∗
k (t) ≥

∏
k∈K(t)

γ
(i),∗
k (t), (64)

where γk(t)(i),∗ is the globally optimal solution to problem (41)
at the i-th iteration. Consequently, the objective function is
non-decreasing along with iterations. By virtue of the limited
power budget constraint (33d), the SINR values are bounded
from above, i.e.,

ŜINRk({pk′(t)}),SINRk({pk′(t)}) <∞, ∀k ∈ K(t), (65)

which ensure that solving (41) and updating the weight values
as in (39) converge after a finite number of iterations. If the

convergence holds at the i-th iteration, i.e.,∏
k∈K(t)

γ
(i+1),∗
k (t) =

∏
k∈K(t)

γ
(i),∗
k (t), (66)

then the global optimal solution set I(i)(t) should be a solution
at the (i+ 1)-th iteration. Otherwise, (66) does not hold. Since
the feasible domain of problem (33) is compact, the Slater’s con-
dition is satisfied and (58)–(60) ensure that the KKT conditions
coincide for both problems (33) and (41). The solution obtained
by Algorithm 2 should be a KKT point to problem (31), as stated
in the theorem.
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