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Migrating From Legacy to Software Defined
Networks: A Network Reliability Perspective

Yaser Al Mtawa

Abstract—Designing survivable communication networks to
achieve carrier-grade five-nines reliability is of paramount impor-
tance for the network operators. This article addresses service
reliability and its related aspects such as nodal reachability, net-
work connectivity, and edge-disjoint routing in both traditional
networks and software defined networks (SDNs). The proposed
roadmap is based on two phases: Fundamental analytical phase
and performance evaluation phase. In the first phase, a graph
operator is defined to analyze the characteristics of the reliability
metric and its associated reachability feature. This phase will focus
on both the macro- and micro-level properties of reliability. In
the second phase, we exploit the analysis in the former phase
to get an insight into the performance evaluation of traditional
and SDN-based networks against the reliability metric, and then
calculate the statistical significance of the mean difference of their
reliability values. Reliability under edge-disjoint paths to avoid re-
source competition is also investigated. Various types of topologies
are utilized to test the service reliability of both architecture de-
signs. Extensive simulation results show that SDN-based networks
have comparable performance to its legacy counterpart against the
operational reliability metric. Our findings not only shed light on
enhancing reliability using edge-disjoint paths under link failure
scenarios but also expected to benefit the operators to achieve their
service level objectives while migrating from legacy to SDN-based
platform.

Index Terms—Legacy network, network reliability, quality of
service (QoS), software defined networking (SDN).

1. INTRODUCTION

EGACY communication networks have both control and

data planes combined in a network node. A legacy network
supports and embeds several reliability protocols that range from
multipath routing to element failure (e.g., detection and handling
mechanisms) [1]. However, different types of network commu-
nication technologies come with different standards and evolve
over time, which makes the core of a legacy network difficult
to manage, e.g., a mandate of using low-level vendor-specific
commands to update each network device. This complexity of
the legacy network hinders the growth of data traffic and the
reliability of services [2]-[4].
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On the other hand, software-defined networking (SDN) de-
couples control and data planes [5]. An SDN controller offers
a centralized control point that can collect information and
determine the best forwarding policies. It can detect and han-
dle element failures, and then provide alternative routes. This
property makes SDN an excellent candidate to support network
reliability [6]. However, unlike a legacy network, SDN creates a
new network plane that connects the decoupled data and control
planes, viz. a control path network [1]. The multidomain SDN
architecture poses further complexity on the network reliability
management. These reliability challenges are equally applicable
to both legacy and SDN-based systems. The question is now
which one is more reliable: Traditional networks or SDN-based
networks?

Network reliability measures to what extent the network
can stay operational with a minimum level of requirements
when facing operational stress [7]. That is, the continuity of
service that implements the system function (i.e., correct ser-
vice) [8]. Reliability is an attribute of system dependability
which is the ability to avoid frequent or sever service failures
more than acceptable level. Other attributes of dependability
include availability (readiness for correct service), robustness
(dependability with respect to a specific class of faults ability
to tolerate failures), safety, integrity, and maintainability [8]. In
communication networks, operational stress could hinder the
communication between devices, interrupt the regular network
operation, and could cause severe degradation at the service
level. There are several causes/faults that can impact network
reliability. However, network element faults, transmission, and
routing faults cover a wide range of faults. In this article, we
consider these three faults: 1) A network element fault: The
faults of elements such as devices (i.e., nodes) and links can lead
to data transmission obstacles between the various parts of the
network such as switches, routers, servers, etc. Several network
elements may then be isolated from the main network which will
greatly impact the services of the whole system; 2) transmission
fault: If there is a data transmission fault between any source and
destination nodes in the network, the network will suffer an error
in the service state, thus affecting the QoS; 3) Routing fault: A
stream of traffic packets will not be able to reach its destination
element if a routing fault occurs. The destination node, in this
case, will remain waiting for packets that will not arrive at least
not before the retransmission. This may cause the destination
node to not receive the whole stream in a timely manner, thus,
affecting the service delivery. However, there is a correlation
between the above faults, as element failure causes transmission
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and routing faults. To avoid possible interference between the
faults, we seek to employ the smallest number of faults that can
still characterize the network reliability and its related aspects.
In this study, we focus on the element faults to address network
reliability.

In legacy networks, a router identifies a link failure and es-
tablishes an alternative path to push the packets through. On the
other hand, in SDN-based networks, a switch lacks intelligence
and the global knowledge of network elements’ connectivity to
establish an alternative path in case of an element/link failure.
It relies on the controller to establish such an alternative path.
Packets that are supposed to flow through the failed element/link
will be dropped until a controller identifies this failed element
and updates the entries of forwarding policies in all affected
switches. However, in SDN networks, link failure protection
is also possible. For example, multitunnel repair paths can be
constructed by leveraging multiple SDN switches. Multitunnel
repair paths will significantly increase the number of potential
alternative paths that can be used upon link failure [9].

In communication networks, reliability is usually analyzed
by assessing the host/terminal connectivity [10]. Consequently,
reliability analysis includes 2-terminal reliability, K-terminal
reliability, and all-terminal reliability.

Research works on SDN addressed various topics such as
benefits, concepts, challenges, cost savings, ease of manage-
ment, and provisioning [11]-[14]. Economic analysis of SDN
showed the impact of various network failure scenarios on
network economics regarding CAPEX (Capital Expenditure),
OPEX (Operational Expenditure), and revenue loss [15]. Hybrid
SDN networks (i.e., partial deployment of SDN-enabled ele-
ments) were also proposed in multiple research work as shown
in recent survey articles [16], [17]. These works describe the
migration from legacy networks to SDN networks. Research
studies also highlighted the characteristics of SDN-based archi-
tecture over traditional architecture in terms of programmability,
centralized control, network flexibility, efficient configuration,
etc. [18]. However, few papers focus on the reliability eval-
uation of SDN-based networks [19]. The most recent survey
paper about performance issues in SDN-based data center [20]
showed a lack of specialized reliability-based research regard-
ing SDN-based architectures. A reliability comparison study is
important because it highlights the strengths and weaknesses
of both networks. This triggers the need for further research
in network design to improve service availability provided by
a network operator. Real-time services, for example, require
stringent packet-delivery measures that mandate a high-reliable
network. In our previous paper [21], we showed the importance
of SDN in improving the QoS metrics in communication net-
works. Although SDN-based networks are easier to manage and
enforce security and forwarding rules, they are still not fully de-
ployed for many reasons. The large budget required is one of the
major reasons [16]. This is because the migration to SDN-based
network is not a priority investment for many network operators
despite the cost efficiency of SDN-related network in the long
run. Another reason is perhaps the lack of specialized research
studies that address reliability in SDN-based networks. This
motivated us, in this article, to provide a further study to analyze,
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evaluate, and compare reliability metric for both legacy and
SDN-based networks and answer the research question “Does
the migration from traditional network to SDN-based network
enhance the reliability?”” The main contributions of this article
are as follows.

1) We study detailed characteristics of reachability and re-
liability regardless of network type. Link failure is de-
fined as a stochastic-based iterated graph operator that
can be applied on any network graph and any failure
modes. We show that under link failure, the existence of
reachability (i.e., the readiness to provide a service) is
not enough for guaranteed network reliability (i.e., the
continuity to provide that service). We also show the
importance of edge-disjoint paths to enhance network
reliability. Based on our analysis of edge-disjoint paths,
an efficient polynomial-time algorithm can be designed to
calculate the exact K -pair reliability.

2) We propose a reliability model using exponential-
distribution-based link failure for the sake of assessment
of network all-pair reliability, which is defined as the
probability that the two nodes of any pair of the link set can
successfully send/receive data packets with each other.

3) We comprehensively evaluate and compare the two net-
work designs (i.e., traditional versus SDN-based net-
works) against the reliability metric. Various network
types: Tree, mesh, and hybrid are used to generally test the
reliability of both legacy and SDN-based network designs.

The remainder of the article is organized as follows. Section II

presents related work. In Section III, we describe the network
modeling, whereas Section IV describes the reliability metric
and its related aspects. It is based on the analyses of both
macro-level/structural and micro-level/elements’ state of a net-
work. Network topologies and performance evaluation, which
includes emulation/simulation, experimental settings, results,
and discussion are investigated in Section V. Finally, Section VI
concludes this article.

II. RELATED WORK

The most recent survey in SDN [22] highlighted challenges
and their respective solutions for reliability in SDN. Reliability
research in SDN can be divided into two parts: Data plane and
control plan. Data plane reliability research proposals can be
further classified into fast failure detection and fast recovery. Fast
failure detection can be enhanced by checking the connectivity
among neighboring OpenFlow switches [23]. This approach was
confirmed to be feasible and effective as the OpenFlow switch-
initiated approach for failure recovery was shown to be faster
than the one initiated by the controller due to the simplicity of
the message exchange procedure [1]. Fast recovery from link
failure can be achieved through a local fast reroute algorithm
with a minimal update of flow entries in SDN [24].

Control plane reliability research has addressed multiple
aspects of the SDN controller such as multiple controllers,
controller placement, and flow redirection. Research in the use
of multiple controllers investigates how multiple controllers can
be used to cooperate to enhance reliability, response time, and
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availability metrics. For example, it was employed in a stochastic
model to evaluate the reliability of a multilevel SDN architecture
where a group of controllers was attached to each other to
efficiently act as a cache system managing local networking and
forwarding rules [25] in order to enhance reliability. Similarly,
a stochastic activity network-based model can leverage multiple
controllers to enhance response time and availability metrics
under a possible failure of a controller or a cluster of controllers
[26], [27].

Controller placement in a network is utilized to enhance the
southbound reliability in SDN [28]. This typically focuses on
determining the minimal number of placed controllers to cover
all network devices and obtain an efficient controller-to-switch
assignment, which were also addressed to enhance the reliabil-
ity of the control plane [29], [30]. The flow-based redirection
approach was also used to reduce the maximum response time
of the controllers. This mechanism requires installing wildcard
rules on switches [31]. However, it enhances the response time
up to 80% compared to the case without this mechanism. Unlike
previous research work, Santos et al. [32] proposed an optimal
solution for the controller placement problem considering the
network robustness at both parts; control and data planes. The
authors aimed to minimize the average switch—controller and
controller—controller delays against a set of failure states.

In addition, a few research studies that evaluate network
reliability have been conducted utilizing different approaches
at the macro-level of network topology: Minimal-cut sets [33],
optimization-based class such as the method proposed in [34],
enumeration-based class such as a sum of disjoint products
method [35], graph-based class such as binary decision diagram
(BDD) [36]-[39], decomposition technique [40], [41], and fac-
toring theorem using polygon-to-chain reduction [42], [43]. Vi-
sual assessment of network robustness variability was proposed
by Manzano et al. [44]. The authors introduced a robustness
surface concept that utilizes the principal component analysis
(PCA) to find the most informative robustness metric under a
failure scenario. Reliability analysis was addressed in [45] to
determine the impact of virtual machines (VMs) migration on
the SDN operational lifetime.

The closest research to ours in terms of the performance
evaluation of both legacy and SDN-based networks is described
in Nencioni et al. [33]. This work describes a Markov-based
stochastic method to compare the availability of both network
architecture designs under correlated failures. Their stochastic
method is based on minimal-cut sets, which is a property of
network topology (i.e., network’s macro-level). Instead, our
approach in this article allows us to consider the failure at both
the macro- and micro levels in legacy and SDN-based networks
by considering the network topology and instantaneous network
state. Furthermore, the paper in [33] is more directed to the study
of the availability of network elements which is, in this sense,
similar to the reachability rather than the reliability.

The aforementioned reliability proposals and frameworks
showed that there is always room for reliability improvement.
However, none of these proposals shed light on the impact of
legacy—to-SDN migration on network reliability.
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Our work is unique as it outlines a framework that allows for a
study of operational reliability of legacy-to-SDN migration. We
investigate the reliability at both the macro level and operational
micro level. Atthe macro level, we identify the coupling between
reachability and reliability metrics. To characterize reachability
and reliability, we define a graph operator L. It works under
any network lifetime distribution, any network size, and any
network topology. It also acts as a link remover of the network
under evaluation. The network operation is highly dependent on
various parameters such as its lifetime distribution, the network
size (i.e., the number of network devices), the corresponding
topology, etc. Therefore, recognizing L as a network operator
and understanding its properties, such as transitivity, enable
us to provide effective solutions at the operational micro level
that prior approaches fall short of. The micro-level information
of a network is necessary to capture the instantaneous states
of the network elements. At the micro level, several research
questions arise, such as at what lifetime the network can achieve
a specific reliability threshold? How many should random
failed links be allowed to maintain reliability within a specific
threshold? At a specific network age, what links should be
proactively maintained to keep reliability within an acceptable
level?

The differences between the aforementioned frameworks and
our proposal are summarized as follows.

1) The frameworks above lack an insightful understand-
ing of the coupling between reachability and reliabil-
ity metrics. It has been known in the reliability re-
search community that the existence of reliability of
communication between two network devices is about
the reachability between them [46]. This is perhaps be-
cause of the perception that the reliability evaluation
depends only on the structural topology of the network
rather than on the characteristics of the whole opera-
tional path that was employed to transmit data traffic.
This means focusing on the macro level of reliability
evaluation rather than on micro-level evaluation, which
includes deeper operational characteristics of the whole
network.

2) Although there is a rich body of literature that addressed
network reliability, there is a lack of reliability research
analysis and evaluation in the context of migration from
traditional networks to SDN-based networks. Addition-
ally, we employ an edge-disjoint-paths strategy, which is
critical to network reliability to avoid message delivery
failure due to network resource sharing. It ensures that
multiple packet flows from one host node to another host
node fully exploit path diversity and do not go through
shared links.

3) None of the current proposals provide detailed character-
istics of reachability and reliability using a graph operator
for a link failure process. A link failure process needs
to be defined as a stochastic-based operator that can be
employed to study the operational lifetime of a network
under any failure distribution and for any network size and
topology.
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III. NETWORK MODELING

A network is represented as a simple undirected graph
G(V,E), where V is the set of vertices/nodes which repre-
sent switches, router, terminals/hosts, etc., and £ is the set of
edges/links that refer to the connectivity between its nodes. Both
V and E sets represent the network’s elements. Let n = |V/|
and m = |E| be the number of nodes and links, respectively.
LetY (t) = {y1(t), y2(t), ..., ym(t)} beabinary vector that
represents the current status of links (i.e., link-status vector),
where a state y; (t) = 1 represents that link e; is available
(up/present) at time t¢; otherwise, link e; is unavailable (i.e.,
down/failed). The failure probability of each link is a random
variable that takes values according to a given probability dis-
tribution. The probability distribution of link failure is usually
generated from statistical data. We denote Pr(e;) as the prob-
ability of link e; being present, where Pr(.) is the probability
function. Similarly, H C V denotes the set of all hosts in G, and
K C {H x H} refer to host/terminal pairs that intend to com-
municate with each other. We denote the size of K by ny. That
is, K ={(hy1,h13), (ha1, hog), - oo (Byy1, Py 2)} . Where
n, = | K|, and ni, < |H|(|H| —1). Thus, there will be ny
packet streams passing through host pairs. Similar to the link-
status vector, we use X (t) = {z1(¢), x2(t), ...,z (t)} be
a binary vector that represents the status of packet flow delivery
at time ¢ (let us call it flow-delivery-status vector), where a
state x; (t) = 1 refers to the packet stream passing host pair
(h;1,h;o) at time t is successfully delivered; otherwise, it is
failed. A successfully delivered packet stream is transmitted
through an operational/up path which is defined as a set of up
edges with no edge repetition.

The assumptions made in this article are as follows. 1) A net-
work is represented as a simple graph in which there is no more
than one link between any pair of nodes. 2) Sending/receiving
data packets occurs between pairs of set /X only. 3) Although our
approach can be applied on nodes too, we only allow links to fail
independently from each other with known probability. 4) For
consistent and fair reliability comparison between legacy and
SDN-based networks, we assume that the links attached control
and data planes do not fail. That is, we focus on the connections
of the forwarding nodes. 5) The failed link is not restored and
remains down.

IV. RELIABILITY METRIC

This section illustrates the reliability metric and its related
concepts. Our analysis and formulation are general and inde-
pendent of the network topology. Studying network reliability
is of paramount importance for both the network operator and the
end-user. Due to the stringent requirements of services such as
real-time services, the network’s element failure, such as a link
failure, may cause a service to be deemed unreliable. Therefore,
the degradation of the network elements has a critical influence
on network operation reliability. A reliable network should
continue working under augmented link failure. In general,
reliability is the probability that a system continues providing
its intended functions/services over a period of time and under
its operating conditions [47]. In a communication network, a
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Tlustration of a packet routing within a network before and after a link

reliability metric measures the robustness of the network after
a possible failure of some nodes or links. Thus, providing
reliable services by network operator mandates meeting the
requirements of these services.

In this article, successive link removals (i.e., failure process)
is applied to the set of links . We assume that the vertex set V'
is fault-free (i.e., failure never occurs to an element in V). We
perform reliability analysis and evaluation to test which of the
two networks, legacy and SDN-based, will successfully deliver
more packet streams per time unit in the presence of a fault. This
metric evaluates the ability of each network design to update
the routing entries upon link failures quickly. This assumes
that the entire network is still connected after a link removal.
However, it is possible that the graph G, which represents the
network, becomes disconnected after a series of link failures.
That is G is fragmented into multiple components or subgraphs,
which causes the nodes in these components to no longer be
able to communicate with each other. Therefore, regardless of
the network design used, legacy, or SDN-based network, the
receiver node will never be able to receive any packets from the
sender node when sender and receiver nodes are in segregated
components.

We differentiate between two cases of unsuccessful delivery
of a packet flow upon a link failure: 1) Unreliability due to a
network failure to reroute the affected stream in a timely manner
(i.e., delay-convergence problem), 2) unreliability due to un-
reachability as sender and receiver nodes (i.e., host pair) reside in
different components. Reliability and reachability/connectivity
are tightly coupled in network analysis. While reliability as-
sesses the current status of a network, unreachability examines
a possible future network dysfunction. Thus, it is essential not
to mix up the two cases. We should first identify the charac-
teristics of both unreachability and reliability before evaluating
the reliability metric of the two network design architectures
(i.e., SDN-based and legacy). Fig. 1 provides an illustration of a
packet routing in a network before and after a link failure. There
are two host nodes (h1, h2), and seven switches (.51,.., S7). Each
link has a cost that will be used to establish the shortest path (SP)
to route packets. As the figure shows, the communicating host
nodes, h1 and ho, will still be reachable after the link between
So and S failed (i.e., there is an alternative path that connects
hy and hy). However, the network reliability depends on the
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response time of the network, and whether or not this time is
within the timeout of the service of interest (i.e., the stringent
requirements of a complete convergence of a network upon
failure is typically sub-50 ms [48]). That is, the delay of the
convergence procedure that runs to recover from a link failure.
This procedure includes detecting a failure event, computing an
alternative routing path, and restoring the traffic flows.

We recall that the failure process occurs on links only. A
similar approach can be followed for nodal failure. Furthermore,
link failure is an iterative process and can be defined as an iterated
graph operator L, as shown in the following definition.

Definition 1: Let GG be a graph that represents a communica-
tion network, L is defined as a graph operator L : G(V, E) —
G(V, E'), where E’ is obtained by possible removal of one or
more links from E. The ith-iterated link removal, L?, i > 0, is
recursively defined as follows:

G, ifi=0
L'(G) = )
L(L7H(G)),

Definition 1 can be extended to the domain of multi-iterations
as follows:

L'(G)=L' (L7 (G)), where i > j > 0,and L° (G) = G.
2

To prove (2), we use the following auxiliary property
L(L*Y(G)) = L Y(L(G)) which can be proved by induction;
we omit the proof for simplicity. Equation (2) can also be
proved by induction as follows. Forj = 0, j = 1, and j =
i, equation (2) holds directly. Let us prove it for 7 > 7 > 1. We
assume that (2)istrueforj = ¢ — 2. Weproveitforj = 7 — 1.

— ! (LHH) (G)) = L(L*(L(@)))

otherwise.

L (@)
— I (L(L(@) = L7 (L2(@).

Equation (2) holds a transitivity property: If a flow-delivery-
status vector X () has been produced through some iterations
of L on network G, G; = L* (G) and X (r) has been obtained
through some iterations on network G;, then X (r) can be
obtained through some iterations of L on network G.

This property helps to predict and maintain reliability over the
network’s lifetime. The failure probability distribution of links
in a graph G determines which links will be removed in each
iteration and their removal order. Therefore, L could remove
zero or more links in any iteration.

A. Unreachability Characterization

In this subsection, network unreachability analysis is con-
ducted by successive link removals while keeping all other
parameters such as the number of nodes, link failure rates,
and link bandwidths unchanged. This type of analysis shows
the network unreachability characteristics over time. Thus, it
helps find the bottleneck of the network operational lifetime
of sending and receiving packets. In this analysis, we create a
network, apply a failure operator L, and then observe the graph
dynamicity over time and its effect on nodal reachability. We
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Fig. 2.

Legacy network of 14 nodes and 18 links.

provide the following auxiliary graph notations to illustrate the
unreachability.
1) A graph G is connected when there is a path (i.e., a
sequence of links) that connects any two nodes in G.
2) A degree of node v in a graph G, deg(v), is the number
of links attached to v.
3) The cut-edge set, e_cut(G), of a connected graph G is
a set of links whose removal disconnects GG. This set is
not unique. The minimum cut-edge set, min_e_cut(G),
is the cut-edge set with the smallest number of links. For
any connected graph G it holds that

|min_e_cut (G)| < min_deg (GQ) 3)

where |.| denotes the size of a set, min_deg(G) is the minimum
node degree in G. A graph G is called k-connected if k£ =
|min_e_cut(G)|. When a network becomes disconnected, the
disruption in packet flow delivery can be assessed by measuring
the number of fragmented components and their sizes (i.e., the
number of nodes in each component). The more components,
the more degradation in delivering packet flows and, hence,
the more unreachability among the network’s elements. The
principle of minimum cut-edge sets plays an important role in
nodal unreachability.

Fig. 2 shows a network of 14 nodes (6 hosts (hi, .., hg),
8 switches (sq,..,ss)) and 18 links. Suppose the link failure
probability follows a uniform distribution. We assume that op-
erator L removes one link randomly in every iteration. To avoid
possible early isolation of hosts, we also assume that the failure
process applies only to the core network, which means link
removal will not affect the links between host nodes and their
direct switches. Thus, L will run for 12 iterations to uniformly
fail the 12 links that are attached to the nodes with labels of
si, where 1 <i <8.

We use Fig. 2 as a base for the results in Fig. 3. In Fig. 3, we
adopt an incremental and irreversible failure process in which
link failure with a random uniform distribution is considered. We
evaluate two metrics: The number of components and the size of
the largest component. The size of the largest component is also
known as the relative size of the largest connected component
(rLCC) [49], [50]. A cross-comparison between the two curves
in Fig. 3 provides a way to analyze features of unreachability
under the execution of L. Fig. 3 shows that the graph G remains
connected (i.e., one component) until time equals 5. However,
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Fig. 3. Number of components and the size of the largest component under
the iterations of operator L where a link failure follows a uniform distribution.

the sharp decline in the size of the largest component can be
interpreted as more components are created. For example, at time
1 = 6and ¢ = 7, the size of the largest component declined
to 10 and 5, respectively. On the other hand, the number of
components was only 2 and 3, respectively. This shows that the
link that was removed at 7 = 7 was a cut edge of the graph
LS(@). This analysis leads to the following proposition.

Proposition 1: Let G be a network. If a set K of host pairs is
reachable at L*((), then it is also reachable at L~/ (G), where
1>75>0.

We omit the proof of proposition 1, which is straightforward.
Proposition 1 will be used later in this section to analyze the
reliability and reachability.

B. Reliability Characterization

The results of the previous subsection suggest two cases
to evaluate network reliability: a) The graph has only one
component, and b) the graph is fragmented and has multiple
components. In the former case, the reliability assessment is
straightforward as each host pair obviously belongs to the same
component. However, in the latter case, a test is required to
ensure that each host pair resides in the same component to be
able to communicate. That is, there should be a path between a
source and destination nodes.

The evaluation of a reliability metric of a communica-
tion network requires sending packet streams between host
pairs and then an assessment of their delivery. We recall
that the flow-delivery-status vector at iteration 4 is X (i) =
(x1(2), w2(3),..., xn, (7)), where ny, = |K| and K is the set
of host pairs that intend to communicate with each other. z; (%)
is a binary random variable that represents the state—of-packet-
flow delivery between the jth host pair (h;;, h;,) at iteration
i, 1<j<nyg,z; (i) = 1 for successful delivery and 0 for
failure.

A network G becomes operationally interrupted after c itera-
tions. That is, the set of links to be removed at iteration (¢ + 1)
is a cut-edge set of L¢(G).

IEEE TRANSACTIONS ON RELIABILITY, VOL. 70, NO. 4, DECEMBER 2021

TABLE I
3-STATE VECTOR OF PACKET STREAMS AS THE NUMBER OF
ITERATIONS / INCREASES

Iteration# # Links flow-delivery-status vector, X (i), (1 for
. removed successful delivery, 0 otherwise)

® so far hy = hg h, = hsg h; > hy
1 1 1 1 1
2 2 0 1 1
3 3 1 1 1
4 4 1 1 1
5 5 1 1 1
6 6 0 0 0
7 7 0 0 0
8 8 0 0 0
9 9 0 0 0
10 10 0 0 0
11 11 0 0 0
12 12 0 0 0

/L ]
~

hy

hy

h;

Fig.4. Two iterations of operator L on graph G: L?(G) and L8 (G) from top
to bottom, respectively. The removal of the link between s1 and s4 in L°(G)
leaves LY (G) disconnected with two components.

Example 1: Table I shows an instance of considering L*(G)
for 1 <4 < 12. Assume three packet streams with host pairs of
set K = {(h1, hg), (h2, hs), (hs, hs)}. Weaim to calculate
the successful delivery of each packet stream under failures
over time. The 3-state vector of all packet streams at iteration
i is shown as X (i) = (x1(¢), x2(), 23(¢)). For instance, at
iterationi = 5, X (5) = (1, 1, 1).

InTablel, L*(GQ) for 1 < i < 5didnotimpact the reachability
of host pairs. However, the whole network can no longer resist
the level of fragmentation it encounters and collapses after time
¢ = 5. It also shows one reliability issue recorded at i = 2,
where the delivery of packet stream between the host pair
(h1, hg) was failed.

The structures of L?(G) and L5(G) are depicted in Fig. 4.
A cross-comparison between Table I and Fig. 4 shows that
the operational lifetime of a network GG ended suddenly after
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i = 5@.e.,X (i) = (0, 0, 0) fori > 5). This suggests that the
link removed from L°(G) is a cut edge. Tracking the structural
change of graph L?(G) shows that the removal of the link s; s4
leaves L5(G) dysfunctional.

Reliability Formulation

We assume that each iteration of operator L is performed
in a one-time unit. Therefore, we use a one-time unit and one
iteration to indicate the same meaning. Consequently, reliability
can be represented as a function of time, namely, R(t). We
recall that the maximum number of successfully delivered packet
streams among all host pairs in K is equal to ny.

Letny, s(t) and ny, ;(t) refer to how many packet streams were
successfully delivered and how many were not, respectively.
R (t) = ”’“ch(t) ,and F (t) = "’“Tfk(t) denote the probability
of survivals and failures of packet streams. Hence, R(t) +
F (t)=1. For instance, if a state vector of packet streams at time

tis X (t) = (21(t), z2(t), 25(1)), R (t) = lre20t o)

and F' (t) = 1— M . As a numerical example,
Table I showsthatn, = 3 (1 e., three host pairsinset K). Att =
2, the state vector is X (2) = (0, 1,1) which indicates the suc-
cessful delivery of two packet streams, i.e., nj, s (2) = 2, and
hence, nj, y (2) = 1. Therefore, network reliability R (2) = 2,
and F (2) = 1.

The reliability of a communication network is usually related
to the connectivity of the network. We can formulate reliability
at time ¢ as follows:

R (t)=—= “)

where ~y(t) denotes the number of connected/reachable host
pairs at time ¢. In the reliability literature, the average two-
terminal reliability (ATTR) refers to the fraction of the number of
occurrences the network remains connected over all simulation
runs [51], [52]. Two host pairs are connected/reachable when
there is a path that attaches them together. On the other hand,
Table I shows that at ¢ = 3, 27 (3) = 1 which means, by
proposition 1, that the connectivity condition was held for the
host pair corresponding to x1(2) (i.e., hy and hg should be
connected at t = 2), yet the packet stream was not delivered
as 21 (2) = 0. This is because there are other factors involved
so that traffic flow was not delivered, although a path between
the two hosts was present. Potential micro-level factors could
be related to active queue management (AQM), scheduling,
buffering, rerouting, bandwidth management, etc. Let us denote
these factors as resource-related traffic factors (RTF). Thus, the
competition on shared network resources such as the capacity
of links and switches between different packet flows contributed
to the degradation of network reliability.

Example 2: Using Fig. 2, assume two pairs of terminals
(hi1shig) = (h1, ha), and (1, hjo) = (h2, hs). (h1, ha)
is connected through a path p; = {h1, s1, S3, S5,87, ha},
while (hg, hs) is connected through a path p; =
{ha, s1, S3, S4,56, Ss, S7, hs}. p;, and p; share at least
one network element, namely, the two nodes s; and s3 and the
link between them, e. If any factor from RTF occurs at time ¢,
then at least one of the packet streams through these paths may

1531

not be delivered, i.e., z; (t) = 0 or x; (t) = 0, and, hence,
R(t) < 1.

Clearly, a communication network has no reliability when
every host pair in set K is disconnected, i.e., v (t) = 0. How-
ever, what is more interesting is that reachability is not enough
for reliability. Indeed, resource availability for packet messages
should be guaranteed in order to guarantee reliability. Link
congestion is one of the most critical reasons behind packet loss
[53]. As a concrete input for the above example, if the shared
link e at time ¢ did not have enough bandwidth to allow both
packet messages passing through p;, and p;, then degradation
of reliability would be an issue in this case. Therefore, adopting
edge-disjoint routing among host pairs would allow traffic to
flow smoothly. We address the impact of disjoint paths on
reliability in Section IV-D.

Calculating the average reliability at time ¢ over multiple
instances of L(G) can be achieved by applying the whole set
of link removal process multiple times, e.g., 8 times, as follows:

1 0
=3 Z )

where Ry (t) is R(t) at instance k.

Proposition 2: Let G(V, E) be a network. Considering (4)
and with the absence of RTF’s impact, the network reliability of
G under application of operator L is a nonincreasing function
in time. That is R(t) > R(t + A), where A > 0.

Proof: Let F(t) and f(t) be the failure cumulative dis-
tribution function (CDF), and the failure probability density
function (PDF), respectively, of links applied by operator L on
G.Thus,R () = 1 —F (t) = 1— [t f(t)dt. At time t + A,
R(t+A)=1— [LH2 f(t)dt

Therefore, the change in network reliability in a period of time

[t,t+ Alis
t+A t
—/0 t)dt—I—/o or

- —/:JrAf(t)dt.

RAvg

R(t+A)—R (1) =

|

Proposition 2 shows that reliability under a failure process
is a monotonic decreasing function in time. However, this is
guaranteed under the absence of RTF’s impact. In fact, this
condition can be relaxed a little bit to read “under a system-
atic impact of RTF” instead of a complete “absence of RTF’s
impact.” In other words, if the impact of RTF is consistent at
any time ¢, then reliability under operator L will behave as a
none-increasing function over time. Based on this proposition,
we have the following corollary.

Corollary 1: Let G(V,E) be a network. Considering the
absence of RTF, the average network reliability under the ap-
plication of operator L is a nonincreasing function in time ¢.
That is Ravg(t) > Ravg(t + A), where A > 0.

Proof: Follows from (5) and Proposition 2. [ |

In this article, we also use the following indicators to quan-
titatively analyze the operational reliability: Expected packets
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TABLE IT
CALCULATION OF THE INDICATORS BASED ON TABLE I
Failure’s time t epnd(t) ppopl(t) npidr(t)
1 0 0 0
2 1 1 0.33
3 0 0 0
4 0 0 0
5 0 0 0
6 3 1 1
7 3 1 1
8 3 1 1
9 3 1 1
10 3 1 1
11 3 1 1
12 3 1 1

not delivered (EPND), the presence probability of packet loss
(PPoPL), and the network packets interruption duration ratio
(NPIDR). Let T be the time interval of each failure iteration,
and Ty, be the whole iterations time. The indicators epnd(t),
ppopl(t), and npidr(t) at time ¢ can be calculated as follows:

epnd (t) = T x [Py (t) — Py (t)] (6)
N R
npidr (t) = (w ¢))

where Ps(t) is the number of packets sent and of which a
number of P,(t) is successfully delivered. The indicator epnd(r)
represents packets undelivered in each simulated failure at time
t. ppopl(t) shows the presence of the undelivered packets in
each simulated failure iteration z, one for the existence and zero
otherwise. And the indicator npidr(f) describes the duration
of the undelivered packets per failure iteration. Based on the
3-state-vector in Table I, we calculate the three indicators as
shown in Table II.

After the iterations are stopped, the network reliability indi-
cators can be calculated by summing up their values over all
iterations (i.e., Tyum). Thus, EPND = 22 = L packets per
iteration, PPoPL = % = %, NPIDR = % per iteration
time.

C. Impact of Link-Failure Probability Distribution
on Network Reliability

Equation (4) calculates reliability at time ¢ by counting the
number of successfully delivered messages over the total number
of messages. However, a general analysis of network reliability
requires prior knowledge of the link failure probability distri-
bution, which can be generated from historical statistical data.
Therefore, failure probability distribution used by operator L to
remove links from network G has a direct impact on a link-state
vector Y (t) and, consequently, it affects the traffic-delivery-state
vector X (t). As there are m links in a network G, Y () has
2™ possible combinations/settings; each of which will directly
affect X (¢). Thus, the reliability of G will now be related to each
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setting of Y'(¢). Equation (4) can be employed as follows:

R =S ROPr(Y () = Z%)Pr(y @) ©
where
Pr(Y(t)= [[ Pr(e) [T @-Pr(ea)
1<k<m 1<k<m
yr (t) =1 yr (t) = 0
(10)

We recall that a state yy (¢) = 1 represents that a link e,
is up/present at time ¢; otherwise, link ey, is down/failed. The
computation cost to evaluate all settings grows exponentially
in the number of links. In fact, the evaluation of reliability is
proved to be a #P-complete problem [9], [10], and therefore
reliability metric cannot be computed for large-scale networks
through link-state vector combinations.

D. Impact of Disjoint Paths on Reliability

The discussion and analysis in Section IV-B showed that
the existence of reachability does not guarantee network reli-
ability. It suggests the criticality of disjoint resources besides
maintaining reachability to mitigate any possible degradation in
reliability due to the presence of RTF. That is, disjoint routing
paths do not compete for network bandwidth, reduce congestion,
and enhance network reliability [54]. Furthermore, in case of a
link failure, path disjointness presents a good solution to avoid
rerouting traffic flow through the path associated with the failed
link. In this subsection, we investigate packet message delivery
via disjoint paths.

Paths could be either disjoint via vertices or edges. However,
disjoint paths via disjoint vertices (vertex-disjoint paths, VDP)
is a superset of disjoint paths via disjoint edges (edge-disjoint
paths, EDP). That is EDP C VDP. In this article, we focus on
EDP. Menger’s theorem [55] states that in a graph G the size of
a minimum cut-edge set, i.e., min_e_cut (G), is equal to the
maximum number of disjoint paths that can be found between
any host pair. Using (3) the size of EDP for each host pair is
given by the following:

|[EDP| < min_deg (G) <n — 1. (11)
Let (h;y, h;5), where i € {12,..,ny} be a host pair of K that
are connected through disjoint paths D; = {p1, p2,...., Dr},

where r = |EDP| refers to the size of the set of edge-disjoint
paths. With a proper link-labeling, D; can be calculated by
running a breadth-first search r times. This yields a complexity
of O(r(m + n)). We order these paths, such that |p;| < |p2| <
so.es < |p7|, where |p;| refers to the number of edges/hops that
form p;. A path p; is operational, p; ,,;, when all edges consti-
tuting p; are up/present. The probability of p; ., is formulated
as follows:

Pr (pj,opl) = H Pr (ek) (12)
1<k <|pl
€L € Pj
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We assume that the routing of packet traffic follows a shortest-
path method. This means the probability that p; is the shortest
path to be used, p; usd, by (h;q, o) is given by

-1

Pr (pj_usa) = [ ] (Pr(p:_sa)) - Pr(pj_op)

z=1

13)

where p._, denotes the path p, is failed, which has the follow-
ing probability:

j—1
Pr(p. sa) =[] |1~ II  Prien (14)
=t 1<k < |p:]
€ € Pz

Therefore, network reliability under edge-disjoint can be for-
mulated as follows:

Nk T
R = Z R(t) Z Pr (pj usd)
i=1 j=1
(hi1shig) € K pj € D;
1 Nk I
- > > Pr(pjua)- (13
i=1 j=1

(hi1,hig) € K pj € D;

Based on (15), a simple and efficient algorithm can be de-
signed to calculate reliability under edge-disjoint paths. We omit
the algorithm since it is straightforward. However, we show its
computational efficiency in the next proposition.

Proposition 3: K-pair reliability of a network G can be
calculated by (15) in polynomial time of O(n(m + n)ng).

Proof: The time complexity of the omitted algorithm can be
calculated as follows. The outer loop (i.e., the outer summation)
iterates a number of times equal to the size of a host-pair
set of K (i.e., ng). In each iteration, finding D; requires a
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v

SDN-based network topologies. (a) TREE(Original). (b) MESH(Original). (¢) HYBRID(Original).

time of O(r(m + n)). The number of iterations of the in-
ner loop is r which upper-bounded by n — 1, according to
(11). The calculation of Pr(p; 4sq) requires O(n). Therefore,
the total time complexity is O((ng(m + n) + ngn) (n — 1)) =
O(n(m + n)ny). [ |

V. NETWORK TOPOLOGY AND PERFORMANCE EVALUATION

In order to cover most types of network topologies, we adopt
a tree, mesh, and hybrid network topologies, as shown in Fig. 5.
We omit the figures of legacy network topologies because they
are like their SDN-related network counterparts, except they do
not have an SDN controller.

A. Emulation and Simulation Environment

SDN-enabled network topology of our experiment is emu-
lated using Mininet 2.2.2 [56] with Open vSwitch (OVS) 2.5.4
supported by OpenFlow version 1.3 [57]. Mininet can be used
as both an emulator and a simulator [24], [58]. It is widely
used by many researchers for performance evaluation of SDN-
based networks in different domains such as acoustic sensor
networks, communication networks, and security [59]-[63]. A
management problem of the physical resources such as CPU
power and memory can lead to bottlenecks in the Mininet
environment, especially in large-scale emulated networks [64].
In our experiments, we use small-size topologies. Furthermore,
we employ the flexibility of Mininet to allocate fractions of the
resources of the host machine such as CPU power, memory
allocation, etc. For example, we manage CPU power through
“mininet.node.CPULimitedHost Class” to assign a fraction of
CPU power for each emulated host node (i.e., VM) [65]. Sim-
ilarly, the characteristic parameters of each virtual link such
as bandwidth, packet loss, delay, and jitter can be assigned a
specific value. Mininet also creates unique network namespaces
to isolate the communications between the VMs and the host
system. Therefore, our experiments are conducted in a dedicated,
uninterrupted, and stable platform.
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In our Mininet setting, we follow the same approach as in
[24]. Based on the three types of network topologies in Fig. 5, 12
network topologies were generated and considered in our study
as will be shown in Section V-B. These topologies have a various
number of network elements with maximum and (minimum) val-
ues of 32(4) hosts, 17(3) switches, and 68(6) links, respectively.
In the emulation, each host node uses the pingAll() function
to send the ECHO_REQUEST message to test the connectivity
with all other host nodes. ECHO_REPLY packets are captured
at the sender’s host using the tcpdump tool. Links are configured
with a I-ms delay. The size of ICMP Ping message is 64 bytes
[66]. The time between every consecutive ping is determined
by response time to receive the ECHO_REPLY, which, in turn,
depends on the length of the path used to transmit the packet.
In the worst-case scenario, the round-trip time (RTT) is 136 ms
(= 68(links) x 1(ms) x 2(round trip)), while itis 12 ms in
the best case scenario [i.e., the case of tree topology in Fig. 5(a)].
Accordingly, the bandwidth of traffic flow between host pairs is
no more than 41.6 kbps (i.e., (64 x 83.3 x 8)/1024). We set up
a capacity of each link at 1000 Mbps as in [24].

Using Mininet, we run a Python program agent to simulate
traffic flows in each network. Furthermore, Floodlight [67] V1.2
is used as the SDN controller for all experiments. Floodlight is
based on the Java programming language. It adopts a forwarding
policy that uses the shortest-path tree to forward data flows for
every switch [68]. Since the size of our network topologies is rel-
atively small, one controller would be enough in the simulation
of all experiments.

On the other hand, we follow the same settings to emulate and
simulate legacy network topologies. However, to mimic legacy
switches, we set OVS into standalone and spanning tree protocol
(STP)-enabled mode, and, of course, there is no controller in this
case.

These applications (e.g., Mininet, Floodlight, and bash shell)
run on ThinkCentre Desktop with Intel Core™ i5-6500T CPU
@ 2.5GHz, 8GB of RAM and 64-bit Ubuntu 16.04LTS operating
system.

The all-terminal reliability-evaluation problem is computa-
tionally intractable for arbitrary networks and shown to be #P-
complete [9][10]. In all-terminal reliability-evaluation research
problem, using limited-size network topology (such as a network
with 68 links or less) has been widely adopted in several research
papers [69]-[74] for validating their solutions.

B. Experiments and Performance Evaluation

We will present three sets of reliability evaluation, according
to the various topologies used: Tree-based, Mesh-based, and
Hybrid-based. Furthermore, each of which will have three ex-
tensions to provide a wide range of topologies within the same
type but different in network size, and the number of hierarchal
levels. Hence, we consider the following parameters.

1) The number of levels (i.e., depth) of each network type is

1, 2, 3, or 4, where depth 1 refers to the original graphs
depicted in Fig. 5. Each additional level will increase
the number of switches and hosts (i.e., network size) by
100% of the original network excluding the root switch,
s1. For example, a two-level topology of a tree type will
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TABLE III
COMPARISON OF DIFFERENT PARAMETERS BETWEEN VARIOUS TYPES
OF TOPOLOGIES AND THEIR VARIATIONS

tructure Original Two-level Tlhree- Four-level
evel
Type
7L 6 12 18 24
TREE [ 3 5 7 9
7L 11 22 33 44
MESH [ g 7 5 7 9
#H 4 8 12 16
3 17 34 51 o8
HYBRID [g 5 9 13 17
#H 8 16 24 32

include one more level compared to the original graph.
This will double the number of links and hosts. However,
the number of switches (#S) will increase by two as shown
in Table III. Therefore, we call the Two-level tree topology
simply by TREE(Two-level). The same analogy will apply
to other topologies.

2) The pattern of connecting switches to switches and
switches to hosts will be the same. For example, the
tree-type network will connect each switch with only two
hosts.

Table III shows the comparison between the three topologies
against the number of links (#L), the number of switches (#S),
and the number of hosts (#H).

First, we present the reliability-related settings before ad-
dressing the performance evaluation of the various topologies.
In our experiments, we adopt the graphs G in Fig. 5(a)—
(c) and their extensions, as described in Table III. Legacy
network topologies are similar to their SDN-based counter-
parts but without a controller. This analysis aims to mea-
sure the average all—pair—reliability of each network de-
sign under the iterated failure process using operator L. To
achieve this, for each iteration 4, the following steps will
take place: 1) Apply link removal operator L(G), 2) gen-
erate packet flows by using the pingAll() function. Hence,
test connectivity between each host pairs (h;, h;), where 1 <
i,j <mn, and i # j, and then 3) calculate the traffic-delivery-
state vector X (i) = (x1(i), x2(4),.., Tn, (7)), where nj =
|H|(|H| — 1). The steps 1), 2), and 3) will be repeated until
one link remains unremoved or reliability reaches zero. We
calculated Rag(t) for different trials (1, 3, 6, 10, 15, 20, 25,
40). We found that the result is convergent. It always converges
and stabilizes after 15 trials. Our measurements of the variance
of Ravg(t) suggested that # = 20 should provide stable and
convergent results. Therefore, the whole experiment is repeated
20 times for each network topology.

We consider the exponential distribution as a lifetime model
for our networks’ links. That is R (t) = e ', where A is a
scale parameter (also known as a hazard rate). The exponential
distribution is widely used by the reliability research community
as a time-to-failure model for various systems.

In exponential distribution, the failure of an element of the
network may not be due to aging, but rather to random events
related to network operation such as communication or routing
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the failure process follows an exponential distribution with A = 1/4.
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the failure process follows an exponential distribution with A = 1/4.

100

3

faults. The link removal operator L*(G) follows a link failure
probability which is defined as [75]:

(o)
Pri0<T<t)= 1 —/ e Mdt = 1—e
t
where T is arandom variable that refers to a lifetime of a network
link (i.e., representing the time until a link fails).

Next, we present our experiments to evaluate the performance
evaluation of the two systems against operational reliability and
under three sets of topologies: Tree, mesh, and hybrid, along with
their extensions. Each set deals with the performance evaluation
of one of the three topologies against the reliability metric. The
results of each set will be presented as a grid of four subfigures
associated with the four level-based topologies: Original, Two-
level, Three-level, and Four-level as shown in Table III.

Set 1: Reliability under Tree-based Topologies

Fig. 6 shows the performance evaluation that is conducted
for the tree network type which Original/One-level topology de-
pictedin Fig. 5(a). The subfigures of Fig. 6 show the performance
of reliability as a link failure process proceeds (proportion of
failed links). We recall that each point in every graph is averaged
from 20 replication scenarios. The performance of the two
designs is comparable with SDN-based network outperforming
the original and the two-level topologies in some cases. It should
be noted that at around 70% of the accumulated failed links, the
reliability values of both architecture designs approach zero for
all the tree level-based topologies.

Set 2: Reliability under Mesh-based Topologies

In this set, performance is evaluated for the mesh-type
network. Like the tree-type network, the performance of the
two architecture designs is similar, as shown in Fig. 7. How-
ever, there is a slight outperformance of SDN over legacy in
MESH(Three-level).

E
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Fig. 8. Reliability over time of SDN-based versus legacy hybrid-topologies
as the failure process follows an exponential distribution with 1 = 1/4.

We observe that legacy networks lack fast routing reconfig-
uration at the start of each experiment (i.e., x = 0). This is
because the legacy network does not know the global topological
information which can be used as leverage for making fast
routing decisions. However, it is more apparent in topologies
with a small number of hosts. For example, TREE(Original) in
Fig. 6 and MESH(Original) in Fig. 7 have both four hosts, which
is a relatively small number compared to the other topologies.
Consequently, there is a gap in performance at the beginning of
each experiment.

Set 3: Reliability under Hybrid-based Topologies

Set 3 is evaluated for hybrid-type networks. Fig. 8 shows
the performance of both systems, which is not different from
what we observed in Figs. 6 and 7. The performance of legacy
networks is close to SDN-related networks.

Figs. 6-8 show that the majority of the visible differences in
reliability values occurred at x = 0 (i.e., at zero proportion
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EVALUATE THE STATISTICAL SIGNIFICANCE OF THE DIFFERENCES IN RELIABILITY VALUES AS PRESENTED IN FIGS. 6—8 USING T-TEST. RESULT IN EACH CELL IS

TABLE IV

IEEE TRANSACTIONS ON RELIABILITY, VOL. 70, NO. 4, DECEMBER 2021

REPRESENTED AS FOLLOWS: H/P ON THE TOP AND THE CONFIDENCE INTERVAL BELOW IT. A IS EITHER 1 OR O (REJECT OR ACCEPT) REJECT THE NULL
HYPOTHESIS, WHILE P INDICATES THE P-VALUE

Iteration #
Topolo 1 2 3 4 5 6 7 8 9
TREE(Original) 0/0.064 0/0.509 0/0.509 0/0.343 0/0.343 0/0.678 0/0.678 0/0.678 0/0.678
(-2.44, (-7.14, (-7.14, (-10.87, -10.87, (-10.46, (-10.406, (-10.46, (-10.46,
0.77) 3.81) 3.81) 4.20) 4.20) 7.13) 7.13) 7.13) 7.13)
TREE(Two-level) 0/0.237 0/0.716 0/0.223 0/0.298 1/0.003 1/0.011 1/0.011 1/0.011 0/0.140
(-6.17, (-5.39, (-1.56, (-3.81, (-5.10, - (-3.78, - (-3.78, - (-3.78, - (-5.40,
2.88) 7.54) 5.85) 1.31) 1.33) 0.69) 0.69) 0.69) 0.94)
TREE(Three-level) 0/0.334 0/0.310 0/0.360 0/0.714 0/0.274 0/0.274 0/0.145 0/0.145 0/0.145
(-2.12, (-4.94, (-5.83, (-1.51, (-0.93, (-0.93, (-0.54, (-0.54, (-0.54,
9.12) 1.75) 2.35) 2.11) 2.90) 2.90) 3.11) 3.11) 3.11)
TREE(Four-level) 0/0.804 0/0.622 0/0.607 0/0.635 1/0.042 1/0.042 0/0.051 0/0.051 0/0.222
(-9.80, (-2.86, (-3.28, (-2.80, (-3.34, - (-3.34, - (-2.32, (-2.32, (-1.59,
2.30) 4.53) 2.03) 1.80) 0.07) 0.07) 0.01) 0.01) 0.42)
MESH(Original) 0/0.531 0/0.745 0/0.504 0/0.678 0/0.678 0/0.678 0/0.678 0/0.678 0/0.678
(-6.11, (-9.37, (-1.72, (-1.46, (-1.46, (-1.46, (-1.46, (-1.46, (-1.46,
4.44) 1.37) 9.38) 7.13) 7.13) 7.13) 7.13) 7.13) 7.13)
MESH(Two-level) 0/0.581 0/0.890 0/0.954 0/0.724 0/0.726 0/0.726 0/0.930 0/0.510 0/0.510
(-8.95, (-8.68, (-2.03, (-9.30, (-7.52, (-7.52, (-8.63, (-6.05, (-6.05,
1.02) 2.18) 9.96) 1.87) 1.38) 1.38) 9.35) 1.21) 1.21)
MESH(Three- 0/0.06 0/0.179 1/0.037 0/0.122 0/0.207 0/0.232 0/0.697 0/0.945 0/0.945
level) (-0.13, (-3.68, (0.76, (-1.18, (-2.11, (-1.98, (-3.57, (-3.56, (-3.56,
5.28) 7.01) 9.24) 8.45) 8.47) 7.03) 5.09) 3.78) 3.78)
MESH(Four-level) 0/0.730 0/0.431 0/0.558 0/0.374 0/0.259 0/0.259 0/0.254 1/0.032 1/0.032
(-9.13, (-1.54, (-2.06, (-1.65, (-8.39, (-8.39, (-6.55, (-6.57, - (-6.57, -
1.54) 7.71) 1.56) 7.32) 2.55) 2.55) 1.96) 0.38) 0.38)
HYBRID(Original) 0/0.678 0/0.445185 | 0/0.781311 | 0/0.962872 | 0/0.351257 | 0/0.351257 | 0/0.430305 | 0/0.572715 | 0/0.572715
(-1.80, (-4.32, (-8.26, (-4.72, (-4.72, (-6.68, (-4.46, (-4.46, (-4.46,
8.51) 1.10) 8.62) 1.86) 1.86) 3.11) 2.68) 2.68) 2.68)
HYBRID(Two- 0/0.235 0/0.648 0/0.833 0/0.825 0/0.701 0/0.701 0/0.70 0/0.534 0/0.534
level) (-2.67, (-8.86, (-7.84, (-3.35, (-1.95, (-1.95, (-1.37, (-1.69, (-1.69,
6.33) 3.53) 9.50) 4.10) 1.37) 1.37) 1.95) 0.95) 0.95)
HYBRID(Three- 1/0.015 0/0.168 0/0.441 0/0.879 0/0.124 0/0.123 0/0.119 0/0.119 0/0.119
level) (-9.27, - (-7.96, (-6.56, (-4.76, (-0.41, (-0.41, (-0.33, (-0.33, (-0.33,
4.06) 1.62) 3.11) 4.14) 2.87) 2.87) 2.43) 2.43) 2.43)
HYBRID (Four- 0/0.350 0/0.235 0/0.306 0/0.673 0/0.586 0/0.586 0/0.404 0/0.404 0/0.404
level) (-6.35, (-2.12, (-1.34, (-1.85, (-2.27, (-2.27, (-1.84, (-1.84, (-1.84,
1.17) 7.59) 3.79) 2.74) 1.36) 1.36) 0.82) 0.82) 0.82)

of accumulated failed links) which means when the failure
process did not even start. These fluctuations are due to the
latency metric for which a legacy system will take a longer time
for routing reconfiguration than SDN-based counterpart as we
have shown this result in our previous work [21]. Therefore,
there are quite a few visible performance differences such as
the two intervals in the middle of Fig. 7 [MESH(Three-level)].
Performance differences that occurred at z = 0 is not related
to operational reliability.

Our findings in Figs. 6-8 show small differences in perfor-
mance between legacy and SDN-based networks. Thus, there is
aneed to evaluate the statistical significance of these differences.
Next, we employ a T-test [76] for this purpose.

C. Analyzing the Statistical Significance

In this subsection, we use the techniques proposed by Jain
[76] to evaluate the statistical significance of the differences in
reliability values as presented in Figs. 6-8.

There are 12 different topologies for each system as shown
in the previous subsections. For each topology, there are 6
observations per iteration of L. We take a random sample

of 20 reliability values (i.e., # = 20) for both systems per
each iteration of L. Let us represent the observations by
(lo, 11, lay.....;lg—1) and (so, S1, S2,.....,Sg_1) for each it-
eration applied on legacy and SDN-based systems, respec-
tively. The differences of these observations are represented by
D = (50 — l()7 S1 — ll, S9 — l2, ey Sp—1 — 19_1).Thlls, the
null and alternative hypotheses are as follows.

1) Null hypothesis Hy: up = 0. That s, the mean difference

of D is equal to zero.

2) Alternative hypothesis H,: pup # 0.

The values of the reliability metric are roughly symmetric with
no outliers. That is, the individual observations can be consid-
ered independent, the sampling distribution of mean difference
is approximately normal, and the data are random samples from
the population. Therefore, the conditions for performing this
type of test are met. We used a significance level of @« = 0.05.
We reject the null hypothesis if p—value < «. Rejecting the
null hypothesis means that the difference between the reliability
performance for legacy and SDN-based networks is statistically
significant which means that the test favors the alternative hy-
pothesis. In this case, the zero value is not contained in the
confidence interval (CI).
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Simulation failure at time 7 W

At least one link is removed?

Yes

| Update the link-status vector |

v

| Update the flow-delivery-status vector |
v
Calculate reliability indictors: |
epnd(t opl(1), and npidr(t)

Simulation of failure process is done?

Yes

| Calculate reliability indictors: |
EPND, PPoPL, and NPIDR

= O

Flow chart of calculating reliability indicators through simulation.

Fig. 9.

Table IV lists all results of the T-tests against the null hypoth-
esis at a significance value of 0.05 and § = 20. There are 12
topologies and 9 iterations of operator L. We recall that the value
9 refers to the number of iterations of operator L, while 20 is the
number of repetitions of each experiment. Therefore, for each
iteration of L there will be 20 reliability values/observations.

Table IV shows that the majority of the CIs contain the value
zero (98 cases out of 108 cases). This means that there is not
enough evidence to reject the null hypothesis. The 10 cases that
rejected the null hypothesis, highlighted in yellow in Table IV, do
not establish a solid ground that can favor either system against
the other as shown by their CIs. Therefore, it is plausible that
there is no difference between the means of the performance of
both systems concerning the reliability metric.

Table IV also shows that the insignificance of performance
between both systems with respect to the reliability metric is
more obvious in larger network types in terms of the number
of nodes, links, and node degree. For example, unlike the tree
network type, a hybrid type has higher interconnectivity which
makes it more resistant to link failures. In other words, in larger
networks, there is no single link failure that could disconnect the
entire hybrid systems in early iterations of the failure process.
This property allows a smooth degradation of reliability values
in both systems and, hence, a more accurate evaluation of the
mean difference of these values.

We further quantified the reliability difference between the
two architecture designs by employing the reliability indica-
tors EPND, PPoPL, and NPIDR that we introduced in
Section I'V-B.

D. Reliability Indicators

Reliability indicators EPND, PPoPL,and NPIDR will
be used in this subsection for deeper quantitative insights into
reliability. This will shed light to better interpret the results at
packet-level delivery. Fig. 9 shows the flow chart of calculating
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TABLE V
COMPARISON OF TREE-TYPE NETWORK-RELIABILITY INDICATORS BETWEEN
SDN-BASED VERSUS LEGACY TOPOLOGIES

Reliability EPND NPIDR
indicators (packet per PPoPL (time%)
Tree topology time unit)
One-level 7.99 1 66.66
SDN-based =0 evel | 4133 1 73.81
topology Three-level 106.45 1 80.65
Four-level 193.11 1 80.46
One-level 7.79 1 64.99
Legacy Two-level 41.42 1 73.96
topology  MThreelevel | 104.77 1 79.37
Four-level 192.11 1 80.05
The One-level -2.56 0 -2.56
improvement | Two-level 0.20 0 0.20
of the SN " Tevel ~1.60 0 1.61
impact (%) Eourievel | 20.52 0 052
TABLE VI

COMPARISON OF MESH-TYPE NETWORK-RELIABILITY INDICATORS BETWEEN
SDN-BASED VERSUS LEGACY TOPOLOGIES AND UNDER EXPONENTIAL

FAILURE DISTRIBUTION
Reliabilit EPND
indicztors PPoPL N.PHzR
Mesh topology (packet per (time%)
time unit)
One-level 9.13 1 76.04
SDN-based - \grmmspme] 39 1 69.64
topology  |Three-level 100.27 1 75.96
Four-level 186.63 1 77.76
One-level 8.99 1 74.99
Legacy Two-level 40.18 1 71.75
topology [T reeTevel 103.41 1 78.34
Four-level 181.38 1 75.57
The One-level -1.39 0 -1.39
improvemen | Two-level 2.94 0 2.94
tofthe SDN' [T ee Jevel 3.03 0 3.03
impact (%)  TEguievel 289 0 289

these indicators through simulation. The flowchart, in Fig. 9,
starts with a link-failure at time ¢ (i.e., apply L each time). Next,
if at least one link is removed, it updates the link-state vectors so
that the states of removed links are set to zero, and then updates
the flow-delivery-status vector. In our experiments, the flow-
delivery-status vector includes ny = |H|(|H| — 1) values that
represent all-to-all communications of the pingAll() function,
where | H | is the number of hosts in each network topology. In the
next step, reliability indicators at time ¢ are calculated according
to (6)—(8). If the failure process is done, the network reliability
indicators for all time ¢ (i.e., FPND, PPoPL,and NPIDR)
are calculated. Otherwise another failure iteration takes place.
We use the data collected in the experiments described in
Section V(B) to calculate the results of the reliability indicators.
The results are provided in Tables V— VII for the tree, mesh, and
hybrid topologies, respectively. PPoPL is always one in both
architecture designs because the link failure is present in every
iteration. The cross-reference comparison between Table V and
Fig. 6 shows the same general behavior of the performance of the
two network designs. However, values of EPND and NPIDR pro-
vide detailed information. For instance, SDN-related network
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TABLE VII
COMPARISON OF HYBRID-TYPE NETWORK-RELIABILITY INDICATORS
BETWEEN SDN-BASED VERSUS LEGACY TOPOLOGIES AND UNDER
EXPONENTIAL FAILURE DISTRIBUTION

Reliability EPND NPIDR
_ indicators (packet per PPoPL (time%)
Hybrid topology time unit)

One-level 37.61 1 67.16
SDN-based o oTlevel 183.72 1 78.64
topology  |Three-level 448.09 1 81.18
Four-level 879.42 1 88.65
One-level 36.56 1 65.28
Legacy Two-level 191.18 1 79.66
topology  [Threelevel |  438.55 1 79.45
Four-level 887.26 1 89.44
The One-level -2.89 0 -2.89
improvemen [ Two-level 1.28 0 1.28
tofthe SDN  [Tpree fevel 218 0 2.18
impact (%) [Fourfevel 0.88 0 0.88

does not make any improvement over the legacy counterpart in
one-level, three-level, and four-level topologies.

On the contrary, legacy networks performed slightly better
under these networks with a high 2.5% at one-level topology.
For two-level topology, SDN made a tiny improvement with
only 0.2% over the legacy network. Note that the improvement
values of the EPND and their corresponding NPIDR should be
equal as per (8).

Table VI shows that SDN has improvement in two-level and
three-level mesh topologies, respectively, with 2.94% and 3.03%
improvement. This finding confirms the results in Fig. 7. On
the other hand, the legacy network did better in one-level and
four-level topologies, with 1.39% and 2.89%, respectively.

Table VII shows the performance of SDN-related networks,
and their legacy counterpart is almost even. Legacy and SDN
have performance peaks of 2.89% and 1.28%, respectively.
Regardless of the underlying network architecture design, the
results from all the conducted experiments above showed a
comparable performance of both traditional and SDN-based
systems.

Furthermore, the failure process had a greater impact on the
reliability of smaller topologies such as tree topology and its
extensions. This is probably due to the direct effect of the link
failure process on the cut-edge sets with the smallest size as
defined in (3).

E. Sensitivity Analysis to Hazard Rate

In our previous experiments, the exponential distribution was
adopted with a constant hazard rate (i.e., A is constant) for all
links. However, the hazard rate could be different from one
link to another. This subsection addresses the sensitivity of the
reliability metric to the hazard rate. Therefore, we will allow
each link in a network to have a different hazard rate rather
than a fixed one. We choose the Weibull distribution for this
purpose. Unlike exponential distribution, Weibull distribution
allows time-dependent failure rates [77]. For example, Weibull
distribution considers the network elements’ early-operational
life (infant mortality), then fairly constant failure rate (useful
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Fig.10.  Bathtub curve obtained by multiple failure rates modeled with Weibull
distribution using 2 = 1 and different values of b.

TABLE VIII
COMPARISON OF EPND INDICATOR BETWEEN SDN-BASED VERSUS LEGACY
TOPOLOGIES AND UNDER WEIBULL DISTRIBUTION WITH A = 1 AND b = 0.4

Reliability EPND EPND EPND
indicators
Hybrid topology (TREE) (MESH) | (HYBRID)
One-level 8.4 8.83 42
SDN-based I evel 41.94 37.61 186.5
topology Three-level 108.22 97.36 386.69
Four-level 197 159.62 708
One-level 8.4 8.94 42.22
Legacy Two-level 41.83 37.44 186.45
topology [T reefevel 107.89 97.64 386.19
Four-level 196.75 162.27 708.73
The One-level 0 1.24 0.53
improvement | Two-level -0.27 -0.45 -0.02
of the SDN  [Tpree Tevel 031 0.28 0.13
impact (%)  ESFievel 20.13 1.6 0.10

life), and the aging of network elements’ in which failure rate
increases again (wear out). Fig. 10 shows the hazard rates of
the three stages of an element’s lifetime that is considered by
Weibull distribution.

Our main focus in this subsection is to assess the impact, if
any, of different hazard rates of network links on the performance
evaluation of both architecture designs against the reliability
metric. To this end, we evaluate the performance through either
hazard rates at the infant mortality stage or at the wear-out stage.
In our experiment, we chose the Weibull distribution withb = 0.4
and A = 1 (i.e., infant mortality-based hazard rates). The results
are shown in Table VIII.

The findings of this experiment show no impact of different
hazard rates on the comparative performance evaluations of
legacy and SDN-based network against network reliability met-
ric. That is, the reliability of both network architecture designs
is not sensitive to different hazard rates.

F. Discussion

Our simulation results show that the performance of the two
architecture designs (i.e., SDN and legacy) have comparable
performance regarding operational reliability and the difference
between them is deemed statistically insignificant. Section V-C
sheds light on packet-level details of this comparability in the
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performance. Tables V-VII reassure the comparable perfor-
mance for both systems with respect to EPND/NPIDR values.
Furthermore, the values of EPND in both designs increase as
the topology becomes deeper (have more levels). This behavior
is likely due to the fact that a deeper topology has more traffic
flows, and hence a higher probability of losing more packets
upon link failure.

The main reason that SDN does not improve the operational
reliability is that the OpenFlow-driven approach suffers from a
convergence problem: The control-plane would take too much
response time to detect the failure, and then send updates to
be installed in the impacted OVSwitches. This response time
is not fast enough to handle some application parameters such
as TIMEOUT interval (e.g., the ping tool has 4 s as a default
timeout). Meanwhile, a large number of packets will be dropped,
and new packets could be retransmitted (e.g., the TCP/IP pack-
ets), which generates an overhead in network loading and causes
routing interruption.

It would be wise for the network operators to migrate their
legacy network to an SDN-based network to gain from the wide
range of benefits of SDN even though the reliability does not
show improvement in our study. Reliability enhancement in the
SDN-based network would still be possible after the migration.
Next, we suggest some proposals for reliability improvement in
SDN-based network.

1) Cut-edge sethas a significant impact on network reliability
as we showed in our analysis. The smaller the set, the
higher probability to defragment prematurely and hence
the sharper decline in the reliability. The minimum cut-
edge set is related to several graph-theoretic problems
such as the Max-flow Min-cut theorem [78] to maximize
the flow/throughput in a network, and Menger’s theorem
to find the number of edge-disjoint paths. Therefore, it
is a good design practice to avoid smaller cut sets in a
network. In fact, maximizing the minimum cut-edge set
should be optimized along with constraints such as cost
and complexity.

2) Upon a link failure, path computation element protocol
(PCEP) is used to compute the shortest alternative paths
that reconnect the source and destination nodes. It then
will pick any path of the potential equal-cost multipath
(ECMP). However, the chosen path may not be the best fit
from the reliability point of view. Therefore, this tie among
the ECMP paths should be broken in a way that enhances
network reliability. To this end, path disjointness provides
a good criterion to break this tie because it is aligned with
the traffic engineering (TE) concept that seeks to optimize
the network performance, including network reliability.
Our analysis suggested computing an alternative path that
does not share links with the primary path (i.e., the path
selected prior to the failure) to ensure that a failed link will
not affect the backup paths. That is, a link-disjoint-enabled
ECMP.

3) Our findings pointed to a convergence problem in the
SDN-based network upon link failure. This problem can
be mitigated by avoiding a large amount of unnecessary
data traffic that is trying to stream through a failed link; a
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solution could be to locally inform the relevant switches,
perhaps the ones within one hop from the failed link, to
stop sending packets through the failed links. In this case,
a fast reaction will be taken locally from the neighboring
switches and even before the SDN controller responded
by updating the routing entries. Hence, improving opera-
tional reliability.

The limitations of our study include various failures of net-
work elements. We did not address the reliability under nodal
failure, which could affect larger parts of the network. The de-
ployment of multiple controllers is another limitation that could
perhaps reduce the overhead communication on a single con-
troller and, hence, enhance the reliability. Although our assump-
tion to not restore a failed link is valid from the probability eval-
uation’s point of view, it limited our insight to the criticality of
network links (i.e., the degradation in reliability associated with
a specific link removal independent from the failure of others).

VI. CONCLUSION

This article provides an insight into network reliability under
link failure scenarios and conducts comparative performance
analysis between two architecture designs of communication
networks: Legacy network and SDN-based network. Exper-
imental results demonstrated that SDN-based networks have
comparable performance to legacy networks against operational
reliability. We validate these findings by using the T-test as
a statistical tool. We anticipate that this study will also be of
great importance to mobile network operators who migrated/to
migrate their networks from legacy to SDN. Our analysis and
findings will assist the operators in reviewing and evaluating
their migration to SDN from a network reliability perspective.

The results of our experiments suggested that fast failure
detection and recovery was crucial to enhance operational re-
liability in SDN-based networks. Furthermore, the network de-
signers/planners should pay special attention to the reachability
metric and various failure drivers in SDN, such as timeout
parameter, unreachability, and other hardware/software failures.

As part of future work, we plan to extend this study to consider
targeted failures according to some centrality measures such as
betweenness centrality under dependent link failures and using
real data traffic. As a network (or part of it) could belong to
multi operators/owners and, hence, have various link failure
distributions, an interesting problem to investigate would be
how cooperative networks would behave upon link failure? and
to what extent they would still provide reliable services under
some routing constraints.
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