
38 IEEE TRANSACTIONS ON RELIABILITY, VOL. 66, NO. 1, MARCH 2017

Combining Models for Improved Fault
Localization in Spreadsheets

Birgit Hofer, Andrea Höfler, and Franz Wotawa

Abstract—Spreadsheets are the most prominent example of end-
user programing, but they unfortunately are often erroneous, and
thus, they compute wrong values. Localizing the true cause of such
an observed misbehavior can be cumbersome and frustrating es-
pecially for large spreadsheets. Therefore, supporting techniques
and tools for fault localization are highly required. Model-based
software debugging (MBSD) is a well-known technique for fault
localization in software written in imperative and object-oriented
programing languages like C, C++, and Java. In this paper, we
explain how to use MBSD for fault localization in spreadsheets
and compare three types of models for MBSD, namely the value-
based model (VBM), the dependency based model (DBM), and
an improved version of the DBM. Whereas the VBM computes
the lowest number of diagnoses, both DBMs convince by their
low computational complexity. Hence, a combination of these two
types of models is desired, and we present a solution that combines
value-based and DBM in this paper. Moreover, we discuss a de-
tailed evaluation of the models and the combined approach, which
indicates that the combined approach computes the same number
of diagnoses like the VBMs while requiring less computation time.
Hence, the proposed approach is more appropriate to be used in
tools for fault localization in spreadsheets.

Index Terms—Fault diagnosis, fault location, model-based diag-
nosis (MBD), reasoning about programs, spreadsheet programs.
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OBS Observations, i.e., values of cells in a spreadsheet.
SD System Description; formal model of a spreadsheet.
SMT Satisfiability Modulo Theories.
VBM Value-Based Model.

I. INTRODUCTION

S PREADSHEETS are by far the most successful and promi-
nent example of end-user programing. Spreadsheet users

outnumber professional programers many times over. The US
Bureau of Labor and Statistics estimates that, in 2012, more than
55 million people used spreadsheets and databases at work on
a daily basis [1]. Moreover, spreadsheets are used in companies
for example for financial reporting and forecasting.

Given that important decisions are often based on spread-
sheets, it is desirable that spreadsheets are free from errors.
Unfortunately, numerous studies have shown that existing
spreadsheets contain an alarmingly high number of errors [2].
The list of horror stories where spreadsheets caused immense
financial loses or damage of image is long1. For example, the
economists Reinhart and Rogoff suffered from a loss of reputa-
tion, when it became public that they published erroneous data
because of a spreadsheet fault [3], [4]. A recent example of a
financial loss caused by a spreadsheet is the “London whale”
trading debacle [5]: A loss of $400 million was not immediately
detected because of a fault in JP Morgan’s value at risk model
spreadsheet. According to Panko [6], there is a 3% to 5% chance
of making a mistake when writing a formula; hence, the prob-
ability that a spreadsheet with 1000 formulas contains at least
one fault is more than 99.9%.

Localizing the cell(s) which are responsible for an observed
error can be very demanding because spreadsheets lack sup-
port for abstraction, encapsulation, or structured programing.
Furthermore, spreadsheets are often created without previous
planning of time for maintainability or scalability. Therefore,
support for fault localization is strongly needed. There have been
studies on how users manually debug spreadsheets, e.g., [68].
In this paper, we focus on automated debugging, in particular
model-based fault localization for spreadsheets.

Fig. 1 illustrates our running example. This spreadsheet cal-
culates the moving behavior of an object in three subsequent
phases: constant acceleration, constant velocity, and constant
deceleration. These phases are represented by the columns B,
C, and D, accordingly. When a domain expert examines this

1See European Spreadsheet Risks Interest Group (EuSpRiG), http://www.
eusprig.org/horror-stories.htm.
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Fig. 1. Running example. Input cells are shaded in blue. Output vales are given in bold font. Correct output values are given in green color, erroneous output
values are given in red color. The faulty cell is framed in red. (a) Value view of the faulty spreadsheet and (b) formula view of the faulty spreadsheet.

spreadsheet, he/she first identifies the cells that are important
in the expert’s opinion. For example, the expert decides that
the cells B6, C6, D6, and E2 are important. Afterward, he/she
makes back-of-an-envelope calculations for these cells to get
a feeling for the order of magnitude the values of these cells
should have. Assume that the domain expert calculates that the
value for cell B6 must be around 100, the values for the cells C6
and D6 must be more than 100 000, and the value for E2 must
be 0. These back-of-an-envelope calculations help to detect that
the values for the cells C6 and D6 must be wrong because the
order of magnitude of the computed values differs from that of
the estimation (100 versus 100 000). The correct values for C6
and D6 are 200 100 and 200 150, respectively. Please note that
the user might have also used spreadsheet testing tools, e.g.,
WYSIWYT [51], Expector [65], or AUTOTEST [53] to detect
these errors.

Why do the computed values for these cells deviate from the
expected values (while the values for B6 and E2 are correct)? For
this small example, we identify the root cause of the observed
misbehavior, i.e., the faulty formula, by investigating all formu-
las step by step. However, for larger spreadsheets comprising
several hundred or even thousands of formulas, identifying the
root cause of an observed misbehavior is challenging, difficult,
and time consuming.

One possibility to deal with the fault localization problem
is model-based software debugging (MBSD) [7], where we
make assumptions about the correctness of cells. For exam-
ple, when assuming that the cell C5 of the running example
contains a wrong formula, we ignore this formula and we in-
vestigate whether the remaining formulas do not contradict the
expected values. This can be automatically done when consider-
ing formulas as equations and using a constraint or satisfiability
modulo theories (SMT) solver for consistency checking. When
ignoring the formula given in C5, a solver would not detect an
inconsistency with the expected output values (B6 = 100, C6 =
200,100, D6 = 200,150, and E2 = 0). Therefore, C5 is a root

cause explanation for the observed misbehavior; changing its
formula to C2 * C4 + C3 * C4 * C4/2 is a repair.

MBSD requires a model of the spreadsheet for the consis-
tency checks. This model contains either concrete or abstract
information. In the first case, we speak of a value-based model
(VBM); in the second case, we speak of a dependency based
model (DBM). Both model types can be automatically generated
from a faulty spreadsheet without any user interaction.

In the VBM [8]–[11], the formulas are directly con-
verted into constraints. Concrete values are propagated
within the individual constraints of the model. The main
advantage of VBMs is their precision: they allow for computing
a small set of diagnoses, i.e., explanations for an observed
misbehavior. Unfortunately, they have high computation times
and they do not scale. In addition, real numbers cannot be
handled satisfactorily [12].

In the DBM, only the data and control dependencies are cap-
tured. Instead of propagating concrete values, only correctness
information is propagated: the computed value of the cell is cor-
rect, if the cell is assumed to behave as expected, and all of its
input values are also correct. This type of model is well-known
for debugging programs written in traditional programing lan-
guages such as C, C++, and Java [18], [19]. In our previous
work presented at ISSRE 2014 [20], we introduced this type of
model for spreadsheet debugging. Unfortunately, DBMs are less
accurate than VBMs: they compute significantly more diagnoses
compared to VBMs. For our running example, we obtain two
single fault diagnoses, B5 and C5, when using the DBM. Even
though DBMs have a lower diagnostic accuracy than VBMs,
they have a convincing advantage: they require significantly
less computation time. VBMs often cannot be solved by state-
of-the-art constraint and SMT solvers, but DBMs for the same
underlying spreadsheets are solved in less than 1 s.

Small modifications in the DBM improve its diagnostic ac-
curacy [20]. However, this improved DBM still has, on average,
a higher number of diagnosis candidates than the VBM. MBSD
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will only be accepted in practice if it 1) provides a small num-
ber of diagnosis candidates without missing the true fault, and
2) computes the diagnoses in real time.

This paper directly builds upon our previous work [20] and
improves it in several ways as follows:

1) We present an approach that combines the value-based
and the DBM. This approach allows for a small number
of diagnoses while having a moderate computation time.

2) We refine our list of operations and functions where
coincidental correctness might occur. Knowledge about
coincidental correctness is required for the improved
DBM.

3) We provide an in-depth evaluation of the basic models as
well as their combination.

The remainder of this paper is organized as follows: In
Section II, we discuss related research both in the field of MBSD
and in the field of spreadsheet debugging. In Section III, we
briefly review the basic definitions of the spreadsheet language.
In Section IV, we explain MBSD for spreadsheets and the dif-
ferent types of models that we have introduced for spreadsheets
in our previous work [20]. In addition, we illustrate the three
different types of models by means of the running example.
Afterward, we present in Section V the diagnosis partition-
ing approach, which combines the dependency based and the
VBMs. In Section VI, we present the setup and the results of the
empirical evaluation. The results of this evaluation are in line
with the results obtained in our previous work [20] where we
stated that the basic DBMs compute more diagnoses, but in a
fraction of the time required for the VBM. In addition, we show,
in this new evaluation, that the DBM solves more spreadsheet
diagnosis problems than the VBM. Furthermore, the empiri-
cal evaluation shows that the DBMs with diagnosis partitioning
have a 30% lower median runtime than the median runtime of
the VBM. The search space is reduced by more than 90% for the
majority of the spreadsheets when using MBSD. We conclude
the paper in Section VII.

II. RELATED WORK

Weiser [30], [31], Shapiro [32], and Reiter [21] were among
the first who focused on automated debugging. Reiter [21] has
laid the foundations for modern MBSD with his theory about
“Reasoning from first principles.” He used a system descrip-
tion and a set of observations as logical sentences to iden-
tify the faulty parts of circuits. Reiter’s diagnosis algorithm,
namely model-based diagnosis (MBD), computes all minimal
diagnoses; a diagnosis is minimal if no proper subset of the di-
agnosis is a diagnosis. Greiner et al. [29] presented a corrected
version of Reiter’s diagnosis algorithm.

While Reiter has focused on hardware debugging, Console
et al. [7] and Bond [33] used the ideas of MBD [21] to improve
debugging for software: They used Reiter’s algorithm to elimi-
nate parts of the source code that does not explain an observed
error. With their paper [7], Console et al. started the research
area called MBSD.

Nowadays, MBSD has a wide area of application in the
software domain: Besides the application of MBSD to logic

programing languages [7], MBSD has successfully been used
in hardware design languages [18], [34] and functional lan-
guages [35]. Wotawa [19] has investigated the relationship of
DBMs and program slicing. Mayer and Stumptner [36], [37]
focus on the different types of MBSD models. In addition to the
value-based and DBMs, they propose abstraction-based models.
Mayer’s Ph.D. thesis [38] summarizes and compares different
types of dependency based and VBMs. Another work of Mayer
et al. that is worth mentioning is their experience report about
using VBMs in the debugging process [39].

Mateis et al. [40], [41] were among the first who applied
MBSD to an object-oriented language, namely Java. While
Mateis et al. use DBMs, Wotawa et al. [23], [42] build upon
VBMs. They explain how to convert a debugging problem into a
constraint satisfaction problem (CSP). Another work of Wotawa
et al. [43] deals with the computational costs of MBSD: they
illustrate CSPs as hypertrees, because the width of hypertrees
indicates the complexity of the CSP: Hypertrees with a width
> 5 are hard problems. Wotawa et al. showed that the hypertree
width is often greater than 5, and therefore, debugging is a hard
problem.

Jannach and Engler [44] used constraint solving for spread-
sheet debugging. In a follow-up work, Jannach and Schmitz [8]
presented the EXQUISITE debugging tool as an add-on for MS
Excel. Abreu et al. [9]–[11] developed a model-based debug-
ging approach for spreadsheets which converts a spreadsheet
into a value-based CSP. In contrast to Jannach and Schmitz’s
approach, Abreu’s approach relies on a single test case, and
Abreu et al. directly encode the reasoning about the correctness
of cells into the CSP. The VBM used in this paper directly builds
upon the model presented in [9], [10], and [11]. Ayalew and
Mittermeir [45] propose a slicing approach for spreadsheet fault
localization. In this approach, the number of incorrect successor
and predecessor cells influences the ranking of a cell in the fault
localization. Ruthruff et al. [46] adapted spectrum-based fault
localization to the spreadsheet domain.

Abraham and Erwig presented GoalDebug [47], [48]: a tool
supporting end users in the debugging process by generating
repair candidates for faulty cells. In addition to GoalGebug,
the authors presented a list of mutation operators for spread-
sheets [28] and the UCheck system [49] which detects errors
that are caused by unit faults. Coblenz et al. [50] developed an
approach which is close to UCheck. In their approach, Coblenz
et al. also use header information to reason about errors.

Besides spreadsheet debugging approaches, there are test-
ing approaches, e.g., WYSIWYT [51] Expector [65], [52], AU-
TOTEST [53], and metamorphic testing [69]. Testing approaches
can be used to identify a misbehavior, i.e., a wrong result. Once
abnormal behavior has been identified, our MBSD approach can
be used in order to locate the root source of the observed misbe-
havior, i.e., the faulty formula(s). WYSIWYT works as follows:
users indicate correct and erroneous values in their spreadsheet
and WYSIWYT informs the users about the testedness of their
spreadsheet via computing metrics relying on the definition-use
(DU) coverage criteria: A cell C is used in another cell C1 for
computing C1’s value or within C1’s predicate (if C1’s formula
contains a conditional). DU links a definition of C with a use
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of C. A DU is exercised when there are inputs which cause
that the definition of C is used in C1 . When all possible DU
pairs are covered by the given test cases, 100% DU coverage
is achieved. In contrast, Expector makes use of test formu-
las which are basically conditional formulas, e.g., IF(A1 >
10;‘‘OK’’;‘‘ERROR’’). The work mentioned in [52] and
AUTOTEST [53] are automated testing techniques. Metamorphic
testing originates from the software domain [70]. Poon et al.
[69] proposed to use this testing technique to test spreadsheets
which suffer from the test oracle problem. These are for example
large spreadsheets where the computation of concrete values is
impractical due to large amount of data.

Several researchers have adapted techniques well known from
software engineering to spreadsheets, e.g., assertions [55],
model-driven spreadsheet engineering [56], complexity metrics
for spreadsheets [59], and code smells [60], [61]. In partic-
ular, code smells are important for improving the quality of
spreadsheets, which is defined by the terms usability, maintain-
ability, and error frequency. Amongst other smells, in particular,
code smells defined for object-oriented programs (e.g., coupling
and cohesion of classes) were successfully used in the spread-
sheet domain [60], [61]. Besides their work on code smells,
Hermans et al. focused on the visualization of the dataflow in
spreadsheets [62], data clone detection [63], and complexity
metrics [64]. Cunha et al. [57] have developed a catalog of
smells for spreadsheets. This catalog covers statistical smells
(e.g., the standard deviation smell), type smells (e.g., empty cell
and pattern finder), content smells (e.g., string distance and ref-
erence to empty cells), and functional dependency based smells
(e.g., quasi-functional dependencies). A follow-up work [54]
used these smells to localize faulty cells within spreadsheets.
The concept of code smells differs from MBSD in the following
aspect: Code smells match certain patterns, and therefore, point
to cells which might cause a problem with respect to complexity
(e.g., interworksheet smells) and wrong input data (e.g., typos
detected via standard deviation or string distance). MBSD re-
quires that a misbehavior, i.e., an erroneous output is already
detected, e.g., by test cases, which is not necessary for code
smell techniques. In contrast, MBSD identifies faulty formulas
which might not be detected by pattern matching approaches.

Several researchers have addressed the challenge of automat-
ically creating models from spreadsheets. For example, Cunha
et al. [13] have inferred ClassSheet models from spreadsheets.
ClassSheet models are the spreadsheet counterpart to entity rela-
tionships for databases. The intent of [13] is to obtain a business
model from an existing spreadsheet. In contrast, our models are
not mental models, and therefore, they cannot support the user
in understanding a spreadsheet. In [15], Cunha et al. present
a framework which supports users in the model-driven devel-
opment of spreadsheets. This framework supports the user to
coevolve the model and the data. The developed models repre-
sent the entity relationships of the data and they strongly differ
from the models which we automatically derive from faulty
spreadsheets for debugging purposes. Another interesting work
of Cunha et al. [14] directly focuses on the conversion of spread-
sheets into relational databases and vice versa. This approach is
used to detect data redundancy errors. In contrast, our approach

helps to identify faulty formulas once an erroneous output has
been detected.

For an exhaustive survey on different techniques and methods
for detecting, localizing, and repairing spreadsheets, we refer the
interested reader to Jannach et al. [66].

III. PRELIMINARIES

To be self-contained, we briefly discuss the basic definitions
required in this paper and state the spreadsheet debugging prob-
lem formally. Most of the definitions given in this section are
taken from [9]. We introduce a spreadsheet Π as a set of cells,
where each cell c has an attached formula �(c) and a value ν(c).
We assume that if a cell has no formula, then � returns 0, and
its value is undefined (ε). The value of each cell is computed
directly from the execution of its corresponding � function. For
specifying formulas in [9], Abreu et al. introduce the program-
ing language L, which we describe later. When executing a
formula, the resulting value might be an error ⊥ (in case of a
faulty execution), or any other defined data-type like Number,
Boolean, or String. For simplicity, we ignore undefined cells,
which are never used in a formula) and assume that there is a
function CELLS that maps a spreadsheet Π to a set of cells that
are either used in a formula or have an attached formula.

Cells might be accessed using their column and row num-
ber. In most spreadsheet languages, the rows have numbers and
columns have a corresponding letter, e.g., A3 denotes the cell in
the third row and the first column (A). In [9], Abreu et al. also
introduce a function ϕ mapping cell names from CELLS(Π)
to their corresponding position (x, y) where x represents the
column and y the row number. The functions ϕx and ϕy return
the column and row number of a cell, respectively. In addition
to accessing single cells, all spreadsheet languages also allow
for accessing sets of cells that are in close proximity. These cell
areas are defined as follows:

Definition 1 (Area (from [9])): An area c1 :c2 is the set of
neighboring cells inside the box spanned by the cells c1 , c2 :

c1 :c2 ≡def

{
c ∈ CELLS(Π)

∣∣∣∣∣
ϕx(c1) ≤ ϕx(c) ≤ ϕx(c2)∧
ϕy (c1) ≤ ϕy (c) ≤ ϕy (c2)

}
.

In the following, we discuss the languageL taken from [9] but
we restrict our view on its syntax, because this part is needed for
the other definitions. We refer the interested reader to [9] for the
details of the semantics of L as well as functions mapping L to
a constraint representation. It is worth noting that L relies on the
cell values, constants, operators, and functions for computing
values of other cells. Recursive functions are not allowed in L
because in practice they are not often used.

Definition 2 (Syntax of L (from [9]; slightly modified)):
The syntax of L is recursively defined as follows:

1) Constants k representing ε, number, Boolean, or string
values are elements of L (i.e., k ∈ L).

2) All cell names are elements of L (i.e., CELLS(Π) ⊂ L).
3) Areas c1 : c2 are elements of L.
4) If e1 , e2 , . . . , en are elements of the language

(e1 , e2 , . . . , en ∈ L), then the following expressions are
also elements of L:
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1) (e1) is an element of L.
2) If o is an operator (o ∈ { + , − , ∗, /,<, = , >}),

then e1 o e2 is an element of L.
3) A function call f(e1 , . . . ,en ) is an element of L

where f denotes functions like (but not limited to)
IF, SUM, AVG.

In this paper, we need information regarding the dependen-
cies of cells. These dependencies are obtained directly from the
information given in the formulas. Like in other programing
languages, we are able to define a data dependence between
cells, if the function assigned to one cell makes use of the value
of another cell. To define these dependencies, we introduce the
function ρ : L 	→ 2C ELLS (Π) returning the set of referenced
cells for a given formula from L.

Definition 3 (The function ρ (from [9])): Let e ∈ L be an ex-
pression. We define ρ recursively as follows:

1) If e is a constant, then ρ(e) = ∅.
2) If e is a cell c, then ρ(e) = {c}.
3) If e = (e1), then ρ(e) = ρ(e1).
4) If e = e1 o e2 , then ρ(e) = ρ(e1) ∪ ρ(e2).
5) If e = f(e1 , . . . ,en ), then ρ(e) =

⋃n
i=1 ρ(ei).

From the definition of ρ, direct data dependencies can be
easily defined.

Definition 4 (Direct Data Dependency (from [9])): A cell c
is direct data dependent on another cell c′ if and only if the cell
c′ is referenced in �(c):

dd(c′, c) ⇔ c′ ∈ ρ(�(c)).

It is useful to distinguish different types of cells. There are
cells that do not reference other cells but that are referenced
by others. Such cells work as input to further computations.
Moreover, there are cells, which reference other cells but which
are never referenced by other cells. Such cells are outputs for a
given spreadsheet Π.

Definition 5 (Input Cell (from [9])): An input cell c is a cell
that does not reference another cell c′, i.e., there exists no cell
c′ with a direct data dependency to c. The set of input cells is
computed as follows:

Input(Π) = {c|(�c′ : dd(c′, c) ∧ ∃c′′ : dd(c, c′′))}.

Definition 6 (Output Cell (From [9])): An output cell is a
cell that references other cells but is not referenced by other
cells. The set of output cells is computed as follows:

Output(Π) = {c|(�c′ : dd(c, c′) ∧ ∃c′′ : dd(c′′, c))}.

It is often the case that spreadsheets contain cells that serve
only as labels. Such cells are not referenced by other cells, and
thus, do not contribute to any computations. Hence, we are able
to exclude these cells from the set of input cells. From here on,
we also assume that such cells are removed from CELLS(Π).

Using the already introduced definitions, we are accordingly
to [9] able to state the spreadsheet debugging problem formally.
For this purpose, we first introduce the notation of environments.
Environments are used to store expected values for cells. Note
that there might be cells for which no value is defined.

Definition 7 (Environment (from [9])): An environment is a
set of pairs (c, v) where c is a cell and v its value. There is at
most one pair for each cell in an environment.

Environments form the basis for defining test cases formally.
Definition 8 (Test case (from [9])): A test case for a spread-

sheet Π is a tuple (I,O) where I is the input environment
specifying the values of all input cells used in Π, and O the
environment defining expected values for some formula cells
of Π.

This definition slightly differs from our previous defini-
tion [20] as expected values can now be indicated for arbitrary
formulas instead of output cells only. There is no need to specify
values for all output cells.

Example 1: A test case for our running example from
Fig. 1 is I = {B2 = 0, B3 = 2, B4 = 10, C3 = 0, C4 =
10, 000,D3 = −4,D4 = 5} and O = {B6 = 100, C6 =
200, 100,D6 = 200, 150, E2 = 0}.

Following the usual definitions from testing, we say that a test
case fails if there exists at least one output cell whose calculated
value differs from its expected value; otherwise, the test case
passes. If a test case fails, we have a debugging problem, i.e.,
we need to identify the reasons for the deviation between the
expected value and the computed value.

Definition 9 (Spreadsheet Debugging Problem (from [9])):
Let Π ∈ L be a spreadsheet and T a failing test case of Π, then
(Π, T ) is a debugging problem.

Fault localization techniques such as MBSD provide solutions
to the spreadsheet debugging problem by explaining why the
spreadsheet has failed on test case T .

IV. MODEL-BASED SPREADSHEET DEBUGGING

Given a spreadsheet debugging problem (Π, T ), we are in-
terested in finding the root cause for the failing test case T .
Accordingly to Reiter [21], such a problem can be solved us-
ing a model that describes the components of a system, their
behavior, and their interconnections, and observations. In the
context of spreadsheet debugging, the model is a representa-
tion of the cells and their behavior, and the observations are
representations of the failing test case. Usually, a (correct) for-
mal model of a faulty system is not available. In particular in
the spreadsheet domain, such formal models are hardly found.
Therefore, the model in MBSD is built directly from the faulty
system (or spreadsheet). Consequently, the model maps the real
behavior instead of the expected behavior, which is encoded in
the observations.

Let us assume that M is the model of Π, CELLS the cells
of Π, i.e., CELLS = CELLS(Π), and OBS the logical rep-
resentation of the test case T . T can either be retrieved from
a formal specification or from the user. Since a formal speci-
fication is rarely available in the domain of spreadsheets, the
information stored in OBS is usually given by the user. In our
running example, we argue that a person who is familiar with
velocity knows what to expect approximately. The user needs
not to indicate the exact expected value. An approximate value
or even the information that the computed value is wrong is
sufficient.
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Algorithm 1: ConDiag(M,CELLS, n) ([24], Modified).

Input: A constraint model M , the set of CELLS and the
upper bound of the diagnosis cardinality n
Output: All minimal diagnoses up to the predefined
cardinality n

1: DS = {}
2: for i = 1 to n do

3: CM = M ∪
{(

|C ELLS |∑
j=1

AB[j]

)
== i

}

4: S = P (CSolver(CM))
5: DS = DS ∪ S.
6: M = M ∪⋃s∈S ¬(s)
7: end for
8: return DS

M consists of the behavior of the individual cells. The be-
havior of a cell c ∈ CELLS is given in the form ¬AB(c) →
Behav(c) where AB stands for abnormal—either the formula
of cell c is abnormal (AB(c)) or the formula of c is correct—
and Behav(c) is a placeholder for the behavior of the cell:
The cell’s formula can be indicated in two ways either exact
(VBM, see Section IV-A) or abstract (DBM, see Sections IV-B
and IV-C). (M,CELLS,OBS) is the corresponding diagnosis
problem for a spreadsheet debugging problem (Π, T ): If (Π, T )
is a spreadsheet debugging problem, then the logical sentence
M ∪ OBS ∪ {¬AB(c)|c ∈ CELLS} is not satisfiable2, i.e.,
the model M (i.e., the real behavior) and the observations OBS
(i.e., the expected behavior) are in contradiction.

Example 2: Assume we have the following sets of con-
straints as model of the real behavior M and the expected be-
havior OBS, i.e., there is a contradiction in the constraints: M =
{AB(cA1) ∨ A1 = A2 + 1} and OBS = {A1 = 1, A2 = 2}.
The logical sentence M ∪ OBS ∪ ¬AB(cA1) is not satisfiable:

M ∪ OBS ∪ ¬AB(cA1). ↔
{AB(cA1) ∨ A1 = A2 + 1} ∪ {A1 = 1, A2 = 2}

∪¬AB(cA1). ↔
{false ∨ A1 = A2 + 1} ∪ {A1 = 1, A2 = 2} ↔

{false ∨ 1 = 2 + 1} ↔
{false ∨ false} ↔

false.

The basic idea of MBSD is to find settings for the AB predi-
cates which remove this contradiction. These settings are called
diagnoses. Formally, a diagnosis is defined as follows:

Definition 10 (Diagnosis (from [21])): Given a diagnosis
problem (M,CELLS,OBS) then Δ ⊆ CELLS is a diag-
nosis, if and only if M ∪ OBS ∪ {¬AB(C)|C ∈ CELLS \
Δ} ∪ {AB(C)|C ∈ Δ} is satisfiable. A diagnosis Δ is said to
be minimal if and only if no proper subset of Δ is a diagnosis.

2A set of constraints C = {c1 , . . . , cn } is consistent or satisfiable, if all
constraints of this set are satisfiable (c1 ∧ · · · ∧ cn �= ⊥).

We use constraint or SMT solvers for computing the diag-
noses. Therefore, we convert the spreadsheet diagnosis problem
into its corresponding CSP. A CSP [22] is a tuple (V,D,C)
where V is a set of variables with a corresponding domain
from D, and C is a set of constraints. Each constraint has a set
of variables (i.e., its scope) and specifies the relation between
these variables. A CSP solution assigns values to variables such
that all constraints are fulfilled. For more information about con-
straint solving in the context of software debugging, we refer
the interested reader to Wotawa et al. [23].

Algorithm 1 illustrates the usage of a constraint solver to
compute diagnoses up to a predefined cardinality (e.g., all sin-
gle, double, and triple faults). This algorithm is a modified
version of the Algorithm ConDiag [24]. It takes a constraint
representation M of the spreadsheet program Π, the set of
cells CELLS(= CELLS(Π)), and the maximum fault car-
dinality n as inputs. In M , the abnormal predicates AB are
represented as an array: for each cell c ∈ CELLS, there is an
index i ∈ {1, . . . , |CELLS|} for which AB[i] represents the
predicate AB(c) in the constraint representation. In Line 3, a
constraint which ensures that only diagnoses of size i are re-
ported is added to the set of constraints. The resulting constraint
representation CM is given to a constraint solver, which returns
a set of possible values for the AB array elements (Line 4).
We add this AB array to the set of diagnoses DS (Line 5). In
addition, we add the negations of the found solutions as block-
ing clauses to the model (Line 6). These blocking clauses are
necessary to prevent the solver from reporting supersets of the
already found diagnoses. This ensures that the solver always
computes minimal diagnoses.

We discuss three different types of constraint representations
(models) and how to obtain them from spreadsheets in the fol-
lowing sections. All models are automatically derived from the
spreadsheets—there is no need for user interaction. Since the
spreadsheets from which the models are derived are usually
faulty, the models also contain the fault(s). The faults can be au-
tomatically identified from the models using an MBD algorithm
like ConDiag.

A. Value-Based Models

Abreu et al. [9]–[11] proposed VBMs for spreadsheet debug-
ging. In order to be self-contained, we briefly explain the conver-
sion of spreadsheets into VBMs (following the definitions given
in [9]–[11], and [20]) in this section and demonstrate what the
VBM for the running example looks like.

A value-based constraint system contains:
1) the input cells and their values,
2) the output cells and their expected values,
3) all formulas concatenated with their abnormal variable.
The constraint representation handles the formulas as equa-

tions instead of assignments. Equations make it possible to draw
conclusions on the input from the output of a formula. The func-
tion ΓV maps spreadsheets to a set of equations.

Definition 11 (The function ΓV (Π) (modified version of the
ConvertSpreadsheet Algorithm from [9])): Let Π be a spread-
sheet comprising the cells {c1 , . . . , ck}. The conversion of Π
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into a set of equations is defined as follows:

ΓV (Π) =
⋃

i={1,...,k}
{ABind(ci ) ∨ ci == ΓV (�(ci))}

where ind(ci) maps a cell to a unique index and ΓV for expres-
sions e ∈ L is recursively defined as follows (modified version
of the CONVERTEXPRESSION Algorithm from [9]):

1) If e is a constant or a cell name c, then the constant is
given back as result, i.e., ΓV (e) = c.

2) If e is of the form (e1), then ΓV (e) = (ΓV (e1)).
3) If e is of the form e1 o e2 , then ΓV (e) =

ΓV (e1) o∗ ΓV (e2) where o∗ is the corresponding con-
straint representation of operator o.

4) If e is of the form f(e1 , . . . ,en ), then ΓV (e) =
f ∗(ΓV (e1), . . . ,ΓV (en )) where f ∗ is the corresponding
constraint representation of the function f .

The observations OBS are obtained from the test case (I,O)
and comprise the values of the input cells and the expected values
of the cells which are indicated in O. The conversion of a test
case (I,O) into the set of constraints OBS is straightforward:
For all (x, v) ∈ I and for all (x, v) ∈ O, add the equation x ==
v to the constraint representation. Formally, the conversion of a
test case T = (I,O) into a set of constraints OBS is defined as

OBSV (T ) =
⋃

(x,v )∈{I∪O}
{x == v}.

When using the test case conversion described above and
the specified conversion function ΓV , we obtain the following
constraints for our running example from Fig. 1(b):

Input:

Input: Output:

B2 == 0 B6 == 100
B3 == 2 C6 == 200, 100
B4 == 10 D6 == 200, 150
C3 == 0 E2 == 0
C4 == 10, 000
D3 == −4
D4 == 5

Formula constraints:

AB(cellB 5) ∨ B5 == B2 ∗ B4 + B3 ∗ B4 ∗ B4/2

AB(cellB 6) ∨ B6 == B5

AB(cellC 2) ∨ C2 == B2 + B3 ∗ B4

AB(cellC 5) ∨ C5 == B2 ∗ C4 + C3 ∗ C4 ∗ C4/2

AB(cellC 6) ∨ C6 == B5 + C5

AB(cellD2) ∨ D2 == C2 + C3 ∗ C4

AB(cellD5) ∨ D5 == D2 ∗ D4 + D3 ∗ D4 ∗ D4/2

AB(cellD6) ∨ D6 == B5 + C5 + D5

AB(cellE 2) ∨ E2 == D2 + D3 ∗ D4.

The input and the output constraints are the set of obser-
vations OBS; the formula constraints are the model M . The

logical sentence M ∪ OBS ∪ {¬AB(c)|c ∈ CELLS} (i.e., as-
suming all formulas are correct) is not satisfiable because
the propagation of the input values in the model M leads
to different output values for C6 and D6. The model M
and the observations OBS are in contradiction. When calling
ConDiag(M ∪OBS,CELLS(Π), 1) for determining which
formulas might be faulty (i.e., abnormal), the algorithm returns
{{C5}} as solution.

B. Original DBMs

When using DBMs [19], only the information about whether
the computed values are correct is propagated. For example,
if we have the formula “A1+A2” stored in a cell A3, then the
value of A3 can only be correctly computed if 1) the values
of A1 and A2 are correct, and 2) A3’s formula is also correct.
We present the correctness of values for cells as Booleans in-
stead of integer or real values. All variables representing in-
put cells are initialized with true; all variables representing
correct result cells ({c|(c, v) ∈ O ∧ v = ν(c)}) are also initial-
ized with true. The variables representing erroneous result cells
({c|(c, v) ∈ O ∧ v �= ν(c)}) are initialized with false. Formally,
the conversion of a test case T = (I,O) into the set of con-
straints OBS is defined as follows:

OBSD (T ) =
⋃

(x,v )∈I

{x == true}

∪
⋃

(x,v )∈O where [[x]]=v

{x == true}

∪
⋃

(x,v )∈O where [[x]] �=v

{x == false}.

In addition to the test case, we convert the content of the cells
to constraints by using the function ΓD .

Definition 12 (The Function ΓD (Π)): Let Π be a spread-
sheet comprising the cells {c1 , . . . , ck}. The conversion of Π
into a set of equations is defined as follows:

ΓD (Π) =
⋃

i={1,...,k}
{ABind(ci ) ∨ ΓD (ci)}

where ind(ci) is the unique index for cell ci and ΓD on a cell
ci maps the cell’s dependencies to a rule-like representation.

The idea behind this conversion is as follows: Instead of using
the concrete formulas in the constraints, only the correctness
relation is modeled.

Definition 13 (The Function ΓD (ci)): If the input values of
a formula stored in cell ci are correct, then the formula stored
in cell ci must compute a correct value, i.e.,

ΓD (ci) =

⎛
⎝ ∧

c ′∈ρ(ci )

c′

⎞
⎠→ ci.

Details about this modeling for software written in an im-
perative language can be found in [19]. The dependency based
constraints for our running example are as follows:
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TABLE I
SITUATIONS WHERE COINCIDENTAL CORRECTNESS MIGHT OCCUR

Category Functions / Operators Description

Conditional functions IF*
SUMIF
COUNTIF

The value computed by evaluating a conditional function might be correct even though the
referenced cells contain wrong values. This is the case when the erroneous value does not
contribute to the value computed by the formula because of the evaluation of the condition.
For example, in the formula �(C 1) = IF (A1 > 0; B 2; 0) the value of B2 only contributes
to the final result if A1 > 0 evaluates to true.

Abstraction functions MIN*
MAX*
COUNT* COUNTIF

The value computed by an abstraction function either uses only one value of the referenced
area (MIN, MAX) or does not use the values at all (COUNT, COUNTIF). Therefore erroneous
values are easily masked by abstraction functions.

Rounding functions ROUND
ROUNDUP
ROUNDDOWN
FLOOR

If the erroneous value has only a small delta compared to the correct value, a rounding
function might mask the fault.

Absolute value ABS If a value is erroneous because it has the wrong sign, the fault gets masked by the absolute
value function.

Boolean functions AND
OR

When using Booleans, a fault can be easily masked. For example, given that
ν (A1) = f alse , the formula �(C 1) = AND(A1; B 2) evaluates to false, independent of
the (maybe erroneous) value of B2. The same scenario is valid for the OR function, where it is
sufficient that one of the referenced cells evaluates to true.

Operators PRODUCT*
SUMPRODUCT
POWER*

An erroneous value is masked when it is multiplied with 0. Similar, an erroneous value is
masked if it is used in the power function and the second value (i.e. either the base or the
exponent) is 0. If the base is 1, a erroneous exponent is also masked.

Relational Operators >
<
<>

Erroneous values used in relational operators are often masked. For example, given that
ν (A1) = 1 and ν (B 2) = 2 (instead of ν (B 2) = 3), the formula �(C 3) = A1 > B 2 will
evaluate to false and the fault is masked.

Irreversible functions SIN
COS
TAN

In particular, periodic functions can easily mask an erroneous value. In case of the
trigonometrical functions, an erroneous input is masked if it has an 2Π offset from the correct
value.

Functions and operators marked with * are taken from our previous work [20]. There are Functions that belong to several categories.

Input: Output:

B2 == true B6 == true
B3 == true C6 == false
B4 == true D6 == false
C3 == true E2 == true
C4 == true
D3 == true
D4 == true

Formula constraints:

AB(cellB 5) ∨ (B2 ∧ B3 ∧ B4 → B5)
AB(cellB 6) ∨ (B5 → B6)
AB(cellC 2) ∨ (B2 ∧ B3 ∧ B4 → C2)
AB(cellC 5) ∨ (B2 ∧ C3 ∧ C4 → C5)
AB(cellC 6) ∨ (B5 ∧ C5 → C6)
AB(cellD2) ∨ (C2 ∧ C3 ∧ C4 → D2)
AB(cellD5) ∨ (D2 ∧ D3 ∧ D4 → D5)
AB(cellD6) ∨ (B5 ∧ C5 ∧ D5 → D6)
AB(cellE 2) ∨ (D2 ∧ D3 ∧ D4 → E2).

Let the input and the output constraints be the set of observations
OBS and let the formula constraints be the model M . When call-
ing ConDiag(M ∪OBS,CELLS(Π),1), the algorithm returns
{{B5},{C5}} as a solution. This DBM computes more diag-
noses because of the implication. In the VBM, the cell B5 is
excluded from the set of possible diagnoses because it is used to
compute B6, which is known to compute the correct result. Un-
fortunately, this information gets lost when using the implication
because the implication allows conclusions only from the input

to the output but not vice versa. This issue will be solved with the
novel DBM (NDM) that is explained in the following section.

C. Novel Dependency-Based Models

In the NDM [20], we make use of the bi-implication (equiv-
alence) instead of the implication in order to eliminate the pre-
viously described weakness. The rationale here is that if a cell
value is correct also the contributing parts have to be correct.
The conversion of test cases is exactly the same as for the origi-
nal DBM. The mapping of spreadsheets to constraints changes.
We introduce the function ΓN , which is similar to ΓD .

Definition 14 (The Function ΓN (Π)): Let Π be a spread-
sheet comprising the cells {c1 , . . . , ck}. The conversion of Π
into a set of equations is defined as follows:

ΓN (Π) =
⋃

i={1,...,k}
{ABind(ci ) ∨ ΓN (ci)}

where ind(ci) is the unique index for cell ci and ΓN on a cell
ci maps the cell’s dependencies to a rule-like representation.

Unfortunately, using bi-implications instead of ordinary im-
plications is not always correct. The bi-implication cannot be
used in case of coincidental correctness [25]. Coincidental cor-
rectness has to do with fault masking where an output value
is correct even when a faulty formula was involved in its
computation. For example, consider a conditional statement
“IF(A1, A2, A3)” where A2 is returned because A1 is true,
and the value of A3 is erroneous. In this case, the fault that is
propagated to A3 gets masked. When using a bi-implication,
we would misleadingly assume that A3 is correct too. We have
to treat formulas where coincidental correctness might happen
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differently. Table I lists situations where coincidental correct-
ness might occur. This table has been manually created and
it is not complete because the size of the list depends on the
functions that are supported by the concrete spreadsheet envi-
ronment (e.g., Microsoft Excel, iWorks’ Number, OpenOffice’s
Calc). All formulas where coincidental correctness might hap-
pen still have to be modeled with the implication instead of the
bi-implication. For simplicity, we introduce a function CC on a
cell c that returns true if the equation used in c raises the problem
of coincidental correctness, and false, otherwise.

When taking care of what we have said about fault masking,
we are able to define ΓN for cells as follows:

Definition 15 (The Function ΓN (ci):

ΓN (ci) =

{
ΓD (ci), if CC(ci) = true,(∧

c ′∈ρ(ci ) c′
)
↔ ci, otherwise.

For our running example, the constraints for the input and the
output are the same as in the original DBM. The constraints for
the formulas are the following:

AB(cellB 5) ∨ (B2 ∧ B3 ∧ B4 → B5)

AB(cellB 6) ∨ (B5 ↔ B6)

AB(cellC 2) ∨ (B2 ∧ B3 ∧ B4 ↔ C2)

AB(cellC 5) ∨ (B2 ∧ C3 ∧ C4 → C5)

AB(cellC 6) ∨ (B5 ∧ C5 → C6)

AB(cellD2) ∨ (C2 ∧ C3 ∧ C4 → D2)

AB(cellD5) ∨ (D2 ∧ D3 ∧ D4 ↔ D5)

AB(cellD6) ∨ (B5 ∧ C5 ∧ D5 → D6)

AB(cellE 2) ∨ (D2 ∧ D3 ∧ D4 ↔ E2).

Let the input and the output constraints be the set of observations
OBS and let the formula constraints be the model M . When call-
ing ConDiag(M ∪OBS,CELLS(Π),1), the algorithm returns
{{C5}} as a solution—similar as when using the VBM. Does
the NDM always result in the same number of diagnoses as
the VBM? The empirical evaluation in Section VI shows that
this is not the case. Therefore in the next section, we introduce
the diagnosis partitioning approach which improves MBSD by
combining the value-based and the DBMs.

With respect to the user input, this NDM differs from the
original modelDBM in the following aspect: If a user classifies
a cell value as correct, this information gets lost in the original
DBM, since the information cannot be propagated backward in
the model. Therefore, in the original modelDBM, the user only
has to indicate incorrect cell values. If the user does not indicate
cells whose values are correct, the diagnosis results of the NDM
are equal to the results of the original DBM. For the VBM, both
correct output values and expected values for incorrect output
cells are required. Indicating expected values might be more
challenging for end users than just determining that a value is
incorrect.

Algorithm 2: ConDiag (Π, (I,O), n).
Input: A spreadsheet Π, a failing test case (I,O), and the
upper bound of the diagnosis cardinality n
Output: All minimal diagnoses of high and low priority up
to the predefined cardinality n prioritized by their
cardinality

1: Let DM be a DBM of Π and (I,O).
2: DSDM = ConDiag(DM,CELLS(Π), n)
3: Let VM be the VBM of Π and (I,O) with abnormal

predicated for all cells in DSDM .
4: DSH = ∅
5: DSL = ∅
6: for Δ ∈ DSDM do
7: A = ∅
8: for all cells;c;of;Π do
9: if c ∈ Δ then

10: A = A ∪ {AB(c) = true}
11: else
12: A = A ∪ {AB(c) = false}
13: end if
14: end for
15: if CSolver(V M ∪ A) is consistent then
16: DSH = DSH ∪ {Δ}
17: else
18: DSL = DSL ∪ {Δ}
19: end if
20: end for
21: return (DSH ,DSL )

V. DIAGNOSIS PARTITIONING

Whereas the DBMs have a low computational complexity, the
VBM allows for computing the smaller number of diagnoses.
In this section, we present an approach for combining these
models. First, we compute the set of all diagnoses DSDM using
any of the DBMs. Afterward, we create the VBM, but instead
of adding the abnormal predicates AB to all cells, we add these
predicates only to those cells which are contained in any of
the previously computed diagnoses DSDM. Instead of comput-
ing all diagnoses in the VBM again, we set the AB predicate
values according to the diagnoses in DSDM and, then, ask the
solver for satisfiability only. If consistency cannot be ensured,
we would in principle remove this diagnosis from the set of
overall diagnoses. Unfortunately, removing such diagnoses is
not possible because there are cases where supersets of such
diagnoses are the real diagnoses. In order not to lose such cases,
we decided to classify such diagnoses as low priority diagnoses
(LPD). Diagnoses passing the consistency check are classified
as high priority diagnoses (HPD), which should be looked at
first. This means that the VBM is used as a filter or classifier for
the diagnoses computed by the DBMs.

In Algorithm 2, we summarize the diagnosis partitioning ap-
proach. In Line 1, we compute the dependency model of spread-
sheet Π and the given failing test case (I,O). From this model,
we compute the set of diagnoses DSDM. In Line 3, we compute
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the VBM for Π and (I,O), where only the cells that are in
one of the diagnoses DSDM have abnormal predicates. Between
lines 6 and 20, we apply filtering. For this purpose, every diag-
nosis Δ ∈ DSDM is tested using the VBM. All elements of Δ
are set to behave incorrectly (Line 10) and all other cells behave
as expected (Line 12). The VBM together with these correct-
ness assumptions are given to the constraint solver, which—in
this case–checks consistency only. In case Δ does not lead to an
inconsistency, we add Δ to the set of HPD (Line 16). Otherwise,
the diagnosis is added to the set of LPD (Line 18). The sets of
high priority and LPD are returned in Line 21.

We now discuss the complexity of the whole approach. The
complexity of the conversion of a spreadsheet Π into a set of
constraints is O(|Π| ∗ |e|) where |e| equals to the number of
operands in the most complex formula of Π. This complexity
applies to both the value-based and the DBMs. As |Π| con-
sists of a finite set of cells and each formula consists of a fi-
nite set of subexpressions, the conversion obviously terminates.
Algorithm 1 (ConDiag) has a time complexity of O(2|Π |∗|e|) in
the worst case since 1) constraint solving is NP-complete and
2) we have |Π| ∗ |e| variables in the constraint model (there can
be a temporary variable for each operator in each formula cell
in Π). The loop enclosing the solver call (Lines 2–7) can be
neglected because in practice we are only interested in single,
double, and triple faults. Given that the solver terminates, the
algorithm terminates too. Therefore, the time complexity of Al-
gorithm 2 is also O(2|Π |∗|e|). In the worst case, the complexity
of the overall approach is exponential in the size of the cells be-
cause of the underlying complexity of diagnosis and constraint
solving. However, when restricting diagnosis computation to
single or double faults, the overall approach is feasible.

VI. EMPIRICAL EVALUATION

This section consists of two major parts: the empirical setup
(discussing the prototype implementation, the used platform,
and the evaluated spreadsheet corpus, see Section VI-A) and
the results (see Section VI-B) showing the following:

1) that the DBM (both with and without diagnosis partition-
ing) solves more spreadsheet diagnosis problems than the
VBM under given computational restrictions,

2) that the basic DBMs compute more diagnoses, but in a
fraction of the time required for the VBM,

3) that the DBMs with diagnosis partitioning have a 30%
lower median runtime than the median runtime of the
VBM,

4) that all models reduce the search space for most of the
investigated spreadsheets by more than 90%, and

5) that the model can also be used to diagnose double and
triple faults.

A. Empirical Setup

We developed a prototype in Java for performing the empiri-
cal evaluation. In contrast to previous work [20] where we used
Minion [16] for solving the constraints, this new prototype uses
Z3 [17] because Z3 allows us to model spreadsheets contain-
ing real numbers and Z3 performs better than Minion [12].

The evaluation has been performed on a computer with an
Intel Core i7-3639QM (2.40 GHz quad-core) processor and
8 GB RAM, using a 32-Bit Java VM 1.8.0 Update 20 within a
64-Bit Windows 7. The computation time is the average time
over 25 runs. Since we are interested in a real-time approach,
we set the timeout limit for Z3 to 5 min.

We evaluated the diagnosis models by means of spreadsheets
of the publicly available EUSES corpus [26]. This corpus con-
sists of spreadsheets from different domains, e.g., financial cal-
culations, and student homework. The number and location of
faults in this corpus is unknown. For evaluating the fault local-
ization capabilities of the different models, we need, however,
the location of the faults and additionally data which simu-
lates the user input (i.e., information about correct and incorrect
cell values). Therefore, we use a modified version of the cor-
pus [27] that comes with predefined faults and expected values
for output cells. This modified corpus contains only a subset of
spreadsheets from the original corpus; more precisely, it con-
tains only those spreadsheets which consist of more than five
formulas and whose input cells are nonempty. This smaller cor-
pus consists of 267 spreadsheets, the smallest containing six
formulas, the largest containing 604 formulas. On average, a
spreadsheet contains 105 formula cells. Faulty versions of the
spreadsheets were created by randomly selecting formulas and
applying mutation operators [28] on them. There are between
one and five faulty versions per spreadsheet, each faulty file con-
taining exactly a single fault. In total, there are 267 single-fault
spreadsheets. A detailed list of the types of faults that where
inserted can be found in [27]. The corpus can be downloaded
from http://spreadsheets.ist.tugraz.at. This website additionally
offers a qualitative and quantitative description of the corpus.
We refer the interested reader to this website for more details
about the characteristics of this corpus.

Since this corpus contains only spreadsheets with single
faults, we created spreadsheets with double and triple faults
by combining the faults. We created as many double and
triple fault combinations as possible, but we could not cre-
ate double and triple faults for every type of spreadsheet
because the modified EUSES corpus contains many spread-
sheets with a single faulty version. In cases where there ex-
isted several faulty versions of the spreadsheet, we created
all possible combinations, i.e., for a spreadsheet with n sin-
gle fault versions, we created

(
n
2

)
spreadsheets with double

faults and
(
n
3

)
spreadsheets with triple faults. In total, we

created 122 spreadsheets with double faults and 95 spread-
sheets with triple faults. These newly created faulty versions
can be downloaded from http://spreadsheets.ist.tugraz.at/wp-
content/uploads/benchmarks/EUSES-double-triple-faults.zip.

B. Results

First, we indicate how many spreadsheets have to be excluded
from the evaluation because Z3 results in a timeout or runs out of
memory for at least one of the models. Afterward, we compare
the required runtime for solving the models of the remaining
spreadsheets. Finally, we compare the diagnostic accuracy when
using the different models.
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TABLE II
ABSOLUTE AND RELATIVE NUMBER OF SPREADSHEETS WHERE Z3 HAD A

TIMEOUT OR RAN OUT OF MEMORY WHEN USING THE VBM, THE ORIGINAL

DBM, THE NDM, AND THE DBMS WITH DIAGNOSIS PARTITIONING(*)

Single fault VBM DBM NDM DBM* NDM* Total

Timeouts
Absolute 16 7 7 8 8 16
Relative 6.0% 2.6% 2.6% 3.0% 3.0% 6.0%

Out of memory
Absolute 4 3 3 4 3 5
Relative 1.5% 1.1% 1.1% 1.5% 1.1% 1.9%

Multiple fault VBM DBM NDM DBM* NDM* Total

Timeouts
Absolute 7 3 3 5 4 7
Relative 3.2% 1.4% 1.4% 2.3% 1.8% 3.2%

TABLE III
RUNTIME COMPARISON OF THE VBM, THE ORIGINAL DBM, THE NDM, AND

THE DBMS WITH DIAGNOSIS PARTITIONING(*)

VBM DBM NDM DBM* NDM*

Accumulated [s] 329.54 94.33 44.37 337.44 234.98
Average [s] 1.34 0.38 0.18 1.37 0.96
Median 0.024 0.002 0.002 0.016 0.017
Standard deviation 8.33 2.65 1.08 9.29 6.17

1) Timeouts and Out-of-Memory: Z3 could not handle all
spreadsheet diagnosis problems because of occurring timeouts
and out-of-memory exceptions. Table II indicates the absolute
and relative numbers of the affected spreadsheets for the differ-
ent types of models, where the rightmost column named “Total”
indicates the total number of spreadsheets that have to be ex-
cluded from the evaluation because of either a timeout or an out-
of-memory exception, i.e., this column states how many spread-
sheets were excluded from the following evaluation. The DBMs
have the lowest number of timeouts and out-of-memory prob-
lems, followed by the DBMs that use diagnosis partitioning. The
VBMs have twice as many timeouts as the other models. There
were no out-of-memory exceptions for the spreadsheets with
double and triple faults. We excluded all spreadsheets where Z3
either had a timeout or ran out of memory from the following
evaluation.

The DBMs (DBM and NDM) have fewer timeouts than the
VBM because the variables used in the constraint models are
Boolean instead of Integer and Real. This reduces the complex-
ity of the solving process. The DBMs with diagnosis partitioning
(DBM* and NDM*) have still fewer timeouts than the VBM be-
cause the number of variables in the constraint model is reduced
in the model—there are only abnormal variables AB for the
formulas that are already suspected to be a diagnosis. Having
fewer abnormal predicates means that there is less reification
required, which is an expensive task when solving constraints,
because it prevents value propagation.

2) Runtime: In Table III, we show the accumulated and aver-
age runtime for the different types of models. The DBMs without
diagnosis partitioning have the lowest runtime. The DBMs with

diagnosis partitioning and the VBM have nearly the same aver-
age runtime. However, the median of the DBMs with diagnosis
partitioning is lower than the median of the VBM. This is an
indicator that the high average runtime of the DBMs is caused
by outliers. The DBMs without diagnosis partitioning (DBM
and NDM) can be significantly solved faster than VBM because
of the restriction of the domain. Instead of using Integer or Real
numbers, only Boolean values are used. This reduces the com-
plexity to two possible instantiations per cell: the output value
could be either correct or incorrect. When using VBMs, the cell
values have an infinite number of possible instantiations. When
using the diagnosis partitioning for the dependency based val-
ues, the runtime increases again, but the median solving time is
smaller than the median solving time of the VBM.

In Fig. 2, we compare the runtime of the models pairwise. In-
stead of showing all pairwise combinations, we show the most
interesting ones. Please note that the scale is logarithmic. There-
fore, data points shown on the top-right corner of the figures have
a higher impact on the average runtime than other data points.
This figure shows that both DBMs require approximately the
same amount of solving time (DBM versus NDM). There is
no superior model. The same holds for the DBMs with diag-
nosis partitioning (DBM* versus NDM*). When comparing the
DBMs with diagnosis partitioning to the models without diag-
nosis partitioning (DBM versus DBM*/NDM versus NDM*),
we see that the models with diagnosis partitioning always re-
quire more runtime. This is not surprising, since the diagnosis
partitioning process starts after the diagnoses have been com-
puted for the base models (DBM/NDM). When comparing the
DBMs with diagnosis partitioning to the VBM (DBM* versus
VBM/NDM* versus VBM), we see that for the majority of the
spreadsheets, the DBMs with diagnosis partitioning compute
the diagnoses faster than the VBM.

Since we want to use model-based debugging as a real-time
approach, we are particularly interested in the number of diag-
nosis problems that could be solved within 1 s. Table IV lists
the number of diagnosis problems that could be solved within
1 s. From the 267 diagnosis problems, 235 (88.0%) are solved
within 1 s when using VBM, DBM* or NDM*; 237 (88.8%)
are solved when using DBM or NDM.

Fig. 3 illustrates the number of diagnosis problems that can
be solved within a certain amount of time. The DBMs without
diagnosis partitioning (DBM and NDM) are able to solve a
larger number of spreadsheet than VBM, DBM*, and NDM*
within a certain amount of time. DBM* and NDM* perform
slightly better than VBM. However, the advantage of the DBMs
with diagnosis partitioning is that we can immediately present
the results of DBM or NDM to the user. While the user inspects
the diagnoses, we can refine them by applying the diagnosis
partitioning approach (*).

3) Diagnostic Accuracy: Both the value-based and the
DBMs (with and without diagnosis partitioning) can be used
to debug spreadsheets which contain more than one fault. For
evaluating the diagnostic accuracy of the different models, we,
however, rely only on the single-fault corpus for the following
reason: ConDiag reports only minimal diagnoses; a diagnosis
is minimal if no proper subset of it is a valid diagnosis. By
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Fig. 2. Pairwise runtime comparison of the VBM, the original DBM with and without diagnosis partitioning (DBM*/DBM), and the NDM with and without
diagnosis partitioning (NDM*/NDM). Each (blue) data point represents the runtime (in milliseconds) for one spreadsheet. Data points on the dashed (red) line
indicate that the compared models have the same runtime for this spreadsheet. Data points below this line indicate that the model on the y-axis has a lower runtime
than the model given on the x-axis.

definition, all supersets of a diagnosis are also diagnoses. When
evaluating spreadsheets containing multiple faults we have two
options: 1) either we only count the number of minimal diag-
noses, or 2) we also count the number of all supersets of the
minimal diagnoses. Option 1 would result in fewer diagnoses

for the DBMs than the VBM because the VBM could compute
combinations of pairs that are already reported as single-fault
diagnoses in the DBMs. Option 2 would result in a huge num-
ber of diagnoses for all types of models (the value-based model
would compute the smallest number of diagnoses, followed by
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TABLE IV
ABSOLUTE NUMBER OF DIAGNOSIS PROBLEMS THAT COULD BE SOLVED IN

REAL TIME (I.E., IN LESS THAN 1 S)

VBM DBM NDM DBM* NDM*

real time 235 237 237 235 235
nonreal time 11 9 9 11 11

Fig. 3. Number of spreadsheets whose diagnosis problem could be solved
within the indicated time.

TABLE V
ANSFD USING THE VBM, THE ORIGINAL DBM, THE NDM, AND THE DBMS

WITH DIAGNOSIS PARTITIONING (DBM* AND NDM*)

VBM DBM NDM DBM* NDM*

6400 6555 6413 6400 HPD 6399 HPD
155 LPD 14 LPD

the NDM). For both options, the presented data would not be
meaningful. Therefore, the following evaluation is restricted to
the single-fault corpus.

Table V reports the accumulated number of single fault diag-
noses (ANSFD) for the different models. We measure ANSFD as
follows:

Ansfd =
∑

S∈corpus

|{Δ ∈ ConDiag(S, CELLS(S), 1)}|

i.e., we sum up the number of single-fault diagnoses for all
spreadsheets that we investigate. For the DBMs with diagnosis
partitioning (DBM* and NDM*), the diagnoses are divided into
HPD and LPD. The true fault is always reported as a diagnosis
for all types of models. The DBMs with diagnosis partitioning
have approximately the same number of LPD as the VBM has
in total. The DBMs without diagnosis partitioning have 2.4%
and 0.2% more diagnoses than the VBM.

The NDM allows by means of the bi-implication to exclude
more diagnoses. It computes nearly the same number of diag-
noses as the VBM because both models rely on the same amount
of information (i.e., cells with correct and incorrect values). In
the original DBM, the information of correct cell values cannot
be propagated which results in more diagnoses.

Fig. 4. REDUCTION of the search space for the VBM, the original DBM, and
the NDM without diagnosis partitioning. The results for DBM* and NDM* are
the same as for VBM.

We compare the diagnostic accuracy of the different models
by means of the average achieved REDUCTION:

Reduction =
(

1 − |Diagnoses|
|Formula cells|

)
∗ 100%.

The REDUCTION metric indicates reduction of the search space
when using MBD in percentage of the total number of formula
cells. This simplified formula applies for single-fault diagnoses.
In case of higher order diagnoses, the formula is

Reduction =

⎛
⎝1 −

∣∣∣⋃Diagnoses

∣∣∣
|Formula cells|

⎞
⎠ ∗ 100%.

Fig. 4 illustrates to what extent the search space could be
reduced for the basic models (without diagnosis partitioning).
The reduction for the DBMs with diagnosis partitioning is not
given because the results are the same as those of the VBM.
The figure shows that for more than 50% of the spreadsheets,
the search space is reduced by more than 90%. For 13% of
the spreadsheet, no reduction or only a small reduction can be
achieved because of the structure of these spreadsheets: They
have only a single faulty output cell and no correct output values
indicated. This small amount of information makes it difficult
to reduce the search space automatically.

4) Multiple Faults: Having investigated the diagnostic ac-
curacy of the models for single faults, we now investigate for
how many spreadsheets with double and triple faults, a sub-
set of the true fault is already reported as a single fault. The
structure of the fault and the observations influence whether a
fault is reported as a single, double, or triple fault. For example,
in case of two subsequent faults (e.g., A1 = 1; A2 = A1 ∗ 3;
B2 = A2; with A2 and B2 being faulty) MBSD would point
to at least one of these faults. Per definition all supersets of a
diagnosis are also diagnoses. If either A2 or B2 is reported as a
diagnosis, the superset {A2, B2} is therefore also a diagnosis.
As previously discussed, we only report minimal diagnoses and
Fig. 5 shows that for approximately 50% of the spreadsheets
with double faults, the fault is already reported as a single-fault
diagnosis and that for more than 30% of the spreadsheets with
triple faults, the fault is reported as a single fault. These results
confirm our argumentation from Section VI-B3 that we can-
not compare the diagnostic accuracy of the different models in
case of multiple faults because subsets of the true fault can be
reported as a diagnosis.
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Fig. 5. Percentage of spreadsheets with double and triple faults where a subset
of the true diagnosis is reported as a single, double, or triple fault.

Furthermore, Fig. 5 shows that in rare cases a LPD is a subset
of the real fault from which we conclude that the LPD cannot
be discarded. Three faults are reported as LPD (one double fault
and two triple faults). If we would have discarded the LPD,
our approach would not be able to report the correct diagnoses.
However, this evaluation shows that users should focus on the
HPD. They should only look at the LPD if they have not found
the fault in the HPD.

Even though, we cannot compare the different models in case
of multiple faults, all models can be used to locate multiple
faults in practice. There are two possible scenarios for local-
izing n faults: 1) A real subset of the diagnosis is reported as
diagnosis (either as a single fault diagnosis or as any other real
subset). 2) The diagnosis is reported as a whole. In both sce-
narios, the users investigate the reported single-fault diagnoses
first. In the first scenario, they would identify that one of the
reported formulas is faulty. After correcting this formula, the
users can rerun the fault localization process for n − 1 faults.
In the second scenario, they are not able to identify any faulty
formula. Therefore, they investigate all double-fault diagnoses
and so on until the real diagnosis is reported.

C. Threats to Validity

Like in other empirical evaluations, the obtained results de-
pend on the underlying corpus used to carry out the experiments.
In our case, we rely on the well-known EUSES spreadsheet cor-
pus, which represents a wide area of different spreadsheets,
ranging from financial reports over databases to students home-
work. The EUSES corpus has been often used in the spreadsheet
domain for evaluation purposes. Although, the corpus can be
considered as representative for spreadsheets, the faults intro-
duced in the spreadsheets are artificial ones. Hence, the faults
may not represent real faults occurring in daily used spread-
sheets. However, the faults have not been introduced for a partic-
ular purpose, and thus, the obtained results cannot be considered
as biased toward a certain direction.

Another thread to validity relies in the underlying method
of comparison of the different debugging methods. For all dif-
ferent diagnosis approaches, we used the same setup for the
experiments. Hence, the obtained results can be considered as
fair as possible. This does hold for both the measured runtime
for computing diagnoses as well as for the presented reduction.

In the evaluation, we particularly focused on spreadsheets con-
taining single faults because the number of diagnoses can be
better compared as explained in Section VI-B3. The diagnostic
behavior of spreadsheets with multiple faults might be differ-
ent, since faults might mask each other or the diagnoses might
contain only some of the faulty cells.

VII. CONCLUSION

Locating faulty formulas in spreadsheets can be extremely
time consuming and exhausting especially when considering
larger spreadsheets or spreadsheets written by others. In this
paper, we address the challenge of fault localization support
in spreadsheets by means of MBSD. We build upon previous
work [20] where we have proposed an NDM. The advantage of
DBMs lies in their lower computation times compared to VBMs.
Unfortunately, DBMs compute more diagnoses than their value-
based counterparts. The NDM proposed in [20] addresses this
issue: By using the bi-implication instead of the implication,
whenever possible, the number of diagnoses can be reduced.
Originally, DBMs use implications instead of bi-implications
because faults might have been masked otherwise (coincidental
correctness). In case of fault masking, MBSD could not detect
the faults when the bi-implication is used instead of an implica-
tion. In the NDM, the effect of fault masking is considered: The
bi-implication is only used for modeling the behavior of those
cells where fault masking cannot happen.

In this paper, we improve our previous work with the follow-
ing three main contributions:

1) We improve the NDM by providing a comprehensive list
of possible fault masking operations and functions (see
Table I).

2) We combine VBMs and DBMs by using the VBM as a
filter for the computed diagnoses (diagnosis partitioning).
Instead of using the results obtained from the less compu-
tational demanding DBMs directly for focusing on certain
cells, the diagnosis partitioning approach uses the VBM
to check whether a diagnosis obtained from the DBMs
is satisfiable when concrete values are used or not. The
diagnosis partitioning approach classifies the diagnoses
into two sets: the set of HPD and the set of LPD. HPD are
diagnoses that are satisfiable even when considering the
more accurate VBM.

3) We provide a comprehensive empirical evaluation com-
paring the different models. This evaluation shows that
the DBMs solves more spreadsheet diagnosis problems
than the VBMs. The DBMs without diagnosis partition-
ing require only a fraction of the time which the VBM
requires. The diagnosis partitioning approach requires
more runtime than the basic DBMs, but less time than
the VBM—the median runtime is 30% lower—while still
offering the same diagnostic accuracy. Besides the lower
median runtime, the DBMs without diagnosis partition-
ing offer an additional advantage: First results can be
early reported to the user. While the VBM still com-
putes its diagnoses, these models provide early feedback
to the user. The provided diagnoses are refined afterward.
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Hence, the diagnosis partitioning technique is a promis-
ing candidate for being used in tools for spreadsheet fault
localization.

Future research will include user studies and also comparisons
with other fault localization approaches. Moreover, we plan to
adapt the NDMs for other programing languages like impera-
tive or object-oriented languages. The challenge of the adaption
lies in the identification of all cases where fault masking could
happen in object-oriented programs. Lyle and Weiser proposed
to use program dicing [67] for narrowing down the search space
when locating faults. In program dicing, the slice of a correct
variable (i.e., a variable where the computed value equals the
expected value) is subtracted from the slice of an incorrect vari-
able. The programer focuses only on those statements that are
in this difference set. The problem of program dicing is that
the slice of the correct variable could also contain the fault.
In such a case, the difference set would not contain the faulty
statement. When restricting the dicing approach to allow only
slices of variables where no fault masking could happen, this
problem could be eliminated. Another interesting research topic
is the combination of MBSD with spreadsheet smells. Since
MBSD and smells are orthogonal spreadsheet quality assurance
techniques, they might complement each other.
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