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Abstract— Proton direct ionization (PDI) from low-energy
protons has been shown to have a potentially significant impact
on the accuracy of prediction methods used to calculate the
upset rates (URs) of memory devices in space applications
for state-of-the-art deep submicron technologies. The general
approach nowadays is to consider a safety margin to apply
over the UR computed from high-energy proton and heavy-ion
experimental data. The data reported here present a challenge
to this approach. Different UR prediction methods are used
and compared in order to establish the impact of PDI on
the total UR. Regardless of the method employed, the findings
suggest that PDI can contribute to up to 90% of the total UR,
on average, for a general selection of space orbits, with peaks of
up to 99%. Such results suggest that an approach based on
the characterization of the low-energy portion of the proton
spectrum would be more convenient for similar technologies
than the application of a general safety margin. Based on data
presented here, the previously proposed margin of 5 is exceeded,
by large amounts in some cases.

Index Terms— Low-energy protons (LEPs), Monte-Carlo (MC)
simulations, prediction methodologies, proton direct ionization
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I. INTRODUCTION

THE potential impact of direct ionization phenomena aris-
ing from singly charged particles, such as protons [1],

[2], electrons [3], and muons [4], on the upset rate (UR) of
memory devices has been a matter of concern for more than
a decade. When it comes to space applications, low-energy
protons (LEPs) are one of the main threats challenging the
standard UR prediction methodologies based on high-energy
proton (HEP) and heavy-ion (HI) single-event upset (SEU)
characterizations. Although not specifying how to calculate the
UR from LEPs, space standards for single-event effects [5] are
starting to mention procedures for SEU characterization under
LEP irradiation.

While it is common to refer to HEPs as those protons
with energy above 20 MeV, the energy range for LEPs is not
clearly defined. One of the reference studies in this subject [6]
suggests to account only for protons having energies in the
0–3 MeV range because these are the only energies relevant
for direct ionization. Such an observation arose from those
previous experimental observations.

An additional source of uncertainty on the total UR may
arise from proton elastic scattering, occurring at energies
below 20 MeV [7]–[9], which is generally neglected as well.

Both direct ionization and elastic scattering are phenom-
ena that can cause SEUs in deep submicron technologies,
regardless of whether they are based on bulk Si or silicon-
on-insulator (SOI) processes [10]. Angular dependence was
also shown to be an important factor for the triggering of
SEU mechanisms. Normal incidence is considered worst case
for bulk silicon and 90◦ tilting worst case for SOI [10].

SEUs from proton direct ionization (PDI) are triggered
by the energy directly deposited by protons within the
device-sensitive volume (SV). This mechanism becomes more
and more remarkable for those protons having an energy near
the Bragg peak, that is, those protons that either stop within
the SV or that pass through it while depositing most of their
energy. These are protons that enter the SV with energies on
the order of 50 keV.

In terms of radiation hardness assurance (RHA) for space
missions, several approaches have been proposed in the past
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years for PDI UR predictions starting from ground test data
[6], [10]–[13]. One of the main studies [6] proposes the use
of a degraded HEP beam as an enabler for LEP SEU ground
testing. In this case, the main advantage is the possibility to
exploit the energetic spread introduced by the degraders in the
beamline to irradiate the device with a spectra replicating that
found in a typical Earth space mission in the 0–3 MeV energy
range.

The main conclusion of the study was that for static random
access memories (SRAM) operated down to 10% undervolt-
age, the PDI contribution to the total UR could be counted by
applying a conservative margin of 5 to the UR calculated from
the conventional HEP and HI SEU cross sections determined
through ground testing [10].

The present work explores very strong PDI enhancements
observed in the SEU cross sections of a few SRAMs that can
break the previous assumptions about the severity of PDI for
space missions RHA. When considering the two commercial
devices in the accelerator context [14], it was found that UR
enhancements due to PDI up to a factor of 5 were expected.
This despite the minor contribution of LEPs to the overall
accelerator radiative environment (largely neutron-dominated)
if compared to the larger abundance of LEPs in the space
environment. Thus, the objective is to determine whether the
standard RHA approaches for PDI are challenged by this
specific set of devices and by how much the previous safety
margins might be violated.

This article is structured as follows. The experimental
investigation performed for this work is briefly introduced.
The experimental data are fed into models to be used in
Monte-Carlo (MC) simulation tools. These are used, along
with other prediction tools to estimate the UR of the char-
acterized devices for a few selected space orbits in order to
evaluate the impact of PDI UR in typical space missions.

II. EXPERIMENTAL INVESTIGATION

One of the three characterized devices is a
custom-developed SRAM designed by one of the authors
of this article and the other two are commercial SRAMs.
The custom-developed SRAM will henceforth be referred
as RADSAGA 65-nm SRAM. As the name suggests, it is
based on a 65-nm technology and it was manufactured
according to the standard commercial Taiwan Semiconductor
Manufacturing Company (TSMC) process. The only
difference is that the cell size is three times larger than
that of the standard. One of the commercially available
SRAMs, reference CY62167GE30-45ZXI (henceforth called
Cypress SRAM), is also based on this technology. The other
commercial SRAM, reference IS61WV204816BLL-10TLI
(henceforth called Integrated Silicon Solutions Inc. (ISSI)
SRAM), is based on a 40-nm technology. The main features
of these memories are summarized in Table I.

Note that the RADSAGA 65-nm SRAM [15] has a tunable
core voltage that can be used to vary the sensitivity of the
memory chip, spanning in the 0.3–1.2 V range. For the scope
of this article, the presented data and the main focus will
be devoted to a core voltage of 0.3 V. The data presented

TABLE I

SRAMS UNDER CONSIDERATION IN THIS WORK

TABLE II

MAIN CHARACTERISTICS OF THE HIS USED TO CHARACTERIZE THE SEU
CROSS SECTIONS

for the commercial SRAMs all refer to their nominal core
voltages of 1.1 V. Note that the Cypress SRAM has an internal
error-correction code (ECC), which has been disabled for the
purposes of this study.

The SRAMs have been tested with several beams [16] and
most of the experimental details are reported in that article.
All the SRAMs have been irradiated through the back-end-
of-line (BEOL). This was shown to have an impact for SOI
SRAMs [17] with respect to irradiation from the substrate. For
the presented bulk SRAMs, however, such configuration could
not be achieved.

For the purpose of this work, data referring to LEP, HEP, and
HI irradiations are reported. Concerning LEPs, the core of the
experimental work was completed at the Centro Nacional de
Aceleradores (CNA) [18]. There, the SRAMs have been irra-
diated with mono-energetic proton beams in the 0.5–5 MeV
energy range. LEP data for the ISSI SRAM were collected
at the Radiation Effects Facility (RADEF) [19], [20] at the
University of Jyväskylä. HEP testing was accomplished at the
Kernfysisch Versneller Instituut (KVI) [21] for the ISSI and
Cypress SRAMs and at the Paul Scherrer Institute (PSI) [22]
for the RADSAGA 65-nm SRAM. HI testing was performed
at KVI for all the SRAMs. Table II reports the HI charac-
teristics in terms of species, energy, linear energy transfer
(LET), and range. Only the LEP testing at CNA and RADEF
were performed in vacuum. All the data have been obtained
at normal incidence and room temperature. Different from
other experiments and measurement techniques [23], [24],
mono-energetic LEP data have not been obtained by beam
degradation.

Error bars for all experimental data are calculated at 95%
confidence level, assuming a fluence uncertainty of 10% and
based on the actual number of events. If not visible in the
plots, they are smaller than the markers.

The experimental proton cross sections as a function
of energy for the RADSAGA 65-nm SRAM are depicted
in Fig. 1. The peak direct ionization cross section was found
for 900 keV and it reaches up to 4 × 10−9 cm2/bit. The
cross section is still higher than 10−12 cm2/bit at 5 MeV.
The HEP cross section lowers down to 1.5 × 10−13 cm2/bit



CORONETTI et al.: ASSESSMENT OF PDI FOR THE RHA 939

Fig. 1. Low and HEP experimental cross sections as a function of
proton energy for the RADSAGA 65-nm SRAM when tuned at 0.3 V.
The HEP data are fit with a Weibull with the following parameters:
σsat = 1.8 × 10−13 cm2/bit, E0 = 0 MeV, W = 10 MeV, s = 1.8. The data
are compared with the FLUKA simulated cross sections.

at 200 MeV. It is seen to grow from below 100 MeV to
reach up to 4.7 × 10−13 cm2/bit at 18 MeV. This may indicate
a potential influence of direct ionization at energies around
20 MeV. For the Weibull fit, the saturation cross section is
taken to be 1.8 × 10−13 cm2/bit to better account for this
enhancement below 100 MeV. Overall, the peak PDI cross
section is about 2.2 × 104 times the HEP saturation cross
section used for the Weibull fit.

The experimental proton cross sections as a function of
energy for the ISSI SRAM are depicted in Fig. 2. The peak
direct ionization cross section was observed at 600–800 keV,
probably indicating a thinner BEOL than the previous SRAM.
The fact that the LEP cross section is almost constant for
an interval of energies (600–800 keV) more strongly points
out the reaching of the physical limit imposed by the SV
size. The peak cross section is 5 × 10−10 cm2/bit. The HEP
saturation cross section is 1.5 × 10−14 cm2/bit, resulting in a
ratio between the peak PDI and high-energy saturation cross
sections of 3.3 × 104.

The indicated ratios are among the highest that could be
found in the literature. In one case [25], ratios up to a factor
of 105–106 were observed. However, different from these data,
the peaks were quite steep and narrow, indicating a higher
critical charge than for the devices here considered.

The experimental proton cross sections as a function of
energy for the Cypress SRAM are depicted in Fig. 3. The
peak direct ionization cross section is seen to occur between
800 keV and 1 MeV, stretching up to 1.2 × 10−9 cm2/bit.
The HEP saturation cross section is 8 × 10−14 cm2/bit. As a
result, the ratio between the peak PDI and high-energy satu-
ration cross sections is 1.5 × 104.

Fig. 4 presents the same PDI data for the RADSAGA 65-nm
SRAM as a function of LET compared to cross sections
obtained with long range ions. Other than the data points
at high LET, which define the HI saturation cross section,
the main purpose of the figure is to compare the cross sections
of LEPs with those of long-range high-energy light ions
(carbon in the 30–90 MeV/u energy range).

Fig. 2. Low and HEP experimental cross sections as a function of
proton energy for the ISSI SRAM. The HEP data are fit with a Weibull
with the following parameters: σsat = 1.5 × 10−14 cm2/bit, E0 = 10 MeV,
W = 0 MeV, s = 1.8. The data are compared with the FLUKA simulated
cross sections.

Fig. 3. Low and HEP experimental cross sections as a function of
proton energy for the Cypress SRAM. The HEP data are fit with a Weibull
with the following parameters: σsat = 8 × 10−14 cm2/bit, E0 = 10 MeV,
W = 0 MeV, s = 1.8. The data are compared with the FLUKA simulated
cross sections.

In the figure, ion data points have been placed at an LET
corresponding to that before the BEOL. It is assumed that,
given their longer range, the ions will reach the SV while
losing a negligible amount of energy in the BEOL. On the
contrary, LEPs have a shorter range that may bring them to
stop either inside the SV or in its vicinity. Thus, LEP data
points have not been placed at the tabulated LET [26] for that
primary energy before the BEOL. A more realistic LET has
been estimated based on the interaction with the BEOL. While
the latter cannot be known for the commercial memories,
the experimental cross section helped deducing their SiO2

equivalent BEOL thicknesses. On the other hand, for the
RADSAGA 65-nm SRAM, it is known from manufacturing
documentation that the BEOL would be equivalent to a layer
of SiO2 12-μm thick.

Whether known or deduced from the data, this equivalent
thickness was used to calculate the energy lost by the primary
protons while passing through the BEOL by means of the
stopping and range of ions in matter (SRIM) software [27].
Once this was known, SRIM was again used to determine the
range in silicon of a proton having the residual kinetic energy
and calculate an LET based on this residual kinetic energy
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Fig. 4. LEP and HI cross sections as a function of LET for
the RADSAGA 65-nm SRAM when tuned at 0.3 V. Weibull para-
meters: σsat = 1.7 × 10−8 cm2/bit, LET0 = 0.07 MeV/(mg/cm2), W =
1 MeV/(mg/cm2), s = 2.4. The data are compared with the FLUKA simulated
cross sections.

Fig. 5. LEP and HI cross sections as a function of LET for the
ISSI SRAM. Weibull parameters: σsat = 9.56 × 10−9 cm2/bit, LET0 =
0.09 MeV/(mg/cm2), W = 16 MeV/(mg/cm2), and s = 1.8. The data are
compared with the FLUKA simulated cross sections.

and the range. This LET is exclusively used to show the LEP
points in the plots.

Note that this method introduces an approximation, since
it considers that all the protons transiting through the BEOL
will experience the same identical energy loss. Fluktuierende
Kaskade (FLUKA) 4.0 [28], [29] was used to simulate
mono-energetic 900-keV protons traveling through the BEOL
oxide. Due to straggling, the resulting spectra after the BEOL
and at the entry of the SV were found to be continuous
between 0 and 200 keV. This was also observed in [30].
At the same time, the residual kinetic energy obtained from
SRIM for this case was about 290 keV. Considering the
energy straggling, using a single LET derived from a single
proton energy may result in an underestimation of the LET of
less than 0.1 MeV/(mg/cm2), which will not alter the general
picture.

Coming back to Fig. 4, it is clear that the peak PDI cross
sections are not fully reproduced by long-range light ions,
as was found before [31]. In this case, the peak PDI cross
section can be three times higher than the respective carbon
cross section at a similar LET.

Fig. 5 shows the LEP and HI cross sections as a function
of LET for the ISSI SRAM. The same procedure, as for the

Fig. 6. LEP and HI cross sections as a function of LET for the
Cypress SRAM. Weibull parameters: σsat = 1 × 10−7 cm2/bit, LET0 =
0.09 MeV/(mg/cm2), W = 12 MeV/(mg/cm2), and s = 1.9. The data are
compared with the FLUKA simulated cross sections.

previous case, was implemented for the LEP LET
determination, this time with a BEOL as thick as 6 μm.
The PDI peak is seen to exceed the carbon cross sections
for similar LET by even a factor of 50. Indeed, the peak
PDI cross sections are even closer to the argon ion cross
sections obtained with LETs above 5 MeV/(mg/cm2) than to
the carbon ion cross sections.

Fig. 6 depicts the LEP and HI cross sections as a function
of LET for the Cypress SRAM. The LETs for LEPs were
calculated assuming a BEOL 10-μm thick. This was chosen
because the PDI peak cross section is maximum between
0.8 and 1 MeV and it starts fading only below 800 keV.
Hence, at an energy lower than where the fading is observed
for the RADSAGA 65-nm SRAM. The situation is similar
to the RADSAGA 65-nm SRAM, with a maximum difference
among peak PDI and carbon ion cross sections of a factor of 3.

The reason for the observed experimental behaviors is not
fully clear, but it is not caused by the presence of multiple-bit
upsets (MBUs, occurring in the same word), while nothing
can be said about multiple-cell upsets (MCUs, occurring in
physically adjacent cells) given that the physical mapping of
the memories is not available. It may be a topic of future inves-
tigations. The presented HI LET Weibull functions are derived
to follow the HI data at both low and high LET and will be
later used to calculate the HI contributions to the total UR.

Carbon and argon ion interactions were also simulated with
FLUKA and are reported in the figures. For all the models,
the FLUKA-simulated cross sections for carbon (low LET)
tend to follow the LEP experimental data rather than the
carbon experimental data at similar LET. This is particularly
evident for the ISSI SRAM (Fig. 5). On the other hand,
the agreement between argon experimental data and simulated
data is within a factor of 2 for all the models.

III. MODELING OF THE SVS

SV models are proposed for the memory cells of the three
SRAMs. They will be used as input in the MC simulations
used to determine the UR of the SRAMs in the space
environment.
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TABLE III

NESTED RPP DATA OF THE SVS OF EACH SRAM ALONG WITH THE
COLLECTION EFFICIENCY (ALPHA), BEOL THICKNESS,

AND CRITICAL CHARGE

All the SRAM models here considered are based on rec-
tangular parallelepiped (RPP) that are built based on the
experimental data. LEP data are very useful when building
such models since they can give direct indications of the SV
size, that is, the direct ionization cross section tends to be equal
to the SV surface normal to the beam. In addition, the lowering
of the cross section at energies below the PDI peak can give
indications about the BEOL thickness. Finally, the slope of the
cross section curve from the PDI peak toward higher energies
can give indications about the SV thickness and the critical
charge Qcrit [14].

Even when these LEP data are correctly fit, often a single
RPP can be representative of the LEP cross section, but it can
underestimate the HEP cross section. Given that the models
will be used for the estimations of the UR due to LEPs and
HEPs, as well as HIs, it is crucial to build models that could
reproduce in the best possible way also the high-energy part
of the proton cross section. A nested RPP technique [11], [32]
based on HI data can be used to better fit the HEP cross section
while not affecting the low-energy part.

The nested RPP technique was used for the RADSAGA
65-nm and Cypress SRAMs. On the other hand, a single RPP
was found to be suitable for the ISSI SRAM since it fairly
reproduces both the LEP and HEP responses. The data of the
RPP models for all the SRAMs are reported in Table III. The
BEOL are assumed to be made with SiO2 for all the cases.

For the nested RPPs, the external volume sides are obtained
directly by a few high-LET HI (>5 MeV/(mg/cm2)) cross
section data points. The collection efficiency (alpha) is
obtained by making the ratio between the LET of the PDI peak
data point and the LET of that HI. For the RADSAGA 65-nm
SRAM, the reference proton LET is 0.4 MeV/(mg/cm2),
whereas for the Cypress SRAM, this is 0.3 MeV/(mg/cm2).
The thickness is kept constant [33] and equal to that of the
innermost SV (targeted to reproduce the PDI enhancement).

The RADSAGA 65-nm SRAM has the largest SV side
(640 nm) for the innermost volume. At the same time, this
is the only model for which the SV thickness (250 nm) did

TABLE IV

COMPARISON OF THE ENERGY CONVOLUTION OF THE EXPERIMEN-
TAL AND RPP MODEL PROTON RESPONSES FOR LOW- (0–3 MeV),

INTERMEDIATE- (3–20 MeV), AND HIGH-ENERGY (>20 MeV)
REGIONS FOR THE THREE SRAMS WITH THE ISS ENVIRON-

MENT AND 100 MILS OF ALUMINUM SHIELDING. DATA ARE
REPORTED IN SEU/bit/day

not coincide with the SV side. The reason is the matching
of the proton cross section at energies of 1–5 MeV. Using a
larger thickness would lead the simulated cross section to fall
down much quicker with increasing energy. The critical charge
is also the lowest (0.55 fC), given the lower core voltage. For
the outermost volumes, only the argon ion data are retained,
since the xenon data point has the same cross section as the
argon ion with the highest LET.

The ISSI SRAM has the lowest PDI peak cross section,
hence the lowest RPP side (310 nm). It also has the thinner
BEOL (6 μm) since the memory was experimentally observed
to be sensitive down to just 600 keV. Finally, it also relies
on the highest critical charge (0.96 fC), which, in spite of
the smaller technology, is likely due to differences in the
manufacturing processes among companies.

For the innermost volume, the Cypress SRAM model has
the SV side and thickness of 360 nm. The critical charge is
0.86 fC. To complete the model, three larger volumes are
added based on the argon and xenon cross sections. In this
case, the HI saturation cross section is much larger than that
of the RADSAGA 65-nm SRAM, resulting in volumes with
sides as large as 3 μm.

FLUKA MC simulations were performed for all the models
and for several mono-energetic proton cases to assess the
consistency of the model with respect to the experimental
data. The uncertainty on the calculated cross sections varies
with each energy. On average, an uncertainty of ±35% can be
taken for all the data points and models based on the energy
deposition distributions. Other uncertainties may be present
on the parameters chosen for the SV such as BEOL thickness,
critical charge, SV size, and thickness.

Figs. 1–3 present the comparison among the mono-energetic
experimental and simulated cross sections for the RADSAGA
65-nm SRAM, ISSI SRAM, and Cypress SRAM, respectively.

For the RADSAGA 65-nm SRAM, the consistency is
verified at low (0–3 MeV), intermediate (3–20 MeV), and
high energy (>20 MeV). For the ISSI and Cypress SRAMs,
the agreement between the models and the experiments is
good for LEPs and HEPs. For the intermediate-energy region,
the agreements are less optimal. However, this region is not an
important contributor when it comes to the proton UR since
it contributes less than 1%, at least for these two SRAMs.
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As a further verification of the validity of the proposed
RPP models to describe the proton cross section response over
different sets of energies, a first UR calculation was performed.
cosmic-ray environment and effects models (CREME) 96 [34]
was used to determine the trapped proton flux for the Inter-
national Space Station (ISS) orbit. The flux was transported
by means of the online tool through 100 mils of aluminum.
The data were then divided into the three energy regions
described before. Both the experimental data and the RPP
model data were convolved along with the proton fluxes in the
three energy regions. Both data sets are determined for normal
incidence only, for both the data and the radiation field. For
this simple calculation, the angular response is not considered
because no such experimental data were collected and a fair
comparison would not be possible.

Table IV reports the comparison of all three devices and
for each energy region. The agreement for each region is quite
satisfactory. The largest discrepancies are seen for the ISSI and
Cypress SRAMs for intermediate-energy protons. However,
given that, for these memories, this region is expected to
contribute 1% or less to the total UR, the related inaccuracy
can be assumed to be negligible. Globally, the total URs from
these models are about 10% higher than their experimental
counterparts.

IV. UR PREDICTION METHODS

UR prediction methods based on the measurements of HEP
and HI cross sections are nowadays well standardized, for
example, the Weibull [35] method, among others. Existing
methods on HEPs and HIs are all based on the assumptions
made from the typical test results that cross section curves
are null below the energy/LET threshold and tend to reach a
saturation cross section at high energy/LET while maintaining
a monotonic dependence with energy/LET.

PDI, however, introduces the problem that the cross section
is no longer monotonic with energy. Hence, the established
prediction methods can hardly help out in predicting the
UR from LEPs. In principle, some of these methods can be
mimicked in some other way, because they are basically con-
volutions of a cross section function defined as a function of
energy/LET with an environmental particle spectrum, similarly
defined as a function of energy/LET.

The LEP experimental mono-energetic cross sections can,
for instance, be convolved with the environmental flux without
a need to define a function that would describe the whole cross
section curve as a function of energy, that is, by performing
linear interpolation for intermediate points. This is supposed
to provide a more accurate estimation than that obtained by
multiplying the cross section peak for the proton flux in the
relevant energy range, as proposed in [36].

Still, among the problems introduced by energy convolution,
there is the assumption that the proton will reach the SV
with normal incidence, which is not the case since the space
environmental proton fluxes are isotropic. For instance, when
folding the cross sections presented in Fig. 1, all protons
within the environment having an energy below 700 keV will
not contribute to the response. However, when considering an
isotropic spectrum, there will always be protons arriving at the

SV with an energy in the 0-700-keV range, which, in principle,
are associated with a cross section similar with that of the PDI
peak. Such a method, based on the energy and range of protons
arriving at the SV, was also proposed in the past [37].

Another possibility would be to treat the LEPs in a similar
fashion as HIs and to perform an LET convolution. However,
in this case, determining the LET of the protons used during
the experiments can, as was shown before, be complicated
and the uncertainty introduced by the straggling may lead
to much higher inaccuracy than for the determination of the
actual proton energy.

A promising method, proposed by Dodds [6], to calculate
the UR from PDI consists of measuring the cross section of
a degraded high-energy beam containing a known spectrum
of LEPs. The method also requires performing measurements
at various angles of incidence to cover the effects related to
the isotropic nature of the space spectra. The PDI UR is then
compared to those attained through the Weibull method for
HEPs and HIs. However, when data from such an experiment
are not available, approximate methods may be introduced
based on the observed mono-energetic proton cross sections
in order to retrieve the UR.

Finally, MC simulations can also be considered for UR
predictions. The earlier introduced RPP models of the SV
can be used to extract the cross sections derived from the
environmental proton and HI spectra. The advantage of MC
simulations is that the models used are assumed to be a
valid representation of the device response regardless of the
particle or energy. In addition, they may also provide further
indications about potential variations introduced by varying
the parameters in the chosen models. Note that the MC
simulations are run with isotropic spectra as input, hence
accounting for the angular response of the modeled compo-
nent. A certain degree of uncertainty, which is not so easy
to quantify, is present, anyhow. This is due to the lack of
experimental data at different angles of incidence. That is,
the angular dependence here considered is that emerging as a
result of the modeling at normal incidence, but no verification
with respect to experimental data was possible.

For this first assessment, the data refer to a single orbit
and a single shielding configuration. The environment under
consideration is that of the ISS for solar minimum conditions.
Both proton and HI fluxes are transported through 100 mils of
aluminum with the CREME/universal heavy ion propagation
code (UPROP) online tool. The fluxes are then used to
perform energy convolution calculations (applicable only
to protons), the Weibull fit calculations (applicable only to
HEPs and HIs), FLUKA MC simulations (applicable to every
particle and energy), and an approximated Dodds’ method
(applicable only to LEPs).

For the heavy-ion Weibull methods, the Weibull curves
presented in Figs. 4–6 were used. For the HEPs, the same
identical Weibull functions were used for the three devices,
but with a different saturation cross section (Eth = 0 MeV,
W = 10 MeV, s = 1.8). The saturation cross sections were
1.8 × 10−13, 1.5 × 10−14, and 8 × 10−13 cm2/bit for the
RADSAGA 65-nm ISSI and Cypress SRAMs, respectively
(Figs. 1–3).
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TABLE V

COMPARISON OF UR PREDICTION METHODS FOR LOW AND HEPS AND
HIS FOR THE THREE SRAMS AT 0.3 V FOR THE LISTED METHODS.

THE ISS ENVIRONMENT IS USED FOR ALL METHODS (500 km,
51.6◦, SOLAR MIN, 100 MILS ALUMINUM). THE UR UNITS

ARE SEU/bit/day

The idea behind the approximated Dodds’ method is to
retrieve a rough estimate of the cross section that would
have been measured for the devices presented in this work if
experimental measurements in a high-energy degraded beam
were performed. Note that the Dodds’ method can be used to
calculate the LEP contribution to the UR, whereas for the HEP
and HI contributions, the method also relies on the Weibull fits.

The approximated Dodds’ method consists in the con-
volution of the experimental LEP cross section with the
spectrum experimentally measured at Tri-University Meson
Facility (TRIUMF) [6] when degrading the 70-MeV proton
beam to an average energy of 6 MeV. Once this cross section
is estimated, the approximated method follows the same steps
as the original Dodds’ method.

Table V presents the UR calculated for the three contrib-
utors: LEPs, HEPs, and HIs with the various methods. Note
that in this case all protons in the environment below 20 MeV
are considered as LEPs, as they are typically irrelevant in the
traditional methods based on HEP and HI characterizations
only.

For all three devices, the energy convolution, Weibull, and
MC methods deliver very similar HEP URs, always within
less than a factor of 2 difference. For HIs, the Weibull and the
MC methods are quite in disagreement for the ISSI SRAM,
with even one order of magnitude lower UR delivered by the
Weibull fit. For the other two SRAMs, the differences are
much smaller, within a factor of 1.5 for the RADSAGA 65-nm
SRAM and less than a factor of 3 for the Cypress SRAM. The
larger HI UR arising from MC simulations is due to the fact
that the RPP models of the SVs are built so that they follow the
experimental LEP cross sections at low LET rather than the
light ion cross sections. As was shown earlier, the difference
is not negligible, in particular, for the ISSI SRAM, for which
the discrepancy between different HI UR estimation methods
is the highest.

Concerning the comparison among LEP UR prediction
methods, the results are not always consistent among devices.

For the RADSAGA 65-nm SRAM, the energy convolution
delivers a UR which is about half that of the MC simulations
and the approximated Dodds’ method, which, in turn, are very
similar. This effect may be related to the isotropic nature of
the environment, which is neglected in the energy convolution
method. However, although this is indeed always the case
for all the memories when comparing energy convolution
and approximated Dodds’ method, for the ISSI and Cypress
SRAMs, the MC LEP UR is similar to that obtained through
energy convolution.

Since the combined Weibull/Dodds’ method and the MC
simulations provide data for all three contributors to the
total UR, these two approaches are followed to perform the
following RHA assessments. One of the main differences
between the two methods is that the approximated Dodds’
method considers only protons with energy below 3 MeV,
whereas the MC simulations consider the full proton spectra
below 20 MeV.

V. PDI IMPACT ON THE TOTAL UR

Generally, the UR of a digital device in any space orbit is
defined by two main contributions, that is, direct HI ionization
and proton indirect ionization. PDI can be considered as a
separate contributor since the proton-induced SEUs are, in this
case, triggered in a similar fashion as those from HIs. In order
to evaluate the impact of PDI on the total UR, let us define a
parameter D as

D = URHI + URHEP + URLEP

URHI + URHEP
. (1)

The D factor will define the relative contribution of PDI
to the UR with respect to the UR estimated when PDI is
neglected. It can also be seen as a safety margin to apply
to the estimated UR when LEP data are not available.

The analysis is made considering the three devices presented
in this article, four different space radiation environments, and
two different shielding configurations. All the environments
are calculated through the CREME96 online tools. The ISS
environment (I1 and I5) is calculated at 500-km altitude,
51.6◦ inclination, solar minimum, quiet conditions; the low-
Earth orbit (LEO) environment (L1 and L5) at 1400-km alti-
tude, 52◦, solar minimum, quiet conditions; the geostationary
orbit (GEO) environment is calculated for both quiet (GQ1 and
GQ5) and stormy solar conditions (GW1 and GW5, worst
day). The shielding configurations are with 100 and 500 mils
of aluminum.

For the RADSAGA 65-nm SRAM, the contributions to
the UR (both in absolute and percentage terms) are reported
in Table VI for both the MC simulations and for the approxi-
mated Dodds’ method. PDI effects are found to be negligible
only for the GEO quiet conditions, for which both methods,
regardless of the shielding, yield a PDI UR in the order of 1%.
For all other radiation environments, the PDI contribution to
the UR is never below 85%. The most affected orbits are
the LEO and GEO in stormy conditions and the situation
does not change much when a thicker shielding is considered.
Generally, the two methods yield very similar results for
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TABLE VI

UR OF THE RADSAGA 65 -nm SRAM FROM PROTON INDIRECT AND
DIRECT IONIZATION AND HIS (WITH PERCENTAGE CONTRIBUTIONS

TO THE TOTAL UR IN BRACKETS) FOR EIGHT COMBINATIONS OF

ORBITS AND SHIELDING CONFIGURATIONS. UR IN SEU/bit/day

TABLE VII

UR OF THE ISSI SRAM FROM PROTON INDIRECT AND DIRECT IONIZA-
TION AND HIS (WITH PERCENTAGE CONTRIBUTIONS TO THE TOTAL

UR IN BRACKETS) FOR EIGHT COMBINATIONS OF ORBITS AND
SHIELDING CONFIGURATIONS. UR IN SEU/bit/day

the PDI contribution to the UR, pointing out the potential
dominance of PDI over the other two SEU mechanisms.

For the ISSI SRAM, the contributions to the UR (both in
absolute and percentage terms) are reported in Table VII for
both the MC simulations and for the approximated Dodds’
method. PDI UR for GEO quiet conditions is found to con-
tribute for a maximum of 11% to the total UR, again pointing
out that PDI effects can be considered negligible in this envi-
ronment. For the other three environments, when considering
the MC simulations, PDI is still the major contributor to the
UR. However, it is not dominant in all the cases. At the lowest,
PDI contributes to 65% for the I5 orbit and can reach 97% for
the GW1 environment. The situation is quite different when

TABLE VIII

UR OF THE CYPRESS SRAM FROM PROTON INDIRECT AND DIRECT
IONIZATION AND HIS (WITH PERCENTAGE CONTRIBUTIONS TO THE

TOTAL UR IN BRACKETS) FOR EIGHT COMBINATIONS OF ORBITS

AND SHIELDING CONFIGURATIONS. UR IN SEU/bit/day

considering the approximated Dodds’ method. In this case,
PDI never contributes less than 91% for each orbit, with a
peak of 99% for GW1.

For the Cypress SRAM, the contributions to the UR (both
in absolute and percentage terms) are reported in Table VIII
for both the MC simulations and for the approximated Dodds’
method. In this case as well, PDI contributes to the GQ UR
by 0%–2%, pointing out that PDI will not contribute to the
total UR in this environment. For the other three environments,
when considering MC simulations, PDI is the main contributor
to the UR, it is never below 73% and it can peak at 96%
for the GW1 environment. One peculiarity for the Cypress
SRAM is that the HEP component of the UR is, in percentage,
higher than for the other two memories. Similar to the ISSI
SRAM, when considering the approximated Dodds’ method,
the PDI contribution to the UR becomes dominant, with an
83% lowest percentage contribution for the I5 orbit and a
maximum of 98% for the GW1 environment.

The D factors for the RADSAGA 65-nm SRAM for both
the MC and the approximated Dodds’ methods are reported
in Fig. 7. The plot is made to compare how the D factor
changes with orbit, shielding, and calculation method. The
RADSAGA 65-nm SRAM shows quite consistent D factors
for almost all the orbits when calculated either using MC or
with the approximated Dodds’ method. Letting the GEO quiet
conditions aside, regardless of the calculation method, the orbit
or the shielding, the D factor is never below 5 and can reach
up to 43 for the L1 and GW5 orbits.

The D factors for the ISSI SRAM for both the MC and
the approximated Dodds’ method are reported in Fig. 8.
Note that, in this case, the data are reported in logarithmic
scale to improve readability. In the case of the ISSI SRAM,
the two methods may disagree by even a factor of 4 for the
I5 and GW1 environments. The approximated Dodds’ method
predicts the highest D factor to be roughly 150 (for the
GW1 environment). For the same orbit, the MC simulations
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Fig. 7. D factors of the RADSAGA 65-nm SRAM calculated for eight com-
binations of orbit and shielding with the MC simulations and the approximated
Dodds’ method.

Fig. 8. D factors of the ISSI SRAM calculated for eight combinations of
orbit and shielding with the MC simulations and the approximated Dodds’
method.

predicts a factor of 39. The minimum D factors are found
for the GQ conditions (just above 1). Letting this environment
aside, the minimum would otherwise be 3 for the I5 orbit. For
this same orbit, the approximated Dodds’ method provides the
lowest D factor, which is as high as 11.

The D factors for the Cypress SRAM for both the MC and
the approximated Dodds’ method are reported in Fig. 9, also in
logarithmic scale. The comparison between the two methods
yields similar observations as for the ISSI SRAM, though the
difference, in this case, is moderate, that is, the approximated
Dodds’ method yields less than a factor of 2 higher D factors
than MC for the ISS and LEO cases, with the only exception
of GEO worst day. With the exception of the GQ cases, for
which the D factor is 1 or just above, all other D factors
are higher than 5. For MC, the highest D factor is 27 for
the GW1 orbit and the lowest is 4 for the I5 orbit. For the
approximated Dodds’ method, the highest D factor is 65 for
the GW1 orbit and the lowest is 6 for the I5 orbit.

The two methods point out quite heterogeneous contribu-
tions to the UR. In general, the MC simulations bring factors
which are equal to or lower than the approximated Dodds’
method. Despite representing the most optimistic prediction

Fig. 9. D factors of the Cypress SRAM calculated for eight combinations
of orbit and shielding with the MC simulations and the approximated Dodds’
method.

case, the MC simulations still yield D factors that violate the
safety margin of 5 established in the literature [10].

The shielding is almost always seen to provide a benefit in
terms of UR in absolute value. However, it does have a quite
limited impact on the D factors. At best, for the ISSI SRAM,
the D factor for I5 was 7 times smaller than for I1. For the
other conditions, the effect is no higher than a factor of 2. The
RADSAGA 65-nm SRAM and the GEO stormy environment
represent the only exception. For this case alone, the D factor
for 500 mils is seen to be higher than for 100 mils for both
methods. The reason is likely related to the wider PDI cross
section peak of the RADSAGA 65-nm SRAM with respect to
the other two devices, which render the RADSAGA 65-nm
SRAM also more sensitive to intermediate-energy protons.
Hence, 500 mils of aluminum are likely not enough to mitigate
the effects of a large part of the intermediate-energy protons.
In the literature [38], more realistic shielding configurations
were found to yield a reduction in the PDI UR by up to a
factor of 25 with respect to the spherical 100 mils aluminum
shielding.

VI. D FACTOR AS A FUNCTION OF THE

CRITICAL CHARGE

One advantage of the MC simulations is that they provide
data over a wide range of critical charges. While losing the
link to the data of these specific devices, such analysis can
allow exploring how the D factor would vary when changing
the critical charge of the model, which can be used to assess
whether the device may be sensitive to direct ionization from
HEPs and how the picture may change for other devices having
a different critical charge. Note that the other parameters of the
modeled SVs may also play a role, so this analysis will focus
strictly on common observations among devices and models.

In order to use the MC data as a function of critical charge,
the L1 orbit was chosen. The HI contribution to the UR was
found to be negligible for this orbit. This allows neglecting
the overestimated (but still negligible) low-LET HI response
from MC, so that the D factor simplifies further

D(Qcrit) = URHEP(Qcrit) + URLEP(Qcrit)

URHEP(Qcrit)
. (2)
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Fig. 10. D factors of the three devices calculated for the LEO orbit with
100 mils of aluminum shielding with the MC simulations as a function of the
critical charge.

In general terms, the D factor will converge to 1 at high
critical charge because LEPs would not deposit enough charge
to trigger SEUs. At the same time, it will converge to 1 also at
very low critical charge (below 0.1 fC) because such a device
would also be sensitive to direct ionization from HEPs. The
latter would be covered through HEP testing and would make
the LEP contribution less important in relative terms.

Thus, the D factor is expected to reach an absolute maxi-
mum, usually at critical charges in between 0.1 and 1 fC. If the
chosen critical charge is lower than that corresponding to the
absolute maximum, direct ionization effects may be relevant
also at energies above 20 MeV.

Fig. 10 reports the D factor as a function of critical charge
for the three devices under consideration. For the RADSAGA
65-nm SRAM, the chosen critical charge falls very close to
the peak region (which is at around 0.5 fC). This shows that
this device is likely sensitive to direct ionization effects above
3 MeV and, potentially, up to 20 MeV.

For the ISSI SRAM, the chosen critical charge is just
placed at the onset of the range of critical charges for which
PDI becomes dominant. However, the ISSI SRAM shows an
absolute maximum that can stretch up to more than 100.

The Cypress SRAM has the lowest peak in absolute value
among the three devices. Another peculiarity is represented
by the secondary peak located at the chosen critical charge
(0.86 fC), for which the D factor reaches a relative maxi-
mum, which is as high as 60% of the absolute maximum at
0.4 fC. The chosen critical charge (0.86 fC) places the model
almost halfway between the absolute maximum and the onset,
indicating that direct ionization from HEPs is unlikely for this
device.

In general, the critical charge at which the D factor reaches
the absolute maximum is seen not to vary much among the
different SV models and it occurs for a critical charge of
0.4–0.5 fC. However, the absolute value of the D factor may
vary by far, from 35 for the Cypress SRAM to 110 for the
ISSI SRAM and it seems to be strictly related to the ratio
between the PDI cross section peak and the HEP saturation
cross section observed experimentally.

VII. DISCUSSION

The three devices under consideration have all proved,
to different extents, to be very susceptible to direct ionization
from LEPs. Experiments with mono-energetic protons exhibit
ratios between the peak PDI cross sections and the high-energy
saturation cross sections higher than 104.

When brought into an environmental context, such high
and wide PDI effects were predicted to provide not only a
significant contribution to the total UR, but, in most of the
cases, they dominated the total UR response. Regardless of the
prediction method used, the considered orbit or the shielding,
PDI was found to contribute about 90% of the total UR on
average, with maxima of 99%.

The corresponding D factors calculated for these devices in
the considered environments were always on the order of a
few tens, reaching maximum values above 100 for the worst
case orbits. These were either low-Earth orbits for which the
trapped proton fluxes are quite high or the GEO environments
under the intensification of the proton fluxes provided by a
strong solar activity. Shielding (varying from 100 to 500 mils
of Al) was seen to have an impact, but just to a limited extent,
often sufficient to reduce the D factor by a factor of 2.

The D factor is assumed to be a safety margin that one
can apply to the UR calculated through Weibull fitting of
the HEP and HI experimental cross sections. It is clear that
safety margins make sense if they are small compared to the
quantity that is margined. At least for the considered devices,
this is not the case for basically any space environment
(even the supposedly mild ISS environment). Considering the
potential uncertainty of the UR calculation methods for PDI
effects, a method based on the application of safety margins
over the UR calculated from HEPs and HIs is unlikely to
work. Bounding the UR with the highest D factor found
among all the devices would mean applying always a factor
of 150 to the UR calculated excluding LEPs, which will often
be unrealistically pessimistic.

From the experimental data reported in other works [6],
[13], it is clear that such a safety margin would provide a
huge overshoot over the actual contribution of PDI to the UR
of memory devices in general. More than providing a revision
to the required safety margins to account for PDI when
calculating the UR from HEP and HI responses, the presented
data rather reinforce the need to perform experimental charac-
terization of memory devices with either mono-energetic LEPs
[31] or degraded HEP beams [6].

Some further considerations can be made on the accuracy of
the proposed calculation methods. The RPP models calibrated
over LEPs and HEPs proved to be very accurate for the two
proton contributors, but provided some overestimation of the
HI contribution with respect to the Weibull-predicted UR,
which, in turn, would have reduced the D factor. However,
for the RADSAGA 65-nm SRAM, the D factor would have
not reduced by more than a factor of 1.5, still pointing out a
quite strong PDI enhancement.

Concerning the approximated Dodds’ method, it is clear
that it would not exactly correspond to the experimental
measurements attained by degradation of a high-energy beam.
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However, this approximated method is likely not overestimat-
ing the UR by more than a factor of 5. Even when considering
such a strong inaccuracy, it would still yield D factors higher
than 10 for certain devices and certain orbits.

In this respect, the simplicity of the approximated Dodds’
method is counterbalanced by a higher degree of inaccuracy
in the UR prediction, whereas the MC simulations can be
considered to provide a higher-fidelity estimation within a
factor of ±2.

As a matter of fact, it will not be possible to draw conclusion
about the accuracy of current UR prediction methods for PDI
unless the devices are actually tested in the space environment.
Currently, the devices analyzed in this work have been con-
sidered for launch in LEO space missions. If proved to be that
sensitive to the actual space radiation environment, they could
be considered as a baseline to have very sensitive radiation
monitors to characterize the LEP fluxes in space.

The analysis of the D factor as a function of critical charge
showed that for the RADSAGA 65-nm SRAM, the worst case
scenario was already reached, being the chosen critical charge
so close to that of the D factor absolute maximum. This may
point out an influence from direct ionization above 3 MeV,
potentially extending up to 20 MeV and above. The analysis
for the other two devices showed that they are still positioned
at about the onset of the PDI sensitivity and still quite far from
the absolute maximum.

VIII. CONCLUSION

Novel data and soft error prediction methods on the impact
of PDI in SRAMs based on deep submicron technology and
bulk Si were presented to report on the strong enhancement
to the UR that would come from the observed PDI effects.
The big impact seems to be related to both the relatively
high peak PDI cross section, compared to the HEP saturation
cross section, and to the wide energy range for which direct
ionization phenomena play a role, which may extend even
above 3 MeV.

Regardless of the calculation method employed, PDI con-
tributes, on average, about 90% of the total UR. The resulting
safety margins (D factors) to be applied to the UR calculated
from HEP and HI experimental data generally exceed the
factor of 5 previously established in the literature and can
get as high as 150. Although the analyzed devices could just
represent a worst case for PDI, it is suggested to pursue
experimental characterization for PDI effects whenever the HI
LET threshold of the device is lower than 0.4 MeV/(mg/cm2),
rather than stick to the application of a general safety margin.
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