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Upgrades of the ALICE TPC Front-End Electronics
for Long Shutdown 1 and 2

Arild Velure

Abstract—This paper presents the front-end electronics up-
grades of the ALICE Time Projection Chamber detector for the
coming years, with a focus on the upgrades for Long Shutdown 2.
The Large Hadron Collider is currently in Long Shutdown 1
following a successful first run, and upgrades of the detectors are
underway to support the higher particle interaction rates planned
for the next run. For the Time Projection Chamber, the increase
in data due to the higher interaction rate and higher energy will
cause a bottleneck in the Readout Control Unit and a new board
is in development which increases the data-link speed to the
back-end. Another more general upgrade of the ALICE experi-
ment is planned for Long Shutdown 2, foreseen to start in 2018. In
this case the goal is to cope with an even higher interaction rate of
50 kHz for Pb—Pb collisions. The present Multi Wire Proportional
Chambers of the Time Projection Chamber will then be replaced
by Gas Electron Multiplier technology. At the same time, the
front-end electronics and readout system will also be replaced.

Index Terms—Detector instrumentation, front-end electronics,
frontend systems, GEM detectors, mixed signal circuits, particle
detectors, readout electronics, real time systems, time projection
chambers.

I. INTRODUCTION

HE Large Hadron Collider (LHC) accelerates protons and

lead (Pb) ions and collides them at the four experimental
areas along the beamline. One of the LHC experiments is A
Large Ion Collider Experiment (ALICE) [1].

The ALICE detector is comprised of several sub-detectors,
of which one is the Time Projection Chamber (TPC) [2]. The
TPC is the main tracking detector of ALICE. It is a 90 m?
gas-filled cylinder with a Multi Wire Proportional Chamber
(MWPC) readout on both end plates, with 557568 readout pads.
The signals from these pads are passed to 4356 front-end cards
(FECs) mounted directly behind each end plate. Data from the
FECs are further branched down to 216 Readout Control Units
(RCUs) which are then connected to the rest of the ALICE
readout chain.

Following a successful running period from November 2009
to January 2013 (Run 1) [3], the LHC is currently shut down
for maintenance and preparation for even higher energies and
luminosities. This period, named Long Shutdown 1 (LS1), lasts
until end of 2014.
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Fig. 1. Block diagram of current front-end card [7].

The next running period (Run 2) is between 2015 and 2018.
In this period a peak luminosity up to 1x 1027 —4x 1027 ¢cm—%s!
can be expected for Pb-Pb collisions with center-of-mass energy
of 5.5 TeV per nucleon pair. As a comparison, in the heavy ion
run in 2011 the luminosity reached 4 x 10?® cm 2?s~! [3]. The
envisaged luminosities for Run 2 correspond to interaction rates
from 8 to 30 kHz.

To get maximum benefit from the delivered luminosities,
the most attractive data taking scenario for ALICE foresees
data taking rates of at least a factor two higher than what can
be achieved with the current TPC readout electronics. For a
trigger mix containing central, semi-central, minimum bias,
calorimeter and Transition Radiation Detector (TRD) triggers,
an event readout rate of at least 400 Hz is envisaged for the
ALICE central barrel detectors, while keeping a reasonably
low dead fraction (busy time). In comparison, the maximum
achieved readout rate for the same trigger mix of the current
TPC readout electronics has been measured to be about 320 Hz
(in this case with high dead fraction). The higher luminosities
for Run 2 will also lead to a 25% increase in the event sizes
since the number of tracks per interaction will be higher [4].
The maximum event size for a central event in Run 1 is 65 MB,
for Run 2 a corresponding event will produce 81 MB of data.

Run 3 follows LS2 in 2018, with an expected peak luminosity
of 6 x 107 cm 25! and interaction rates of about 50 kHz for
Pb-PDb collisions [5]. Since the TPC drift time of about 100 us
is 5 times longer than the average time between interactions,
the presently employed gating of the TPC wire chambers is
not sufficient and will be replaced by Gas Electron Multipliers
(GEMs). At the same time the front-end electronics needs to be
replaced to match the new readout chamber technology and in-
creased data rates.
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Fig. 2. Overview of the present TPC readout electronics with the original RCU
[6]. The Detector Control System (DCS) and Source Interface Unit (SIU) are
add-on boards handling the specific interfaces.

This paper presents the upgrades of the readout electronics for
the ALICE TPC detector for the coming years, with a focus on
the upgrades for LS2. More in-depth discussion on the upgrades
for LS1 can be found in [6].

II. PRESENT TPC ELECTRONICS

A single readout channel, as shown in Fig. 1, is comprised of
three basic functional units:

* A charge sensitive amplifier/shaper

* A 10-bit 10 MSps low power Analog Digital Converter
(ADC)

* A digital circuit that contains a tail cancellation, base-
line subtraction and zero-suppression filter, and a mul-
tiple-event buffer

The amplifier stage is contained in a single chip named PASA
(PreAmplifier and ShAper) [8], while the ADC and digital cir-
cuits are contained in the ALTRO (ALICE TPC ReadOut) [9]
chip. Each chip handles 16 input channels for a total of 128
channels per front-end card, where each channel corresponds
to a single pad on the TPC detector.

Each front-end card is connected to an RCU, each control-
ling between 18 and 25 front-end cards depending on the radial
position of the RCU in the TPC barrel. The connectivity be-
tween the RCU and the front-end cards is implemented using
two branches of a parallel, multidrop bus with a bandwidth of
1.6 Gbps per branch. The acquired data is sent to the Data Ac-
quisition System (DAQ) over a 1.28 Gbps optical link (Detector
Data Link). A sketch can be seen in Fig. 2.

The current system acquires data on a double-trigger scheme,
where a trigger is sent to the front-end cards at each interaction,
and a second trigger is sent within ~ 100 us after the first,
indicating whether the data from the current interaction should
be kept.

A. Motivation for the Run 2 Upgrade

The present TPC readout electronics will be a limiting factor
with the foreseen readout rate for Run 2. It is able to handle an
event readout rate of 250 Hz for central Pb—Pb collsions (the
readout rate depends on the number of tracks per event) [10],
while an event readout rate of at least 400 Hz is envisaged while
keeping a reasonably low dead fraction (busy time). In addition,

1041

Detector Data Link 2
(optical - 5 Gb/s)

Branch AO

Electrical Split —>

% <
—
B3
S — o i
2 optical link
$ T < Monitor/Control (Ethernet)
-
S C <
o ¢
£ g
b —>
Electrical Split —>
O,
C ——
T
N <
g
—
£

Fig. 3. Overview of RCU2 highlighting the main differences from the original
RCU [6]. Radmon is a radiation monitor based on SRAMs.

stability issues have been observed during Run 1, some of which
can be traced to single event upsets (SEUs) in the SRAM based
FPGAs. As there is a lack of spare resources on the FPGA, these
problems can not be mitigated on the firmware design level.

Since the time available for development and installation
was limited, a solution was chosen which involved redesigning
the RCU board and splitting the two existing buses connecting
the RCU to the front-end cards into four buses in addition to
changing the readout-link of the RCU to a higher bandwidth.
Assuming there are no other bottlenecks in the system, this by
itself would double the readout rate from 250 Hz to 500 Hz
and if we take into account the increased event size of 25%,
gives us a final readout rate of 400 Hz which is sufficient for
the envisaged Run 2 scenario. This solution also allows reuse
of the existing cabling and front-end cards, minimizing the
amount of installation work needed.

B. Motivation for the Run 3 Upgrade

The drift time of electrons in the Ne — CQ4 (90-10) gas cur-
rently used in the TPC is ~ 100 s. The drift time of positive ions
from the amplification region around the MWPC anode wires is
~ 180 s. To avoid any ions drifting back from the amplification
region to the drift region, a gating grid is in place which closes
after the initial electron drift time. This leads to an intrinsic dead
time of ~ 280 s and a limitation in the maximum interaction rate
of 3.5 kHz. If the gating grid structure would be disabled and
the TPC ran at the targeted interaction rate of 50 kHz (20 ps)
for Run 3, space charge distortions due to the accumulated ions
in the drift region would occur, which would render path recon-
structions uselsess. Operation of the TPC at 50 kHz can thus not
be accomplished with the current gating scheme. It will be re-
placed by a multi-stage GEM system. GEMs have been proven
to operate reliably in high-rate applications and provide intrinsic
ion blocking capabilities, therefore enabling the TPC to operate
in a continuous, ungated readout mode.

As the current readout electronics is based around a trig-
gered readout, a complete redesign of the whole front-end chain
is needed. The new electronics must implement a continuous
readout scheme and should be able to handle the resulting higher
readout rate. In addition it should accommodate both the nega-
tive signal polarity of the new GEM detectors and the lower gas
gain which demands a low noise design.
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Fig. 4. Simulated TPC Run 2 readout performance at 5 Gbps for Pb—Pb colli-
sions for two different modes (sparse and full readout).

III. UPGRADES FOR RUN 2

The RCU2 project was initiated only in April 2013, giving
less than 20 months for completion, including design, proto-
typing, mass-production and commissioning.

The cables for Ethernet, Trigger, DAQ and power will be
reused as is, due to the demanding time-schedule. However,
each front-end card bus is split into four branches per RCU2
instead of two, see Fig. 3. This ensures at least a doubling of
the data rate, requiring an upgraded Detector Data Link (DDL)
as well. With use of the same fiber, this is updated to the DDL2
protocol [11] with a bandwidth of 3.125 Gbps or 5 Gbps.

Simulations in SystemC have been completed to confirm and
verify the feasibility of the new readout solution. The simula-
tion is based on real data recorded with the TPC in Run 1 and
simulates the readout time per event in relation to the number
of tracks in the event. The simulation result in Fig. 4 is shown
for both full readout, where all channels are read out even if
empty, and sparse readout, where only channels containing data
are read out. Sparse readout is only beneficial for small events
with only a few tracks.

When comparing the simulated readout time for the highest
numbers of tracks in Fig. 4 of ~ 1.6 ms with the current readout
time for central events of ~ 4 ms [10] we get an improvement
factor of 2.5. If we account for the increase of 25% in event size
we reach a readout rate of 500 Hz which is sufficient for the
envisaged Run 2 scenario of 400 Hz.

The radiation related stability issues have been mitigated by
replacing the previous SRAM based FPGAs with a Microsemi
SmartFusion2 (SF2) System-on-Chip (SoC) FPGA [12], [13].
This state of the art flash based FPGA incorporates SEU im-
mune configuration memory, a ARM Cortex-M3 [14] processor
and error detection and correction (EDAC) DDR memory in ad-
dition to other radiation tolerance measures.

Several irradiation campaigns have been undertaken to en-
sure that the radiation tolerance of the TPC readout chain is
improved compared to the existing RCU. The first campaigns
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Fig. 5. Overview of the TPC readout architecture for Run 3 [4].

identified certain problem areas, which lead the to a substan-
tial delay of the project [15]. These challenges, including single
event latchups in the SF2 FPGA and a non satisfactory fault tol-
erance of the Trigger, Timing and Control interface, has been
dealt with. An irradiation campaign was conducted very re-
cently to verify that the performed adjustments are improving
the stability of the RCU2. The first analysis of the results from
this campaign are positive, and the overall radiation tolerance of
the RCU2 seems to now be at an acceptable level. However, the
delay of the RCU2 means that Run 2 will start with the existing
RCUs in spring 2015. Only one or two sectors of the TPC will
have RCU2s installed in December this year. The rest is planned
to be installed during the first technical stop in May 2015.

DAQ communication has been extensively tested at a speed
of 4.2 Gbps without errors, Ethernet communication to the DCS
is stable, and the optical interface to the Trigger, Timing and
Control system is verified. Additionally, several thousand trans-
action have been done towards the front-end cards without any
errors. Unfortunately, the delays of the project have affected the
readiness of the FPGA design, and some integration work is still
remaining.

IV. UPGRADES FOR RUN 3

A new front-end Application Specific Integrated Circuit
(ASIC), named SAMPA, is currently in development. It has
been designed to comply with the requirements for Run 3 of
both the TPC as well as the ALICE Muon tracking detector.

A. Common Front-End ASIC

The new SAMPA chip combines the functionality of the pre-
vious PASA [8] and ALTRO [9] chips into one in addition to
doubling the number of channels from 16 to 32, supporting
bipolar input signals and adding the possibility to Run in a con-
tinuous readout mode. The ASIC will be produced in a 130 nm
CMOS technology.

The acquired data from the SAMPA is transferred at 1.2 Gbps
over four 320 Mbps serial links to a Gigabit Trasciever (GBTx)
ASIC [16], which multiplexes the input from different SAMPA
chips into one high-speed 4.8 Gbps versatile optical link compo-
nent [17] to a Common Readout Unit (CRU), see Section [V-A.
A sketch of the setup for Run 3 can be seen in Fig. 5.

The SAMPA ASIC consists of 32 identical channels con-
sisting of a Charge Sensitive Amplifier (CSA), a pulse shaper,
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Fig. 6. SAMPA system block diagram [5].

an ADC and a Digital Signal Processor (DSP). A sketch of the
SAMPA ASIC can be seen in Fig. 6.

The signals received from the TPC pads are very small and
fast, typically in the order of 10 fC and 10 ns, requiring pre-
processing before they can be digitized. The CSA converts the
incoming signal to a pulse with a long tail that has an amplitude
proportional to the total charge of the incoming signal. In the
shaper, the undershoot created by the CSA is removed in addi-
tion to any low frequency components introduced.

The design of the CSA and shaper is based on the previous
PASA design, but contains some additional options:

» Selectable polarity of the input signal is provided to adapt

to different detectors.

» Configurable gain for the CSA is provided for the different
detector applications (TPC and Muon tracking). Moreover,
this feature can be used to compensate for differences in
length of the pads in the inner and outer readout chambers
of the TPC (larger pads will collect more ionization due to
the longer track length seen by the pad).

* In case the gas mixture in the TPC would be changed to
a gas with faster electron drift velocities (to combat the
problems of signal pileup) a configuration to set a lower
shaping time is also implemented.

* Additionally, specific gain and shaping settings are avail-
able to satisfy the requirements of the ALICE Muon
tracking detector.

The ADC has been implemented as a 10-bit capacitive suc-
cessive-approximation (SAR) ADC [18] optimized for oper-
ation at 10 MSps, but optionally up to 20 MSps. Using this
type of SAR ADC significantly reduces the power consumption
compared to the pipelined ADC implemented in the previous
ALTRO chip.

The digital signal processing (DSP) chain can be divided into
5 steps:

* The first, baseline correction 1, contains logic to subtract
systematic perturbations of the signal baseline. These shifts
could be a result of manufacturing/process variations, slow
changes in the environment (e.g. temperature and voltage),
low frequency (e.g. power line interference) or triggers
(e.g. induced by a pulsed gating grid). The first three effects
are solved with a combination of the subtraction of a con-
stant value and a self-calibrating value. The trigger induced
effects are solved by subtracting a value stored in a 1024
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samples long internal memory holding a time dependent
pattern for each channel. This mode is though not useful
in continuous readout mode, but the internal memory can
also be used to override the signal chain and issue test-pat-
terns for calibration purposes of the readout system.

* To combat the long tail generated by the signal in some
detectors, a tail cancellation filter is implemented which
uses a four stage Infinite Impulse Response (IIR) filter
to smooth the tail enabling a better zero suppression of
the data. This feature is not necessary for the new GEM
readout as there is no ion tail.

* The third, baseline correction 2, contains logic to subtract
non-systematic perturbations and slow baseline drifts.
These would be caused by noise and slowly varying
signals, like the ion tail for the current MWPC or due to
cross-over effects from capacitive coupling between the
pads for the GEM. The effects are removed through the
use of a moving average filter.

* As the SAMPA chip can effectively produce 3.2 Gbps
of data from its 32 channels and the serial outputs can
only handle 1.2 Gbps a lossy compression method is im-
plemented. This method, referred to as zero suppression,
operates on a fixed threshold pulse detection scheme,
where samples of a value smaller than a constant decision
level (threshold) are suppressed. Together with the storage
method, a form of Run length encoding, a compression
ratio of about 0.18 to 0.5 for pad occupancies! of 14% and
42% should be possible [4].

* The resulting data stream is transferred into a channel spe-
cific First-In, First-Out (FIFO) event memory. The data is
collected into packets which are buffered until a readout
command is issued to the specific channel by one of the
serial output links and the data is transmitted to the CRU.

The DSP can operate in both a triggered and continuous
readout mode. In triggered mode, a configurable amount of
samples, defined as a time window, are acquired upon the
reception of an external trigger signal, while in continuous
readout a new time window is started at the end of the previous.

The four serial output links from the SAMPA have been op-
timized for use in conjunction with the GBTx ASIC. For use
in regions of lower occupancy or with other detectors with low
data volumes, two or three of the serial links can be disabled.
For applications with very low data-rate, up to 16 devices can
be daisy-chained on a single link.

The GBTx can handle up to 10 serial links of 320 Mbps in-
cluding error correction, giving 2.5 SAMPAs per GBTx. The
receiving part of the GBTx is used for supplying system level
synchronization and triggering signals in case of running in trig-
gered mode.

The SAMPA implements an I2C interface for control and
monitoring. This is used in conjunction with the GBT Slow Con-
trol ASIC (GBT-SCA) [19], which has a dedicated data link on
the GBT interface, acting as a board controller for configuring
all the SAMPA chips on the same front-end board.

Pad occupancy is the fraction of samples within a given time window ex-
ceeding the zero suppression threshold.
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TABLE I
SIMULATED SPECIFICATIONS FOR THE SAMPA ASIC [5]
Specification TPC Muon Chambers
Voltage supply 1.25V 125V
Polarity Positive/Negative Positive/Negative
Detector capacitance (Cd) 18.5pF 40pF - 80pF
Peaking time (ts) 80ns or 160 ns 300 ns
Shaping order 4th 4th

<950e@Cy=40p*
<1600e@Cy4=80p*

Linear Range 100fC / 67fC 500fC

Sensitivity 20mV/fC / 30 mV/fC 4mV/fC

Return to baseline time <164 ns@ts=80ns <541ns
<288 ns@ts=160ns

Non-Linearity (CSA + Shaper) <1% <1%

Crosstalk <0.3 % @t;=80ns <0.2 % @t,=300ns
<0.2 % @t;=160ns
ADC effective input range 2Vpp 2Vpp
ADC resolution 10-bit 10-bit
Sampling Frequency 10MSps or 20 MSps 10MSps
INL (ADC) <0.65 LSB <0.65 LSB
DNL (ADC) <0.6 LSB <0.6 LSB
SFDR (ADC)** 68 dBc 68 dBc
SINAD (ADC)** 57dB 57dB
ENOB (ADC) 9.2 bit 9.2 bit
Power consumption (per ch)
ADC 2mW (4 mW) 2mW (4 mW)
CSA + Shaper 6mW 6mW
Channels per chip 32 32
* Resd =70 Q2

#* @ 0.5 MHz, 10 MSps

Preliminary specifications for the SAMPA ASIC can be seen
in Table I.

B. Common Readout Unit

The CRU is another common ALICE development, aimed to
be used for most of the ALICE detectors in the future. It acts as
the interface between the front-end electronics, the online and
offline computing system and the central trigger processor and
is based on a high performance FPGA equipped with multiple
gigabit optical inputs and outputs.

The CRU handles and controls the readout, configuration and
monitoring of the front-end cards. The per-channel data packets
received from the SAMPA chips are transferred verbatim to
the online system, but to facilitate reconstruction of the data in
the online system the packets are temporarily buffered and re-
ordered according to their geometrical position in the pad row
on the detector end plate.

Placing the CRU in the detector hall, close to the front-end
electronics, would give the benefit of reduced material costs due
to the reduced number of optical links needed. The CRU would
be connected to the front-end electronics through copper cables
and communicate with the online system through faster 10 GbE
Detector Data Link 3 (DDL3) links.

The drawback of this solution is that it restricts the design to
using low performance radiation tolerant FPGAs. Additionally
there is the consideration of limited access during LHC oper-
ation, difficult installation and maintenance, extra design work
to make the design radiation tolerant and the relatively costly
radiation-verification campaign of the electronic components.

Locating the CRU in the control room outside of the radia-
tion area presents thus a cleaner and more robust solution and
enables the use of commercial off-the-shelf hardware.
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V. OUTLOOK AND CONCLUSION

A new board, the RCU2, which rectifies most of the current
limitations of the original RCU in addition to satisfy the higher
readout-speeds needed for Run 2 is currently in the prototyping
stage aimed to be fully installed in during the first technical stop
in May 2015.

For Run 3 a new front-end ASIC, the SAMPA, which
satisfies the requirements for running with continuous mode
and being compatible with the new GEM readout has been
described. In combination with the CRU this creates a full new
readout system for the TPC detector.
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