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Antonio Scialdone , Rudy Ferraro , Luigi Dilillo , Frederic Saigne, Jérôme Boch , Alessandro Masi ,
and Salvatore Danzeca

Abstract— This article describes how to analyze
radiation-induced effects using traditional radio-frequency
(RF) metrics in RF integrated circuits (RFICs) to be used in the
implementation of software-defined radios (SDRs). The impacts
of total ionizing dose (TID) and single-event effects (SEEs) on
the device characteristics are shown and their consequences
for an SDR are discussed. The analysis is based on the error
vector magnitude (EVM), carrier frequency offset (CFO), and
SEE in the device configuration. It has been applied to the
AD9361 RF Agile transceiver. Experimental results are obtained
using the high-energy proton beam of 200 MeV at the Paul
Scherrer Institute. Two different applications are analyzed
to emphasize the impact that radiation effects can have on
different communication schemes: quadrature phase shift keying
(QPSK) and quadrature amplitude modulation (64-QAM).
Results show that single-event transients (SETs) on the analog
circuitry of the RF transceiver or single-event upsets (SEUs)
inside the configuration registers can lead to EVM degradation.
In addition, TID effects lead to frequency drift of the RF carrier,
generating an offset between the transmitter and receiver nodes
that needs to be taken into account when selecting the recovery
algorithms in the receiver.

Index Terms— Error vector magnitude (EVM), frequency off-
set, radio-frequency integrated circuit (RFIC), single-event effects
(SEE), software-defined radio (SDR), total ionizing dose (TID).

I. INTRODUCTION

THE increasing number of connected devices combined
with the evolution of multiple radio standards are driving

the development of software-defined radios (SDRs) [1].
An SDR is a reconfigurable radio platform where most of the
physical layer (PHY) functionalities are implemented with
digital signal-processing (DSP) algorithms in programmable
electronics like microprocessors or field-programmable gate
arrays (FPGAs). This makes possible the implementation
of configurable radios where parameters such as operating
frequency, modulation scheme, and communication protocol
can be changed without any hardware modification. Thus,
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they represent a good solution for the continuously evolving
scenario, where many devices operate over a wide range of
frequencies and protocols. With the recent developments of
radio-frequency integrated circuits (RFICs), many aspects of
the RF front end have become configurable, paving the way
for SDRs. However, while their adoption is straightforward in
common terrestrial environments, it is not so in space or in par-
ticle accelerators where the electronics is subject to radiation-
induced effects, such as single-event effects (SEEs) and total
ionizing dose (TID) that could make the communication link
unreliable. Despite that, these environments would benefit
from their application when considering that wired hardware
installation, maintenance, and upgrade are not always trivial.
Therefore, qualification tests are essential to study the
reliability and performance of such devices before using them
in a radiation environment. Among the subsystems of an SDR,
this work focuses on the RFIC, whose performances have
a direct impact on the transmitted/received signal which, in
turn, influences the later stage of signal processing in an SDR.

In previous work, Budroweit and Koelpin [2] presented the
design challenges of a generic SDR (GSDR) for radiation envi-
ronments based on the AD9361, a highly integrated RF Agile
Transceiver. The transmitter/receiver performances were eval-
uated at different doses by transmitting/receiving a tone signal
at a frequency of 2.4 GHz. For the receiver, the amplitude of
the received signal for different gain settings was evaluated.
For the transmitter, the intermodulation distortion and output
power were measured. Budroweit and Sznajder [3] reported
the degradation of these metrics for three different frequencies:
800 MHz, 2.4 GHz, and 5.5 GHz. The GSDR has also been
tested in a Mixed-Field Irradiation Environment, emphasizing
the impact of radiation effects at the system level [4], showing
failures of commercial off-the-shelf (COTS) components or
SEEs inducing reset or reconfiguration in the platform. The
AD9361 offers a wide range of functionalities that can be
accessed through a series of registers. The different failure
modes induced by single-event upsets (SEUs) in these registers
are analyzed in [5] and [6] under protons and heavy ions,
respectively. In addition, in the latter article, the authors use
a sine-wave tone to capture the corruption of RF data caused
by single-event transients (SETs) on the integrated analog-
to-digital converter/digital-to-analog converter (ADC/DAC).
A different test was performed instead for the AD9364. The
device was used to send an image while being irradiated with
heavy ions, and another device was used as a receiver. The
test showed that radiation effects could induce corruption in
the transmitted signals which would result in a corrupted frame
in the received image [7].
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Fig. 1. I –Q modulator and demodulator used in practical transmitter/receiver
systems. (a) Modulator. (b) Demodulator.

However, these tests are not exhaustive for such devices.
Depending on their complexity, RFICs may offer mul-
tiple features through analog and digital circuits, such
as low-noise amplifiers (LNAs), analog/digital filters, and
voltage-controlled oscillators (VCOs), whose characteristics
are fundamental for the quality of the transmitted/received
signal. Nonetheless, the aforementioned tests are not suitable
to study their degradation due to radiation effects and the
impact of their combined degradation on the communication
link. A metric of interest for RF systems is the error vec-
tor magnitude (EVM), a system-level metric that gives an
overview of the combination of all the system impairments.
It measures the device modulation accuracy, and therefore
its analysis gives more information on the actual behavior
of the device when used for a wireless link, which would
be difficult to extrapolate if considering only the degradation
of individual components. Practical wireless systems rely on
digital modulation, and therefore modulation accuracy is of
paramount importance. The validity of the EVM for the
radiation effects analysis has already been verified through
simulation and experiments in previous works. In [8], the SETs
on a silicon-germanium (SiGe) bipolar CMOS (BiCMOS)
receiver are evaluated through the analysis of the EVM.
In [9] and [10], radiation hardening techniques for the LNAs
and VCOs, respectively, are proposed based on the EVM
evaluation. However, these works are focused on the receiver
side and are not considering the impact of the transmitter
degradation in an SDR application.

The objective of this work is to demonstrate how traditional
RF metrics can be used to explore the radiation-induced
vulnerabilities in RFICs, illustrating how the radiation effects
can impact the device characteristics and how these should be
analyzed before using the device for a real application.

II. DIGITAL COMMUNICATION BACKGROUND

RF communication systems share the common goal of
placing digital information onto an RF carrier and recover-
ing it with accuracy. There are three main steps to convey
information over the air.

1) A carrier is generated at the transmitter.
2) Modulation: Data are modulated on the carrier by chang-

ing its characteristics, that is, frequency/phase and/or
amplitude.

3) Demodulation: Data are demodulated by detecting such
changes at the receiver.

In digital communications, both phase and amplitude changes
are used. In practical systems, this is accomplished using an
in-phase (I ) and quadrature (Q) modulator, shown in Fig. 1(a).

Fig. 2. Constellation diagram of two digital modulation schemes. (a) QPSK
with M = 4 and (b) 64-QAM with M = 64.

A local oscillator (LO) is used to generate the carrier signal at
RF, and a 90◦ phase shifter is placed on one of the two paths.
Two baseband signals, I and Q, are upconverted and mixed.
Two signals separated by 90◦ are independent of each other,
thus they can be combined into a single output, and they will
not interfere with each other. With such an architecture, digital
modulation is easily accomplished. Binary data are mapped
into a set of M discrete points (symbols) on the I /Q plane,
also known as a constellation diagram. Moving between points
causes a change in amplitude, phase, or both.

There are multiple types of digital modulation schemes used
nowadays in wireless communications [11]. Two examples
are quadrature phase shift keying (QPSK) commonly used in
satellite communications and quadrature amplitude modulation
(QAM) used in high-data-rate systems. Their constellation
diagrams are shown in Fig. 2(a) and (b), respectively. At the
receiver, the composite signal is mixed with the local oscil-
lator, and it goes through an I Q demodulator shown in
Fig. 1(b), that separates the I and Q components. These
are sampled and transferred to the digital domain. Digital bits
will then be recovered based on the received symbols’ location
on the constellation diagram. Therefore, one must accurately
determine the magnitude and phase of the received signal to
demodulate data correctly.

III. RADIATION EFFECTS AND TEST METHODOLOGY

In an RF circuit, there are multiple sources of errors to
take into account when operating in a radiation environment.
This section describes the radiation effects on the RF circuitry
and how they can be identified. Moreover, their impact on
digital communication is explained to emphasize what are the
consequences when the device is used for an SDR platform.

A. Radiation Effects on an RF Transceiver

Even though impairments are addressed during the design
stage of the RF transceiver [12], radiation effects can change
the characteristics of the device. The degradation in terms of
frequency, amplitude, and phase noise of a VCO with TID is
reported in [13]. The VCO is fundamental in phase-locked
loops (PLL) systems because it must provide a stable LO
for up/downconversion of the signal, and noise on the VCO
can corrupt the transmitted/received signal. VCOs are also
sensitive to SETs as reported in [14]. In [15], the authors report
the TID degradation of various PLL integrated circuits (ICs),
while results for a SEE-hardened PLL are reported in [16].
Another block for an RF receiver is the LNA, whose role is
to increase the gain while minimizing the added noise for the
following stages. However, there can be degradation of gain
and noise features with exposition to TID, as shown in [17].
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Fig. 3. Graphical representation of the EVM. The reference symbol is the
location of the symbol in the ideal condition.

In addition, ADC/DAC can be affected by SETs as discussed
in [18], leading to wrong I Q samples when used in an I Q
modulator/demodulator as reported in [6] for the AD9361. All
these impairments are reflected in a change in amplitude/phase
of the transmitted/received signal, thus they are visible on the
constellation diagram. One metric that can be used for their
evaluation is the EVM. It gives an insight into the combined
impact of all the impairments, that is, LO phase noise and
amplifier compression, on the system performance, therefore
it is used to identify and correct such issues at the design
stage [19]. The EVM measures the deviation of the received
symbol from its ideal location. Fig. 3 shows its graphical
representation. It is measured as
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where N is the number of symbols taken into account for
the measurement. The acceptable range of EVM depends on
the modulation order and the specific application. A com-
munication system based on QPSK may tolerate a higher
EVM compared to an application based on 64-QAM because
the decision boundaries for a 64-QAM modulation give less
margin for errors. On the other hand, for a QPSK modulation,
a symbol is correctly decoded if it falls in the correct part of the
diagram, no matter how far from the reference symbol. Thus,
there are different requirements for the EVM, as defined by
the European Telecommunications Standards Institute (ETSI)
standards [20]. The higher the modulation order, the stricter
the requirements on the EVM.

Recent RFICs allow the configuration of parameters such
as carrier frequency, sampling rate, gain settings, and digi-
tal/analog filtering bandwidth. These parameters are controlled
through a set of configuration registers that if affected by an
SEU may lead to a failure. Depending on the register function-
ality, different recovery mechanisms may be necessary. Those
related to the device configuration, such as carrier frequency or
sampling rate, are essentials for the communication link and,
whether affected by an SEU, they need to be reconfigured
to reestablish the connection. Those registers, which contain
status information instead, do not cause any visible failure.
Finally, some other registers’ upsets may induce changes
that are not recoverable through reconfiguration and require
a reinitialization/recalibration of the device. In this work,
this event is referred to as a single-event functional interrupt
(SEFI). Such typologies have already been identified in [5]
for the AD9361. In addition, SEUs inside the IC can cause
single-event latchups (SELs), leading to device failure.

Fig. 4. Source of errors in an RFIC and impairments caused by TID and
SEE. Each error can have different consequences on the communication link.

B. Radiation Effects Impact on Digital Communication

In practical communication systems, the transmitter and
the receiver are implemented on two different nodes. Con-
sequently, they use clock signals that are not exactly matched
in phase and frequency, requiring different recovery stages
before data demodulation [21]. The receiver should sample the
incoming signal at the correct instant in time to successfully
recover the data. A wrong sampling time on the receiver
results in clustering or scattering of the symbols in the
constellation diagram. Therefore, algorithms exist to perform
symbol recovery based on the received signal such as the
Mueller and Muller [22] or the Gardner [23]. In addition
to symbol recovery, although set at the same frequency, the
LOs of the two devices cannot oscillate at the very same
frequency. On the contrary, for a set RF carrier frequency
fc, the two nodes exhibit a relative frequency offset known
as carrier frequency offset (CFO). Such offset should be
compensated before data demodulation, and different carrier
recovery algorithm exists such as scanning techniques or
PLL-based loops [24]. After the recovery stages, data can
be demodulated. However, these algorithms have different
performances depending on the entity of the error. This is
true, especially for PLL-based loops that need some time to
produce a stable solution. Therefore, their usage should be
tailored to the specific application. Nonetheless, the situation
is complicated when the device is exposed to radiation. SEEs
on the RF transceiver may cause glitches on the I Q symbols
disrupting the downstream algorithms which are not supposed
to deal with abrupt changes. TID effects instead can degrade
the device characteristics, leading to a higher convergence time
or the loss of the communication link in case the algorithm is
not capable of correcting a large error.

All these aspects should be taken into consideration when
using an RFIC in a radiation environment because they may
affect the performance of the communication link. Fig. 4
summarizes what are the different impairments and their
consequences. The remainder of this article focuses on the
analysis of EVM, RF frequency drift, SET, and SEU from the
perspective of implementing an SDR application.

IV. DUT AND TEST SETUP

The device under test (DUT) is the AD9361 Agile
Transceiver from Analog Devices. It combines an RF front-end
with a mixed-signal baseband section providing a low-voltage
differential signaling (LVDS)/complementary metal–oxide–
semiconductor (CMOS) interface for a processor/FPGA.
It includes two independent receiver (RX) and transmitter (TX)
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Fig. 5. Overview of the setup used during the radiation test campaign.

Fig. 6. Data flow used during the test. Data are generated on the host
PC, transmitted to the DUT and received by the RX (not irradiated).
In postprocessing, data go through recovery stages and the EVM is analyzed.

chains. Two separate LOs with an operating range between
70 MHz and 6 GHz are used for the TX and RX paths, making
it suitable for a wide range of applications. A single LO is
used to define the sampling rate of the ADC and DAC. The
device embeds a chain of digital filters necessary to match
the sample rate of the ADC/DAC with the speed of the digital
interface, and an additional filter that can be configured by the
user for custom applications. The device features an automatic
gain control (AGC) mechanism to handle a wide range of
signal levels on the RX path. It acts by adjusting the gain
of the different stages based on the received signal to avoid
high signal distortion. The RX chains include circuitry for
dc and quadrature correction. The device parameters, that is,
sampling rate, RF carrier frequency, gain, and attenuation, can
be configured via a set of registers accessible through a serial
peripheral interface (SPI). However, given the complexity
and the high number of registers of the device, high-level
application programming interface (APIs) are provided by the
manufacturer to set parameters such as frequency, gain, and
bandwidth, hiding the low-level implementation from the user.

The AD-FMCOMMS3-EBZ board has been used to per-
form the radiation test campaign. It is an evaluation kit for
the AD9361 designed as an FPGA mezzanine card (FMC).
The DUT is connected to the ZedBoard, a development kit
based on the Xilinx Zynq-7000 system-on-chip (SoC), which
contains an ARM Cortex-A9 CPU coupled with an FPGA.
The FPGA implements the interface and SPI communication
with the DUT, whereas the processor is used to transfer data
between the FPGA and the host PC through Ethernet. The
test setup consists of two AD9361 acting as TX and RX,
respectively. The devices are interconnected using SMA-to-
SMA cables. Only one device was placed under radiation,
and its configuration was changed depending on the test. A
schematic of the test setup is shown in Fig. 5. Since the device
can be used for a wide range of applications, two different
applications employing different data-processing algorithms
have been tested to evaluate the impact of radiation effects
on different communication systems.

The first application is based on QPSK modulation, com-
monly used in time-division multiple access (TDMA) systems

like satellites. The second application is based on the long-term
evolution (LTE) protocol, that is, a standard for wireless
communication for mobile devices. It is based on the principle
of orthogonal-frequency-division multiplexing (OFDM) [25].
In this kind of communication system, multiple orthogonal
carriers are transmitted to send data in parallel. These carriers
are separated from each other by a guard frequency so that they
do not interfere with each other. The standard specifications
are defined in the TS36.104 document [20]. It describes in
detail the test waveforms to be used to assess whether a device
can be used or not within the LTE network. For each test
model, the EVM requirements are reported. In this work, the
test model 3.1 has been used, which is based on a 64-QAM
modulation and with a subcarrier spacing of 15 kHz.

For all the irradiation runs, the baseband algorithms neces-
sary for data modulation/demodulation are performed entirely
on the host PC using MATLAB, whereas the FPGA is used to
exchange data with AD9361. A random payload is generated,
encoded, and modulated according to the application being
implemented. The data are then stored inside the FPGA, and
the TX is configured in cyclic mode, that is, sending the same
buffer repeatedly. The irradiation is stopped either manually
because of a radiation-induced error that interrupts the trans-
mission or because the target fluence has been reached. The
RX instead is configured to continuously receive and save
data, without performing data processing during irradiation.
This choice was taken to increase the receiver acquisition rate
which would be much lower if data processing was performed
in between receptions. The entire data flow is shown in Fig. 6.
For both applications, the RF carrier frequency was set to
2.4 GHz, and a variable number of packets was transmit-
ted/received, depending on the length of the irradiation.

The data-processing algorithms are different between the
two applications. In the case of QPSK, the symbol recovery
block implements a PLL-based algorithm to correct the symbol
error using the Gardner technique. The carrier recovery instead
is split into a coarse and fine frequency correction. The first
detects and corrects the frequency offset using an FFT-based
method. This is usually necessary if the offset between the
two nodes is large. The smaller offset is removed by the fine
frequency correction that uses a PLL-based loop to produce a
stable constellation diagram. The two parameters to fix for the
PLL-based algorithms are the damping factor ζ and the loop
bandwidth BLoop. As described in [24], these two parameters
define the convergence and reaction time of the algorithm,
and they should be tailored to the specific application. In this
work, an EVM below 5% was obtained preirradiation using
ζ = 0.7 and BLoop = 0.01, which are the values used for the
analysis.

Concerning the LTE application, the MATLAB LTE Tool-
box has been used for both data generation and analysis.
It can generate and analyze the waveforms defined by the
LTE standard, determining the EVM and providing an esti-
mate of the sampling and frequency offset. In particular, the
frequency offset is corrected using the Cyclic Prefix technique
described in [26], whereas the sampling error is determined
using an FFT-based method. For the LTE application only,
a test aiming at calculating the frequency offset between the
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Fig. 7. EVM for all the packets received during the experiment using
QPSK modulation at two different sampling rates. Abrupt changes (numbered
from 1 to 5) correspond to SEUs in the device configuration. A slight increase
can be observed toward the end, at 500 Gy, due to performance degradation
with the cumulated dose.

two nodes has been performed. The test consists in trans-
mitting/receiving the LTE waveform changing the RF carrier
frequency from 100 MHz to 6 GHz, in steps of 100 MHz.

For both applications, a background script has been used to
read all the configuration registers during irradiation. In this
way, it is possible to correlate whether SEUs in the configura-
tion registers could affect the communication link. Moreover,
the device was reconfigured through the high-level APIs to
recover the functionalities in case they were lost because
of radiation-induced errors. The configuration was triggered
every 200 packets in the case of QPSK, and at every packet
in the case of the QAM.

V. TEST RESULTS

Two different DUTs have been tested to analyze the QPSK
and QAM application, respectively. The devices have been
tested at the Paul Scherrer Institute (PSI) in Villigen, Switzer-
land, under a high-energy proton beam of 200 MeV.

A. QPSK-Based Application

Concerning the QPSK application, the DUT has been tested
at two different sampling rates of 1 and 5 MSPS, respectively,
accumulating a total dose of 500 Gy. Fig. 7 reports the
root mean square (rms) EVM of all the packets received as
a function of the fluence and for the two sampling rates.
The EVM is computed over all the symbols within a packet
(12 800 bits corresponding to 6400 symbols) and expressed
in percentage. At the start of irradiation, the measured EVM
is below 5% as was the case before irradiation. A shift of
EVM can be observed in correspondence to the change in the
sampling rate. Therefore, the increase in EVM can be related
to a different sampling rate rather than to TID degradation.
At the end of irradiation, at 500 Gy, a slight increase in EVM
has been measured with the same configuration. This may be
the indication of some degradation in the transmitter due to
the accumulated dose, leading to worse performance.

In addition, some abrupt changes, marked with numbers in
the figure, can be observed. These can be related to SEUs
inside the configuration registers of the RFIC.

Fig. 8 shows the EVM of the packets received during one
of the events. As it can be seen, once the reconfiguration is
triggered, the EVM is restored to normal values, confirming

Fig. 8. EVM before and after the device reconfiguration corresponding
to event number 2. The EVM is restored once the device is reconfigured,
indicating that the performance degradation is due to an SEU in the device
configuration.

Fig. 9. Analysis of an SET on the analog circuitry through the EVM of
individual symbols within a packet (6400 symbols). On top, the output of
the carrier recovery algorithm, showing the effect of an SET that disrupts the
feedback loop. This causes an increase of EVM (bottom) for some symbols
of the packet until the algorithm converges again.

that the change was due to an SEU in the device configuration.
Nonetheless, the payload could still be recovered correctly.
The DUT register analysis showed that an SEU likely occurred
in the gain control registers, which was corrected through
reconfiguration. On the other hand, event 5 lasted longer,
despite the reconfiguration. Analyzing the register values in
correspondence of such an event, it was not possible to identify
the register causing the issue because many of them changed
values. However, since the device behavior was restored later,
it is likely that additional changes were performed by the
low-level drivers when the next reconfiguration was triggered.

Besides the packet EVM, monitoring the EVM of individual
symbols within a packet can help detect SET on the trans-
mitter and its impact on the receiver. Fig. 9 shows an SET
captured in this way. The received data go through a series
of DSP algorithms, which are disturbed by abrupt changes
in the incoming signal. The output of the carrier recovery
algorithm (top) is a stable constellation until the SET causes
the output to oscillate. Thus, the corresponding symbol has a
higher EVM (bottom) compared to the other symbols within
the received packet. However, when the algorithm converges
again, the EVM returns below 5%. Despite the event, the
affected packet could still be retrieved correctly. Table I reports
the cross section for the two categories of events, SETs and
SEUs, observed during the test with the corresponding 95%
confidence interval [27].

B. QAM-Based Application

A second DUT has been used to investigate the EVM of the
QAM application and to retrieve the CFO. For this purpose,
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TABLE I
CROSS SECTIONS FOR THE TWO CATEGORIES OF THE SEE OBSERVED

WITH A PROTON FLUX OF 3.86 × 108 p/cm2/s
DURING THE QPSK TEST

Fig. 10. EVM evolution for the LTE frames received during irradiation for
a fluence of 2.58 · 1011 p/cm2. A slight increase in EVM is measured toward
the end, at 500 Gy, due to transmitter degradation.

the irradiation was stopped at 70–150–300 and 520 Gy,
respectively, to measure the TX LO offset over the device
frequency range. In between the steps, this DUT was initially
configured for a QPSK application in the receiver mode, whose
results are not presented because they are not in the scope of
this article. After 400 Gy, the DUT was configured for QAM
to evaluate the EVM response against the SEE.

Concerning the TID effects on EVM, it was retrieved at
different dose steps, and the device did not exhibit large
variations between 0 and 520 Gy, where the EVM was
measured as 1.6% and 2.1%, respectively.

Concerning the SEE response, the device was exposed to a
fluence of 2.58·1011 p/cm2 and the EVM response is presented
in Fig. 10. The fluence reached was lower compared to the
QPSK application because of a facility issue.

As visible in the figure, no significant change as in the
QPSK case was observed. However, at around 500 Gy, a small
variation of EVM was measured, which is likely due to
TID degradation since neither reconfiguration nor power cycle
restored the previous condition. Moreover, it occurred around
the same cumulated TID level for the DUT used in the QPSK
test. The lack of events could be due to the lower fluence
reached.

Concerning the frequency offset, Fig. 11 reports the CFO
measured at different dose steps expressed as part per million
(PPM), which can be used to relate the CFO to the carrier
frequency fc as

CFO =
PPM × fc

106 .

As can be seen, the offset increases with the accumulated dose,
indicating degradation of the TX LO. Moreover, the variation
is higher at higher RF frequencies.

C. SEE on Device Configuration

A separate analysis has been conducted on the SEE on the
configuration registers. The events are collected by reading

TABLE II
CROSS SECTION FOR THE TWO CATEGORIES OF EVENTS OBSERVED WITH

A PROTON FLUX OF 3.86 · 108 p/cm2/s ON THE TWO DUTS

Fig. 11. CFO estimation based on the Cyclic Prefix algorithm for different
doses over the entire device frequency range (100 MHz–6 GHz). The offset
varies with the dose, and it increases with the RF carrier frequency.

all the registers through the SPI and comparing their value
with their initial configuration. The device contains status and
configuration registers. The bits in the status register change
continuously, and they do not correspond to parameters that
can affect the device functioning, and therefore they have
not been considered for the SEE analysis. Conversely, SEEs
on configuration registers may have an important impact,
which can be grouped into three categories, depending on
their effect on the communication link. This differentiation
comes from the analysis of the different events that have
been observed during the irradiation. Their cross section is
reported in Table II with the 95% confidence interval. The
first category causes a change in the device configuration,
which does not lead to a failure in the transmission, but
rather to performance degradation. Moreover, these may have
different impacts depending on the modulation. An example
is the change of gain configuration of the device that occurred
during the QPSK test. No event was observed during the
QAM test, probably because of the lower fluence reached as
previously mentioned. The second and third categories instead
are independent of the modulation. The second category
induces the complete loss of transmission. One example is
the register handling the configuration for the LVDS interface
that was affected by an SEU causing the inversion of the
LVDS lines. The third category of the SEE causes the device
to be no longer recognized by the host PC. Each category
has a different recovery mechanism. In the first case, the
configuration change can be detected by monitoring changes
in the EVM, and reconfiguration of the register is sufficient to
restore the working conditions. For the second category, the
device must be reinitialized, which can be done through the
dedicated pin available on the IC. Finally, the third type causes
a failure in the device that cannot be recognized anymore
by the controlling FPGA, and no reconfiguration is possible.
Thus, in this case, a power cycle is necessary.

VI. DISCUSSION

Experimental results show that the EVM did not exhibit
large variation up to 500 Gy. A slight variation of EVM has
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Fig. 12. EVM of the packet affected by an SET computed for different
values of loop bandwidth and damping factor of the recovery algorithm. For
lower values of BLoop, the receiver reacts faster to the transient, producing a
lower EVM.

been measured around 500 Gy for both applications, which
can be related to performance degradation. In both cases, all
the packets have been recovered without any error inside the
payload.

During the QPSK test, an increase in EVM due to the SEU
in the device configuration has been observed. This can be
explained by the fact that the RFIC has many configuration
registers that, if affected by an SEU, modify the transmitted
signal. As an example, one SEU increased the transmitter
gain leading to the saturation of the receiver and a worse
received signal. As a consequence, the EVM measured after
the recovery algorithm was higher. Even though it was not
the case, the data can be corrupted with a higher EVM.
As discussed in [28], the EVM of a communication system is
related to its bit error rate (BER). Clearly, the higher the EVM,
the higher the BER. Thus, one can use the EVM degradation
to retrieve the BER estimation for its communication system.

Concerning the observed SETs, the same event has been
categorized as an SEFI I Q in a previous work [5] where a sine
wave was transmitted and received to detect glitches on the I Q
lines. However, when using modulated data, as is the case in
practical systems, it is difficult to interpret SET by analyzing
the I Q waveforms directly because they oscillate between
multiple levels of amplitude and phase. However, using the
EVM approach, one can easily detect spikes in the EVM and
correlate them with SET. This is helpful to understand how
DSP algorithms implemented on the receiver behave when
an SET occurs on the transmitter. PLL-based algorithms are
based on feedback loops. The main idea is to gradually adjust
the incoming signal based on an error estimation computed
for each sample. Therefore, the algorithm response will be
different depending on the input. Taking as an example the
frequency recovery algorithm implemented in this work, the
two parameters that can be used to tune the algorithm are
the loop bandwidth BLoop, which determines the convergence
time, and the damping factor ζ , which determines the reaction
time. Fig. 12 reports the packet EVM affected by the SET for
different values of BLoop as a function of ζ . It was obtained by
processing the received data with the same recovery algorithm
but with different parameters. As can be seen, the rms EVM
increases by increasing BLoop, because after the SET occurs,
the algorithm does not converge to a stable and clean solution.
Reducing BLoop, the corrected signal is less noisy, producing
a better EVM. With this analysis, one can study the SET

Fig. 13. CFO estimation based on the Cyclic Prefix correlation for three
carrier frequencies at different doses. For higher frequencies, the frequency
offset is larger at higher doses.

response of a particular system and implement the receiver
accordingly.

Another consideration should be made for the recovery
algorithms necessary for frequency offset corrections. In par-
ticular, the analysis refers to the signal after a carrier recovery
phase employing both coarse and fine frequency correction.
At first, the large offset is estimated and corrected using an
FFT-based method, whereas the remaining offset is corrected
through a PLL-based algorithm. However, this is not always
the case since the choice of the recovery stages depends on
the application. Nonetheless, it may happen that the offset
becomes larger than what can be compensated. This was the
case for the QPSK application, where an SEU in the device
configuration caused a sudden shift of the carrier frequency,
and the PLL-based algorithm alone was not able to compensate
for the offset. In a system without a coarse frequency correc-
tion stage, this event would cause a loss of communication
until the device is reconfigured. In addition to that, it has
been observed that the CFO increases with the cumulated
dose. Therefore, one should take into account the expected
dose and choose the recovery stages accordingly. Nonetheless,
the FFT-based method is resource-intensive and requires more
data to estimate the offset compared to a PLL-based algorithm
that works on one sample at a time. In a practical system,
these algorithms will be implemented either in an FPGA or
a microprocessor. Therefore, one should consider the tradeoff
between the available resources and the lifetime required for
the communication link before choosing the implementation.

The same discussion could be done for the LTE application.
Fig. 13 reports the CFO for three carrier frequencies at
different doses. To compensate for this offset before data
demodulation, the Cyclic Prefix is included in OFDM systems.
The cyclic prefix is added by extending each symbol with a
prefix, that is, a repetition of the last symbols, and it can be
used to estimate and correct the frequency offsets between the
two devices. However, such estimation works only if

foff <
1F

2
where 1F is the subcarrier spacing, which is 15 kHz for
the adopted LTE waveform. In case the offset is bigger, the
estimation and the data decoding DSP algorithms will fail.
Moreover, if a CFO is present, this impairs the orthogonality
of the subcarriers resulting in intercarrier interference, leading
to performance degradation as discussed in [29]. Despite
that, this was not the case for the DUT. The maximum drift,
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25% of the threshold, was observed at 5.5 GHz reached after
a cumulative dose of 520 Gy. In case it would have been
higher, a possible solution is to use a pilot carrier that can help
estimate the larger offset [30], followed by the CP algorithm
to recover the remaining frequency offset.

VII. CONCLUSION

In this work, it has been shown how radiation-induced
impairments on RFICs can be studied through traditional
RF metrics such as EVM and CFO. Experimental results
have been presented and analyzed to show the impact of
such impairments on a communication system. Two differ-
ent applications using the AD9361 have been tested: one
based on a QPSK modulation and one based on the LTE
protocol. Analyzing the EVM of the device when running
the two applications, it is possible to identify SEU, SET,
and TID effects on the DUT and study their impact on the
communication link. For the QPSK-based model, SETs on the
analog circuit have been observed through the EVM analysis.
Transient on the I Q lines disrupts the data recovery stages
of an SDR, affecting the EVM directly. Abrupt changes on
the EVM have been measured in correspondence to SEUs in
the device configuration. No large variation of the modulation
accuracy has been observed for both applications up to a
total dose of 500 Gy, when worse performance has been
measured. In addition to the EVM analysis, an increase in the
RF frequency drift with the dose has been observed. However,
it did not lead to the failure of the link because the drift was
lower than the failure threshold for the recovery algorithms
employed. Nonetheless, for the QPSK application, an SEU in
the device configuration caused the drift to be larger than what
could be compensated, requiring an additional recovery stage.
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