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Abstract— This work provides a proof-of-concept for a
linear-position sensor using an ultrawideband (UWB) frequency-
modulated continuous wave (FMCW) radar system operating
at 126–182 GHz. It is the first work to show environmen-
tal compensated and calibration-free distance measurements
with micron accuracy at medium range using millimeter-wave
(mmWave) radar technology. We addressed hardware imperfec-
tions, parameter estimation, and the free-space path, i.e., refrac-
tive index and near-field effects. The proposed signal processing
chain is robust to interference and of low computational cost.
Experiments reveal a systematic error of ±1 µm over 4.8 m
(0.8–5.6 m), and a random error at a minimum of 30 nm,
providing very high sensitivity.

Index Terms— Distance measurement, frequency-modulated
continuous wave (FMCW) radar, linear position sensor, mil-
limeter wave (mmWave) radar, near-field effects, radar theory,
refractive index, signal processing, ultrawideband (UWB) radar.

I. INTRODUCTION

INDUSTRIAL applications often require linear distance
measurements for accurate positioning, motion control,

machine calibration, or vibration monitoring [1]. Sophisticated
sensing applications may demand accuracies on the order of
micrometers at medium range, which is meters to tens of
meters. Millimeter-wave (mmWave) technology (30–300 GHz)
can meet the aforementioned criteria. It provides contact-free
operation under harsh conditions with minimum maintenance.

Table I reviews relevant research on high-accuracy ranging
using wideband and continuous wave (CW) radar technology.
Table I reveals that most of the work is related to short-range
metrology [2]–[11], which is in the range of millimeters
to centimeters. These works primarily focus on hardware
design [3]–[6], [8], [10]–[13], or just on precise parameter
estimation [2]. However, distance measurement at medium
range still raises questions about the free-space path, which is
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a systematic source of errors. As shown here, these errors can
exceed the random error by three to four orders of magnitude,
which may require calibration of the distance value [14].

Table I also shows a commercially available laser measure-
ment system based on the Michelson interferometer, a well-
established method for measuring the distance with very high
accuracy. In contrast to Michelson interferometry, wideband
radar can generally resolve multiple reflections and measure
on an absolute scale.

This research is the first to show long-term reliable and
calibration-free distance measurements with micron accuracy
at medium range using a state-of-the-art ultrawideband (UWB)
mmWave radar. We provide a proof-of-concept for a linear
position sensor that has an accuracy comparable to optical
instruments. This work addresses common sources of error,
namely:

1) hardware imperfections;
2) inaccurate parameter estimation;
3) free-space path:

a) speed of wave propagation in moist air;
b) near-field effects.

In order to overcome these difficulties, we propose new
techniques and discuss their technical and physical limitations.

Recent advances in European radio regulation will likely
allow UWB mmWave radars to operate in the 116–260-GHz
band from late 2022. Based on compatibility studies [15],
a new regulation for a device class referred to as
radiodetermination systems for industry automation in
shielded environments (RDI-S), e.g., indoors, is currently
under development [16]. In the United States, on the other
hand, there is currently no regulation that allows operation
in this frequency range in general. However, the Federal
Communications Commission (FCC) permits a set of subbands
for use by unlicensed devices [17].

In Section II, we begin with a description of the radar
hardware and a signal model for the present application. Then
in Section III, we propose some models describing the free-
space path, and in Section IV, we propose a signal processing
chain. Simulations and experimental results are discussed in
Section V. Finally, we draw a conclusion in Section VI.

The Python code including several examples corresponding
to the article is available online.1

1https://github.com/l-pio/mmwranging
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TABLE I

OVERVIEW OF RELEVANT RESEARCH ON HIGH-ACCURACY RANGING USING RADAR TECHNOLOGY

TABLE II

PARAMETERS OF THE RADAR SENSOR

II. FMCW RADAR

A. Hardware

The monostatic radar hardware [18] was developed by
2π-Labs GmbH for versatile application in industry and sci-
ence [19]. It is based on a homodyne frequency-modulated
continuous wave (FMCW) architecture mainly radiating in the
D-band. Table II lists the parameters and the configuration
used here. The transceiver operates using triangular frequency
modulation at a center frequency of 154 GHz with a bandwidth
of 56 GHz, which corresponds to a range resolution of 3.9 mm.
It uses an offset-phase-locked loop (PLL) concept [20], pro-
viding superior phase noise and sweep linearity at a very high
bandwidth (see also [21], [22]). The antenna is a dielectric
lens [23] with an aperture diameter of 36 mm, manufactured
of polytetrafluoroethylene (PTFE). It has a particularly high
gain of 34.4 dBi and a half-power beamwidth (HPBW) of 2.7◦

at the center frequency. Internally, the radar system uses a
temperature-compensated reference oscillator with a stability
of better than ±100 ppb over temperature. The developers
paid close attention to the coherent and reproducible timing
of the radio-frequency (RF) synthesizer and the analog-to-
digital converter (ADC), which is of great importance for
phase measurement [14].

B. Signal Model

Fig. 1 shows a block diagram of the signal model. A trans-
mitter generates a frequency-modulated signal which is swept
linearly over time, where the instantaneous frequency is

ft = fctr + ḟ t, −T/2 ≤ t ≤ T/2. (1)

Here, t is termed as fast time, T is the sweep duration, fctr

is the center frequency, and ḟ is the sweep slope which is
negative for downchirps. The transmit signal is radiated into
free space, reflected at a radar target, and finally received back.
The received signal is downconverted by using the transmit
signal, i.e., the received signal is deramped, producing a signal
at an intermediate frequency (IF) s if (t). Generally, one can say
that the FMCW radar system serves as a frequency-domain
reflectometer [24], measuring the frequency response of the
radar path H ( f ) as

s if(t) = H ( ft ) ∗ h if(t). (2)

In (2), h if (t) is the impulse response of the receiver’s IF path
describing the IF-filter chain and timing discrepancies between
the sampled data and the expected radio frequencies.

Assuming the radar path contains only a single target, then
the frequency response is

H( f ) = Aτ exp(−j2π f τ ) H res,τ H nf,τ ( f ) H trx( f ) (3)
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Fig. 1. Block diagram of the signal model.

where Aτ exp(−j2π f τ ) denotes the radio wave propagat-
ing through free space, τ is the time-of-flight (ToF, see
Section III-A), and H trx( f ) is the frequency response of
the transceiver describing among other things dispersive
waveguides and the variation of the transmitter’s output power
with frequency. Moreover,

H res,τ = exp(jπ ḟ τ 2) (4)

denotes a residual phase term appearing for frequency sweeps
of a very steep slope [14], and

H nf,τ ( f ) = exp[−j2π( f − fctr)�τ + j�ϕ] (5)

accounts for the error introduced by far-field assumption [25]
as investigated in Section III-B. Because of the particularly
high range resolution, (3) neglects leakage, antenna mismatch,
and multiple reflections as they are separable in the time
domain [i.e., the radar echo h(t)]. Because of the very high
antenna gain, multipath propagation is also neglected. The
development of wideband quadrature mixers at mmWave fre-
quencies is a challenging task that would drastically increase
the hardware complexity. For that reason, the IF signal of the
UWB mmWave radar is usually real-valued

sif(t) = Re{H( ft )} (6)

which can lead to erroneous distance estimates due to inter-
fering sidelobes of the resulting noncausal components of
the radar echo [2]. However, since the error decreases with
increasing bandwidth, it is negligible for ranging with UWB
mmWave radar.

III. FREE-SPACE PATH

A. Refractive Index of Moist Air at mmWave Frequencies

Electromagnetic (EM) waves propagating through the
atmosphere are affected by molecular gaseous absorption,
where the main absorbers are oxygen and water vapor [26]
causing attenuation [see Fig. 2(a)] and delay. On a macro-
scopic scale, this effect is described by the refractive index,

Fig. 2. Simulated (a) attenuation and (b) refractive index of moist air.

where the imaginary component refers to the attenuation,
and the real component is the factor by which the wave is
slowed down relative to vacuum. Using monostatic radar, the
following relation between the measured distance r and the
ToF τ applies:

r = τ

2

c0

n
(7)

where c0 is the speed of light in vacuum, and n is the
real refractive index, commonly referred to as the refractive
index. Whereas estimates of the real refractive index in
accurate long-range distance measurements via radio waves
are taken into account [27], in short-range radar application,
the refractive index of air is usually neglected. Thus the
propagation speed of the EM waves is assumed to be constant,
for example, the speed of light in vacuum. This even applies
to applications, where the authors are claiming very high
accuracy [2]–[10] since the measuring range, there are just
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millimeters to centimeters. However, if the measuring range
exceeds the scale of multiple meters, errors of up to several
hundred parts per million (ppm) become significant. This also
applies if the measuring range is small but the initial distance
is large (see also “dead path error” [28]).

A most commonly used model of the atmospheric refractive
index at microwave frequencies up to 1000 GHz [29], [30]
is the 1993 version of Liebe’s Millimeter-Wave Propagation
Model [31] (henceforth called MPM93). MPM93 works on the
principle of line-by-line summation of oxygen and water vapor
spectra. It considers contributions of 44 oxygen and 30 local
water lines. An additional empirical continuum supported by
many laboratory measurements accounts for far-wing con-
tributions and improves the overall performance. The dry
air and the water vapor module of MPM93 use frequency,
ambient temperature, and the partial pressures of dry air and
water vapor as input. Moreover, MPM93 provides modules for
cloud/fog effects and Zeemann-broadening under mesospheric
conditions, which have all been ignored here.

For the sake of computational complexity, it is valuable to
have a simple closed-form expression for the computation of
the radio refractive index, which can be efficiently computed
on embedded devices. Numerous equations were reviewed
in [27]. A commonly used [32] three-term expression was
formulated by Smith and Weintraub [33] in 1953

N = (n − 1) 106 = K1
pd

ϑ
+ K2

pw

ϑ
+ K3

pw

ϑ2
(8)

where N is the refractivity which is a common definition to
characterize the refractive index of atmosphere in ppm, ϑ is
the absolute temperature, pd is the partial pressure of dry air,
and pw is the partial pressure of water vapor. The coefficients
K1–K3 are

K1 = 77.6 K mbar−1

K2 = 72 K mbar−1

K3 = 375 · 103 K2 mbar−1

where the K1 and K2 terms account for the concentration
of dry gas and water vapor molecules, respectively. The
additional K3 term is due to the polarity of water molecules.

Different from outdoors, the concentration of carbon dioxide
indoors, for example, in the laboratory, can vary considerably,
leading to a significant deviation of the radio refractive index.
Following [27], the three-term expression can be extended by
an additional K4 term [34] that takes the radio refractive index
due to a variation of the carbon dioxide concentration into
account:

Nc = K4
pc

ϑ
, with K4 = 133.5 K mbar−1. (9)

Here, pc is the partial pressure of carbon dioxide. From (9),
it can be noted that an increasing carbon dioxide concentration
of 3000 ppm increases the refractive index by about 1.4 ppm
under standard conditions.

As can be seen in Fig. 2(b), the equation proposed by
Smith and Weintraub (8) is appropriate for frequencies up
to 30 GHz. But for higher microwave frequencies, moist air
is dispersive, thus, the three-term and four-term expressions

become increasingly inaccurate. To account for wings of
strong water lines, we propose an additional K5-term

N f = K5
pw

ϑ
f (10)

which is a linear function of frequency f . Finally, we obtain
a new five-term expression

N = K �
1

p�
d

ϑ
+ K2

pw

ϑ
+ K3

pw

ϑ2
+ K4

pc

ϑ
+ K5

pw

ϑ
f (11)

which approximates the refractive index in the D-band ranging
from 110 to 170 GHz. In (11), p�

d is the partial pressure of
dry carbon dioxide-free air. The parameters K �

1, K2, K3, and
K5 were obtained by fitting on the MPM93 data in a certain
range of atmospheric conditions (0–50 ◦C, 900–1100 mbar,
0–100%RH) as

K �
1 = 77.56 K mbar−1

K2 = 36.56 K mbar−1

K3 = 381 · 103 K2 mbar−1

K4 = 133.5 K mbar−1

K5 = 186.2 · 10−3 K mbar−1 GHz−1

where we assumed 300 ppm as a historic concentration of
carbon dioxide.

The proposed equation (11) agrees very well with the
MPM93 simulations [see Fig. 2(b)]; the difference in the
refractive indices is at most 0.49 ppm. However, the radar
system used in this work exceeds the D-band by 12 GHz.
Nevertheless, the mean error over the radar’s frequency range
is at most only 0.25 ppm, whereas it would be 4.29 ppm using
the equation formulated by Smith and Weintraub (8). These
two values serve as measures of maximum ranging error due
to the respective level of approximation made in (11) and (8).

It should be noted that, unlike optical metrology, rela-
tive humidity is the most critical parameter of moist air at
microwave frequencies. For instance, at standard conditions
(20 ◦C, 1013.25 mbar), an increase in relative humidity from
50% to 51% changes the refractive index by 1.03 ppm at
154 GHz, whereas it changes only by 0.01 ppm at a wave-
length of 633 nm [35].

B. Systematic Error Introduced by Far-Field Assumption

In optical range-finding, for example, Michelson interferom-
etry, the wavelength is usually negligibly small relative to the
dimensions of the lenses and the mirrors. Moreover, the beam
waist is always small compared to the mirror’s diameter lead-
ing to specular reflection. This is fundamentally different from
radar metrology, where one often assumes far-field conditions:
point source of radiation (antenna phase center), point scatterer
(target scattering center), and plane waves. However, far-
field assumptions are imperfect because the antenna aperture
and the target cross section are not point-shaped. They are
inhomogeneously illuminated, and the wavefronts are curved
(see Fig. 3). The radar target appears at a greater distance
than the straight-line distance from the radar to the target.
The systematic error is up to a quarter of the mean wavelength
(here: 487 μm), and it is a function of frequency, orientation,
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Fig. 3. Schematic of propagating waves on the free-space path to illustrate
the error introduced by far-field assumption.

and distance. We propose two models for near-field correction:
a simulation model and an approximate model. Interested
readers might refer to [25], where the underlying theory is
derived in detail.

1) Simulation Model: The fields and the waves are
expressed in the frequency domain using a one-port network
formulation for the radar path. Under far-field conditions (i.e.,
plane wave propagation in free space) the reflection coefficient
of a system with a single reflection is

� ff = − Gλ

|r|2
√

σ

(4π)3
exp(−jk2|r|) (12)

where G is the antenna gain, λ is the wavelength, k is the
angular wavenumber, r is the relative position of the target
scattering center with respect to the antenna phase center,
and σ is the target’s radar cross section (RCS). Without far-
field approximation, a more accurate solution is obtained by
integrating the electric fields over a surface S bounding the
antenna aperture

� = −
∫∫

S E+(r �) · E−(r �) ds∫∫
S E+(r �) · E+(r �) ds

. (13)

Here, E+(r �) and E−(r �) are the electric fields of the transmit-
ted and incident waves which are obtained by full-wave EM
simulation and by the methods of physical optics, respectively.
The phase response of a system describing the radar path’s
phase variation with respect to far-field propagation of waves
is computed by

φ f
var = arg

(
�

� ff

)
. (14)

As the phase response is in good approximation of generalized
linear phase, it can be described by two parameters �ϕ and
�τ [see (5)]. Both parameters are obtained by the linear
least-squares method as

[�ϕ �τ ]T = (ATA)−1AT y (15)

where

y = [
φ f0

var φ f1
var . . . φ fM−1

var

]T
(16)

is a column vector of simulated phase variations, and

A =
[

1 1 . . . 1
2π( fctr − f0) 2π( fctr − f1) . . . 2π( fctr − fM−1)

]T

(17)

is an M by two matrix whose entries refer to the respective
frequency values.

2) Approximate Model: The approximate model is a scalar
approximation that arises from the simulation model. Assum-
ing a planar circularly symmetric antenna aperture and a
planar circularly symmetric radar target with diameters of
D1 and D2, respectively. Both surfaces are considered to be
illuminated uniformly, and incident wavefronts are spherical
and of constant amplitude. The radar target is perfectly aligned
in the antenna boresight at a distance of r . Then, one can find
the following expressions as an approximate model:

�ϕ(r) = −
[
(D1)

2 + (D2)
2
]
π fctr

4rc0
(18)

and

�τ(r) = (D1)
2 + (D2)

2

8rc0
. (19)

IV. SIGNAL PROCESSING

The baseband radar echo is given as

h(t) = g(t − τ ) exp(jϕ) (20)

where g(t) denotes the pulse shape, τ is the group delay,
and −ϕ/(2π fctr) is the phase delay at center frequency.
Hereinafter, τ and ϕ are referred to as pulse position and
pulse phase, respectively. Most commonly, standard resolution
methods are used and the ToF is obtained from the pulse
position. However, using the pulse phase is beneficial in
terms of noise, interference, and micromotions [2], [14], [24],
[36]–[38], but as the phase is ambiguous in general, it requires
more sophisticated signal processing.

A block diagram of the proposed signal-processing chain is
given in Fig. 4. First, the input signal X = (X0, . . . , X I−1) is
conditioned by means of an inverse filter G, and a window
function W

Y i = Xi Gi Wi , i = 0, 1, . . . , I − 1 (21)

where the frequency is assigned to the respective
sample i as

fi = fctr +
(

i

I − 1
− 1

2

)
B. (22)

Here, I is the number of samples per sweep, and B denotes the
bandwidth. Equation (22) requires reversing the order of the
input signal’s samples for downchirps in advance. We used
a Hann window, which is a good compromise between the
mainlobe width and sidelobe level. The inverse filter is nec-
essary to restore the altered pulse shape due to the frequency
response of the transceiver. It also increases the signal-to-noise
ratio (SNR). The filter is determined once during initialization
through time-gating of the radar echo (see also [14], [24]).

As the IF data is sampled symmetrically around the cen-
ter frequency, one should use a centered definition of the
inverse fast Fourier transform (IFFT) or inverse discrete
Fourier transform (IDFT) to obtain time-domain data. Vir-
tually all implementations of FFT/IFFT and DFT/IDFT are
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Fig. 4. Block diagram of the signal-processing chain.

noncentered [39], for example, in MATLAB, Mathematica,
and Numpy. Therefore, the input data of the noncentered IFFT
definition requires reorganization by means of a circular shift
such that the first element of the input array refers to the center
frequency. Since this procedure requires an odd number of
samples, alternatively, the output data can also be multiplied
by a phase term

y
i
= IFFT

{
(Y 0, Y 1, . . . , Y I−1)

}
i exp

(
−jπ i

I − 1

I

)
(23)

where the causal component of the time axis is

ti = i

B

I − 1

I
. (24)

Centered IFFT processing only affects the phase response of
the output data. The magnitude response remains unchanged.
It is advantageous, as the random error of the pulse-phase
estimate gets independent of the random error of the pulse-
position estimate. This can be explained in an intuitive way by
a “flat” phase response around the pulse peak (see also [40]).

Interpolation is used to refine the coarse estimate of the
impulse response’s peak location î obtained in a given region
of interest (ROI). The interpolation procedure is based on a
modified quadratic interpolation [14], [41], [42] using three
samples nearest the peak

i = î −
∣∣y

î

∣∣p − ∣∣y
î+1

∣∣p

2
∣∣y

î

∣∣p − ∣∣y
î+1

∣∣p − ∣∣y
î−1

∣∣p + 1

2
(25)

where the magnitude response is power-scaled with respect
to the expected pulse shape thus the window function, via
an optimized tuning parameter2 p. The method is of low

2Hann: p = 0.23, Hamming: p = 0.19, and Blackman: p = 0.13.

computational cost, it is highly accurate even at low SNR [42],
and it is robust to interference [41]. Subsequently, the pulse
phase is obtained at the interpolated peak location by using
linear interpolation of the locally unwrapped phase response.

The time-domain estimates of two consecutive opposite
measurements are arithmetically averaged

τ̂ = τup + τdn

2
, and ϕ̂ = ϕup + ϕdn

2
(26)

in order to correct potential Doppler shifts, the phase response
of the IF path (2), and the residual phase term (4) (see [14]).
The effect of timing delays between the RF synthesizer and the
ADC, which lead to an incorrect mapping between samples
and frequencies, also cancels out provided the timing delays
are symmetric for both sweep directions.

A near-field correction is applied

τ = τ̂ − �τ(rτ̂ ), and ϕ = ϕ̂ − �ϕ(rτ̂ ) (27)

which compensates for the systematic error introduced by
the far-field assumption. Here, �τ(r) and �ϕ(r) are either
precomputed lookup tables using the simulation model,
or they are calculated on-the-fly using the approximate
model (18), (19). The approximate measurement of distance
rτ̂ is obtained from τ̂ . It should be noted that the effect
of inaccurate estimates of rτ̂ on the near-field correction is
usually negligible.

Taking advantage of the unambiguous estimation of pulse
position, a globally unwrapped phase value is obtained by [37]

ϕuw = ϕ −
⌊

2π fctrτ + ϕ

π

⌉
π (28)

where �·� denotes rounding to the nearest integer. The resulting
ToF value based on the pulse phase is

τϕ = − ϕuw

2π fctr
(29)

which is then used to calculate the distance, by applying (7),
where air temperature, pressure, humidity, and carbon dioxide
readings are used as inputs to the proposed refractive-index
model.

As the most computationally intensive part of the
signal-processing chain is the IFFT of complexity O[I log(I )]
(see [39]), the computational complexity is low. Therefore,
the computations can be made in real-time on cost-efficient
embedded platforms.

V. SIMULATIONS AND EXPERIMENTS

A. Time-Domain Parameter Estimation

In order to characterize the signal-processing chain thus
the proposed time-domain parameter estimators and to show
whether additional estimation of the pulse phase is advanta-
geous, we conducted a series of simulations using Monte Carlo
methods. The estimators were analyzed in terms of noise,
interfering reflections, and sinusoidal micromotions.
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1) Noise: Fig. 5(a) shows the resulting root-mean-square
error (RMSE) of simulated radar signals affected by additive
white Gaussian noise at a given SNR. As can be seen, the
random error using phase estimates is about ten times lower
compared to only using estimates of pulse position. Moreover,
at high SNR, pulse-position estimates are dominated by sys-
tematic uncertainties. The lowest value of RMSE is 450 nm.
Cramér-Rao lower bound (CRLB) is used as a benchmark to
evaluate the proposed estimators for random errors. Cramér-
Rao gives a lower bound for the efficiency of an unbiased
estimator: CRLB(·) ≤ Var(·). Following [14], [40], and [43],
the CRLB using pulse position is

CRLB(rτ ) = 3(c0)
2

2ηsnr I (2π B)2
(30)

and by using pulse-phase estimation it is

CRLB(rϕ) = (c0)
2

8ηsnr I (2π fctr)2
(31)

where ηsnr is the SNR in linear scale. From Fig. 5(a), one
can see that the measures almost reach the CRLBs, thus the
estimators are quasi-optimal in the sense of random errors.

2) Interfering Reflections: Fig. 5(b) depicts the maximum
absolute error of estimates using simulations of radar signals in
the presence of very close interfering reflections (clutter) with
a certain signal-to-interference ratio (SIR). Like the RMSE
in the noise case, the maximum absolute error for phase
estimation is about ten times lower. As the range resolution
scales linearly with the bandwidth, one can find the following
relation for the maximum absolute error using pulse-position
estimates by fitting on the simulated data:

�rτ = 0.3c0

B
√

ηsir
. (32)

Here, ηsir is the SIR in linear scale. Following [14], the
maximum absolute error using the pulse phase is

�rϕ = c0

4π fctr
√

ηsir
(33)

which unlike (32) depends on the center frequency rather
than on bandwidth. The maximum error of the pulse-position
estimate must not exceed π/2, so that the phase is unwrapped
correctly. Therefore, using (32) the SIR threshold for correct
phase unwrapping is

ηsir,th =
(

2.4

B%

)2

(34)

where B% is the fractional bandwidth of the radar system.
From (34), it can be concluded that a high fractional bandwidth
is a key criterion for robust ToF estimation based on pulse-
phase methods, which are required for micrometer accurate
ranging. The radar system used has a particularly high frac-
tional bandwidth of 36.4%, resulting in a minimum SIR of
only 16.4 dB. By comparison, a usual short-range radar oper-
ating in the automotive band at 77–81 GHz would require an
SIR of at least 33.5 dB, which is together with a lower center
frequency and thus a lower antenna gain, only hard to achieve.

Fig. 5. Results of Monte-Carlo simulations to characterize the proposed
parameter estimators in terms of (a) noise, (b) interfering reflections, and
(c) sinusoidal micromotions of a given amplitude as labeled.
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Fig. 6. Photograph of the experimental setup showing (a) radar sensor and
environmental sensors, (b) variety of radar targets used, (c) laser measurement
system, and (d) radar target and optical retro-reflector attached to the carriage
of the linear rail.

3) Micromotions: A radar target in uniform motion causes
a Doppler shift of the pulse position, which, however, cancels
out by signal processing of two consecutive opposite sweeps.
Whereas, sinusoidal micromotions cause a micro-Doppler, i.e.,
frequency modulation in the IF domain leading to interfering
sidebands in the radar echo [37], which are described by
Bessel functions of the first kind. In general, mechanical
motions and radar samples are incoherent, therefore, a dis-
torted pulse response leads to a random error in the parameter
estimates. There are numerous reasons for unwanted micro-
motions which can degrade the precision of the measurement,
for example, rotating or vibrating machines, or an active
positioning control of the linear actuator. Fig. 5(c) shows
the simulation results for the random error due to underlying
micromotions with a respective amplitude of 5, 10, and 20 μm.
It depicts the RMSE as a function of the micromotions’
frequency. Especially the effect on distance estimates using
pulse position is significant, as the random error is about
4–20 times higher compared to these using phase estimates.
This again emphasizes the superiority of the proposed signal
processing chain.

B. Laboratory Experiments

We conducted a series of experiments to evaluate the
performance of the proposed measurement system regarding
random errors, systematic errors, reproducibility, and scale
errors. Fig. 6 shows a photograph of the experimental setup.
A motorized linear guide with a travel range of at least 4.8 m
was used for the positioning of a radar target. The radar
system was placed on one end of the linear guide, whereas
a laser measurement system was placed on the other end
serving as a reference. The laser measurement system is based
on a Michelson interferometer and has an accuracy of better
than ±0.4 μm/m. Instruments for accurate measurement of air
temperature, relative humidity, air pressure, and carbon dioxide
concentration were used. Their respective accuracies are at

TABLE III

CHARACTERISTICS OF THE RADAR TARGETS USED

Fig. 7. Measured echoes of the smallest radar target with a diameter of 2 cm
in the investigated range between 0.8 and 5.6 m.

least ±0.1 ◦C, ±1.5%RH, ±1.5 mbar, and ±60 ppm. As listed
in Table III, we used a set of small radar targets of circular
shape, which have diameters of 2–5 cm, resulting in an RCS
ranging from −4.9 to 11.1 dBsm. The respective SNR ranges
from 13.5 to 25.9 dB at a distance of 5.1 m. Fig. 7 shows the
resulting radar echoes using the smallest radar target of only
2 cm. Fig. 7 clearly reveals the r−4 far-field characteristic. Due
to the high range resolution, the first reflection of the target is
clearly distinguishable from reflections like antenna mismatch
or multiple reflections. The very high gain of the antenna
used, results in a pencil beam, thus, multipath propagation
is negligible and there are no significant interfering reflections
from surrounding scatterers providing sufficient SIR to achieve
micron accuracy.

1) Beam Alignment: In order to measure linear position
highly accurate, beam alignment is required. The radar beam
(i.e., the antenna boresight) should coincide with the linear
path of the radar target. Misalignment causes a lower signal
strength thus a lower SNR, and a second-order error also called
cosine error [44]. This means that the distance appears larger
than it actually is

r̂ =
√

r2 + �2 ≈ r + �2

2r
. (35)

Here, � is the displacement between the antenna and the linear
path of the radar target. However, usually, the error term
is negligible providing reasonable alignment. Unlike point
scattering of radar targets in the far-field, specular reflections
on a reflecting surface larger than the respective beam waist,
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Fig. 8. Proposed beam alignment scheme for linear position measurement
with planar radar targets.

that is if the radar target is very close to the antenna, cause a
different type of cosine error

r̂ = 0.5 r [1 + cos(2α)] ≈ r (1 − α2) (36)

which depends on the angle of incidence of the radar beam
on the surface α.

As shown in Fig. 6(a), the radar system was attached on
top of a lab platform consisting of a linear stage, a lab
jack, and a pitch/yaw stage allowing horizontal and vertical
displacement and rotation (x , y, and α1, β1, respectively).
The respective radar target was attached to a ball mount [see
Fig. 6(d)], allowing horizontal and vertical rotation of the
target (α2 and β2). Fig. 8 depicts the scheme which we propose
for beam alignment for planar radar targets. The procedure is
based on iterative maximization of the received signal strength
where the radar target is placed alternately at two different
positions. The rotation is adjusted at the far position, whereas
the displacement is adjusted at the near position. Usually, only
a few iterations are required to achieve reasonable alignment.

2) Random Error: The random errors quantified by the stan-
dard deviation of 100 consecutive measurements are shown
in Fig. 9 as a function of the actual radar-to-target distance.
In addition, Fig. 9 shows the random error with respect to
SNR estimates. At a distance of 5.6 m, the respective random
error was about 400, 180, and 100 nm for the radar target of
dimensions 2, 3, and 4 respective 5 cm. The curves of the
two targets of highest RCS are coincident, and at distances
greater than 2.5 m, they increase linearly with distance. This
behavior can be explained by decorrelating phase noise, which
dominated over additive noise at that range. The random error
of every target decreased for shorter distances until it reached

Fig. 9. Random errors quantified by the standard deviation of 100 consecutive
measurements using circular radar targets of 2–5 cm.

a minimum measurable value of about 30 nm. Usually, the
quantization noise of the ADC determines the random error
at shorter distances; however, here, the lower value is most
probably due to small vibrations of the experimental setup.

3) Systematic Error: Fig. 10 shows the systematic errors of
distance estimates referenced to the laser measurement system.
Fig. 10 is divided into three subfigures, where (a) shows
the distance errors without near-field correction, whereas in
(b), the approximate model, and in (c), the simulation model
was used. Without correction, the measured distance estimates
varied up to 250 μm at a distance of 1 m, while it varied at
a maximum of only 60 μm using the approximate model.
With smaller targets and a greater propagation distance, the
quality of far-field increases, and the estimates become more
accurate. Using the target of 2 and 3 cm in diameter at a
minimum distance of 1 m, the simulation model, in particular,
stands out, as the error was better than ±1 μm. Even with
the approximate model, the residual error was fairly low.
Consequently, depending on the accuracy requirements of the
application, both models are appropriate for highly accurate
ranging without sophisticated calibration of the distance value
in advance. It should be noted that radar targets with a high
RCS allow robust measurement with a low random error.
However, a larger physical dimension of the radar target causes
a greater bias, therefore it requires more near-field correction
which is basically more prone to errors.

We conducted experiments to demonstrate reproducibility
and to investigate scale errors under different atmospheric
conditions. Highly accurate referenced distance measurements
in air are only reliable under very stable conditions, as one
must ensure a homogeneous atmosphere and no thermal
expansion of the setup during the experiment. Therefore, the
experiments were carried out on different days thus under
different environmental conditions, without sophisticated air
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Fig. 10. Systematic errors of distance measurements using different models
for near-field correction (a) not applied, (b) approximate model, and (c) sim-
ulation model. The line color indicates the radar target’s diameter.

Fig. 11. Systematic errors of distance measurements of multiple experiments
on one of five consecutive days, to demonstrate reproducibility and to
investigate scale errors under different atmospheric conditions. The measured
values of the first day were used as reference data. A circular radar target
with a diameter of 3 cm was used.

conditioning. As the proposed equation for the refractive index
of moist air is based on a proven model, there is no need for
verification under a broad range of atmospheric conditions.
Each measurement was conducted on one of five consecutive
days, where the measured values of the first day were used as
reference data. This experiment also serves as a benchmark
if calibration is used. During the five days, the measured
parameters of air were on average 22.2 ◦C, 999.7 mbar,
35.2%RH, and the carbon dioxide concentration was 637 ppm.
The estimated refractivity ranged from 301.0 to 306.6, and
thus the refractive index varied by 5.6 ppm. The measurement
results are depicted in Fig. 11. Here, the radar target with a
diameter of 3 cm was used. Fig. 11 reveals high reproducibility
and very low scale errors. The resulting errors were in the
range of ±0.05 to ±0.4 μm/m, which is lower than expected
due to inaccurate humidity readings. The most accurate inte-
grated humidity sensors3 have a typical accuracy of ±1 to
±2%RH, which would lead to an error of ±1.1 to ±2.3 μm/m
under the given conditions. Consequently, we achieved the
maximum technologically feasible accuracy by compensation
with modern environmental sensor technology.

VI. CONCLUSION

We have successfully demonstrated distance measurements
with micrometer accuracy using a state-of-the-art FMCW
radar. The radar system operates in the D-band, which enables
sufficiently high bandwidth (range resolution), and a high
antenna gain (directivity) despite a small antenna aperture
(less near-field effects). We modeled the radar transceiver
and the free-space path to apply near-field corrections and

3Sensirion’s SHT series.
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to compensate for the refractive index of air using an envi-
ronmental sensor. The proposed signal-processing chain is
robust to noise, interfering reflections, and micromotions. It is
straightforward and of low computational cost such that it can
be implemented on embedded platforms like the radar sensor
itself. Without calibration of the distance value, experiments
reveal a maximum error of only ±1 μm over a measuring
range of 4.8 m (0.8–5.6 m). The scale error obtained from mul-
tiple experiments on different days was less than ±0.4 μm/m,
and the random error was at least 30 nm, providing very high
sensitivity. To the best of our knowledge, at present, these are
the most accurate distance measurements using mmWave radar
technology.
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