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Abstract— Rich experience and intuition play important roles
in designing planar transformers (TFs) for contemporary radio
frequency integrated circuits (RFICs). In general, RFIC design-
ers have been heavily relying on multiple iterations of full
electromagnetic (EM) simulations, which consumes much time
and effort. Here, we propose an automated matching circuit
synthesizer (AMCS) using neural networks (NNs). The proposed
AMCS directly synthesizes a matching circuit combined with a
TF throughout the entire design process, ranging from the desired
performance to layout. In the AMCS, which is a “spec-to-layout”
synthesizer, one NN returns physical parameters of matching
circuits, and another NN estimates the electrical performance in
two-port S-parameters from the desired impedances. Before the
NNs are trained, input feature design is conducted to avoid the
one-to-many problem, which cannot be well characterized with
an inverse NN. This significantly reduces the time and effort
for iterative circuit and EM simulations. The AMCS generated
the matching circuit layouts for simple single-stage amplifiers
operating at different frequencies up to 70 GHz or in different
bandwidths of up to 32.5%. The estimated S-parameters of the
amplifiers show good agreement with the EM simulation results.

Index Terms— Automated synthesis, neural network (NN),
radio frequency (RF) amplifiers, radio frequency integrated
circuit (RFIC), transformer (TF).

I. INTRODUCTION

PLANAR transformers (TFs) based on multilevel backend
thick metallization technologies have been commonly

used as impedance matching circuits (MCs) in contempo-
rary millimeter-wave (mm-wave) CMOS circuits for a com-
pact layout and broadband operation [1], [2], [3], [4], [5],
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[6], [7], [8]. However, the common equivalent models of
TFs consisting of inductors, coupling factors, and parasitic
capacitors and resistors are inaccurate at mm-wave or tera-
hertz (THz) frequencies because of the distributed behavior
of the parasitic elements [9]. Thus, characterizing TFs by
electromagnetic (EM) simulations is a common method for
mm- or THz-wave circuit design. Moreover, because of the
inaccuracy of empirical or theorical models, multiple iterations
between the initial guess in the equivalent circuit models and
EM simulations are always required, which are very time-
consuming and require experience-based knowledge.

There have been various efforts to develop automated circuit
synthesis systems for digital as well as analog circuits. Genetic
algorithms (GAs) have been used for topology selection and
compact layouts in analog amplifiers [10], [11]. Power dis-
sipation of an analog circuit was optimized with a GA [12].
A neural network (NN) with a rider optimization algorithm
(ROA), RideNN, has been studied for fault diagnosis [13].
Moreover, a feedforward NN with a GA has been studied to
make an automated synthesis system for operational ampli-
fiers [14] in analog circuits.

Automated circuit synthesis techniques for radio fre-
quency (RF) circuits have also been developed in order to
mitigate iterative tasks such as model-order reduction [15].
A least-squares fitting algorithm has been studied to extract a
spiral inductor’s equivalent circuit [16], and analysis and sim-
ulation of inductors and TFs for integrated circuits (ASITIC)
have been studied to design tunable inductors [17], [18].
In addition, a GA has been employed for optimizing the figure
of merit (FoM) of low-noise amplifiers [19].

Machine-learning-based differential evolution has been sug-
gested as a way to synthesize passive elements such as
inductors and TFs at a single frequency [20]. Furthermore,
under a smoothness assumption that similar design parame-
ters have similar performance, general mm-wave integrated
circuit (IC) synthesis based on differential evolution assisted
by a Gaussian process model has been proposed to optimize
inductors and TFs [21], [22]. A multilayer perceptron has been
leveraged to predict the operation of square microstrip spiral
inductors [23]. A knowledge-based NN with the concept of
space mapping had been researched to synthesize microstrip
bandpass filters [24].
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Fig. 1. Comparison of (a) classical design cycle for TFs, (b) prior work
based on an equivalent circuit model, (c) prior work based on an NN with a
shared encoder, and (d) proposed design cycle with the AMCS in this work.

Inverse modeling has been proposed to synthesize LC filters
or microstrip filters [25], [26], [27] using an NN that takes
electrical performance as input and layout as output. In order
to synthesize TFs, inverse modeling has been employed to
replace such iterative tasks [28], [29].

In this article, an NN-based automated matching cir-
cuit synthesizer (AMCS) is proposed. The AMCS suggests
that MCs combined with a TF and shunt capacitors and
thus have the potential to replace all the time-consuming
processes in single-stage RF amplifier design (i.e., synthe-
size MCs). It determines the desired performance, such as
output impedances in a wideband frequency range, and then
directly returns TF layouts and shunt capacitors that satisfy the
desired performance requirements without additional proce-
dures. In the AMCS, two NN cores are trained. One generates
multiple potential layouts that can match the given core transis-
tors to 50 �, and the other returns the estimated performance
of the auto-generated MCs. Then, the designer selects the
most suitable layout based on the MCs’ performance and
addresses other issues that were not included in the NN such
as the form factor, as shown in Fig. 1(d). The relationship
between the target matching impedance and the MC layout
is fundamentally a one-to-many problem and thus cannot be
completely characterized by standard feedforward NNs [30].
In this work, an input feature design was conducted by utiliz-
ing the quality factor (Q-factor) and insertion loss (IL) of TFs
as input features to relax the one-to-many problem. The MCs
were generalized to consist of a TF and capacitors to match the
input and output impedances of core transistors to an external
50-� source and load terminals. The key innovation introduced
in this work is a direct MC synthesis method and a solution for
the one-to-many problem for training NNs with the human-
in-the-loop (HITL) concept. To demonstrate the effectiveness
of these innovations, we present design examples of MCs for
single-stage amplifiers operating at different frequencies up
to 70 GHz or in different bandwidths of up to 32.5%.

Section II covers prior research on automated synthesis
systems for RF circuit design and describes the purpose of
this work. Section III describes the primary issue of an AMCS
based on NNs and proposes the main idea for a solution

and the structure of the AMCS. Section IV presents the basic
information about NN training and the results. Section V dis-
cusses another NN that can predict MC characteristics. Design
examples obtained with the AMCS at various frequencies and
bandwidths are provided in Sections VI and VII, respectively.
Section VIII discusses the limitations of the proposed AMCS
and summarizes this article.

II. RFIC DESIGN WITH TF MATCHING CIRCUITS

Recently, TFs have been widely used as impedance MCs
or signal baluns in CMOS RF circuits, in particular for those
operating at mm-wave frequencies. TFs provide a compact lay-
out and broadband operation. However, unlike capacitors, it is
hard to directly synthesize TF layouts at high frequencies even
with accurate material and dimension parameters due to the
distributed nature of parasitic elements associated with TFs.
This section briefly compares the design procedure between
the classical and automated synthesis techniques, including the
one proposed in this work for MCs, and presents the proposed
AMCS.

A. Classic MC/TF Synthesis

In the classic RF circuit design process, for which a brief
flowchart is shown in Fig. 1(a), designers first select matching
impedance �s and �L from the characteristics of core TRs
for the desired performance in, for instance, power, gain, or
noise. To match the given source and load impedances to
�s and �L , respectively, one may start to design the MCs
with equivalent circuits, which is an iterative task. Once the
equivalent circuit parameters are fixed, an initial MC layout
should then be drawn based on the designers’ experience.
Due to the distributed parasitic elements, the equivalent circuit
models cannot accurately represent nor estimate the actual
characteristics of the TFs, and thus, for recent mm-wave radio
frequency integrated circuits (RFICs), the layout is commonly
verified by the EM simulation, which is also an iterative
and time-consuming task. The iterative task between layout
and EM simulation is continued until the EM simulation
results satisfy the desired performance, as shown in Fig. 1(a).
Due to the recent progress in high-performance computing
hardware and accurate numerical simulators, the overall time
consumed for the iterative task has been significantly reduced.
However, the absence of a direct synthesis method for TFs
fundamentally limits the degree of optimization and design
throughput.

B. Automated TF Synthesis Techniques

There have been a few efforts to develop automated TF
synthesizers for RF MCs. Munzer et al. [28] presented an
NN-based synthesis technique that can address all design
aspects, from the equivalent model parameters to the layout.
Fig. 1(b) shows the design flow. As can be seen, the most
time-consuming task between the layout and EM simulation
can be avoided, but any inaccuracy of the equivalent model
will be reflected in the final design.
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Fig. 2. Single-stage amplifier matching situation assumed in AMCS.

C. Direct Synthesis Techniques for MC Consisting of TF and
Shunt Capacitors

In [29], further direct generation of TF layouts from the
desired matching impedance was presented using a shared
encoder composed of two NNs, as shown in Fig. 1(c). How-
ever, in that work, the design frequency was fixed to 30 GHz,
and the capacitance value affecting the required transformation
ratio of the TF has to be provided by the designer as an input
parameter.

D. AMCS (Automated Matching Circuit Synthesizer)

The ultimate “spec-to-layout” design process with an
AMCS would be the direct generation of the most optimum
MC layout from the matching impedances �s , and �L that
the designer selects for the desired performance in the target
frequency band, as shown in Fig. 1(d). Here, our aim is to
propose the ultimate “spec-to-layout” design tool using NNs.

III. AMCS DESCRIPTION

A. Primary Issue in Training NN (One-to-Many Problem)

The proposed AMCS using NNs can produce an MC layout.
The auto-synthesized MC along with shunt capacitors will
match the desired impedance Zin or Zout to 50 �. In this work,
we aimed to design a simple single-stage amplifier whose input
and output are matched by the AMCS, as shown in Fig. 2.
Obviously, the desired impedances should be input parameters.
One of the naïve ways to implement an AMCS is to train a
regression NN so that it directly predicts MC layouts from
an input of desired target impedances. However, since there
must be many diverse possible layouts resulting in the same
impedance, modeling such a one-to-many relationship by any
type of regression is ambiguous and may only provide a rough
generic answer that would never be desirable [31], [32], [33].
Fundamentally, designing a two-port network with single port
impedance is a kind of one-to-many problem that even NNs
cannot converge to an optimum and realistic solution. For
instance, it is expected that the NN returns the optimum
combination of a TF and, if necessary, capacitors for matching
the given impedance Zm to 50 �, as shown in Fig. 3(a).
However, as shown in Fig. 3(b), the given constraint can also
be satisfied with a TF whose two ports are isolated (or the
mutual coupling factor = 0) and with a shunt element whose
impedance is equal to Zm . This is one radical example, but to
realize the design scenario shown in Fig. 1(d), the one-to-many
problem needs to be carefully dealt with.

In addition, for wideband circuit design, the MCs should
match the desired impedance, which is commonly a function

Fig. 3. Equivalent circuits of (a) MC that user desires, (b) MC unexpected
from NN when input features are not designed, and (c) predicted MC from
NN when input features are well designed.

of frequency in the operating frequency range. Thus, to accom-
modate wideband operation, the NN should deal with the
series of desired impedances Zm( f ) (or �m( f ) as a reflection
coefficient) with respect to the frequency.

B. Input Feature Design for Relaxing One-to-Many Problem

In the machine learning community, generative modeling
has been introduced to overcome the limitation of regres-
sion in modeling one-to-many relationships [31], which are
cumbersome to model, train, and use in practice. We take a
different approach that, by tackling the design space of input
features, is straightforward yet effective in relaxing the one-
to-many relationship between MC layouts and impedances.
We introduce domain-specific auxiliary constraints into inputs,
which we call input feature design. Thereby, the desirable
layout can be guided further by more specific inputs.

First, the one-to-many problem mainly arises from the
limited information the designer can provide. It can be simply
resolved if the full two-port parameters of the desired TF
are provided. However, in general, estimating them is beyond
the capabilities of even highly experienced designers. There
are other electrical parameters that can be gauged by users
and represent the full two-port characteristics, such as the
Q-factors (Q1 and Q2) and IL of a TF [34]

Q1( f ) = Im
(
ZTF,11( f )

)
Re

(
ZTF,11( f )

) (1)

Q2( f ) = Im
(
ZTF,22( f )

)
Re

(
ZTF,22( f )

) (2)

and

IL( f ) = STF,21( f )

STF,12( f )

(
K ( f )−

√
K ( f )2 − 1

)
(3)

where ZTF,i j ( f ) represents the Z -parameters of TFs as a
function of frequency. K is Rollett’s stability factor defined
as

K ( f ) = 1− ∣∣STF,11( f )
∣∣2 − ∣∣STF,22( f )

∣∣2 + |�( f )|2
2
∣∣STF,12( f )STF,21( f )

∣∣ (4)

�( f ) = STF,11( f )STF,22( f )− STF,12( f )STF,21( f ). (5)
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Fig. 4. Assumed (a) layout structure of TF and (b) MC in this work.

C. Inverse NN

As shown in Fig. 3(c), the NN for “spec-to-layout” syn-
thesis, hereafter referred to as the “inverse” NN (INN),
returns layout parameters of the MC from given input features
[i.e., given features consist of the functions of frequency such
as Q1, Q2, IL, and the desired impedances (Zm)]. The MC
assumed in this work consists of a TF and shunt capacitors,
as shown in Fig. 4. The layout parameters are the TF layout
parameters and the values of capacitive matching elements
(c1 and c2), which are assumed, as shown in Fig. 4.

The input and output vectors of the INN, x and ŷMC, are
defined as follows:

x = [
f , Zm( f ), Q1,min, Q2,min, ILmin

]�
(6)

ŷMC =
[
d̂1, d̂2, ŵ1, ŵ2, δ̂, ĉ1, ĉ2

]�
(7)

ŷMC = I N N(x). (8)

To verify whether the designed input features relax the
one-to-many problem and the training sets x and yMC are
mapped one-to-one, as shown in Fig. 5(a), two additional
reference input feature vectors, xr1 = [ f SMC( f )] and
xr2 = [ f Zm( f )], were prepared and used to train the INN.
For the aforementioned reason in Section III-A, if the INN
is designed with an input feature vector composed of only
output impedances (Zm), it would be a one-to-many system.
As shown in Fig. 5(a), case (III) is a one-to-many system
since the input feature vector (xr2) is only composed of
output impedances. As can be seen in Fig. 5(b), xr2 leads to
an NN converging with test error 2.154 × 10−2 larger than
10−4 (approximately equal to 1%) since xr2 only includes
information about one port of the matching network, which
means that it is a one-to-many problem. While the training
result with xr2 does not converge well, the NN from xr1

[case (II)], including the full two-port S-parameters of the
MC [SMC(f)], is expected to converge well. As can be seen
in Fig. 5(b), the test error of training with xr1 [case (II)]
was 3.730 × 10−4, which is significantly lower than that in
case (III), and this indicates that the one-to-many problem is
relaxed well. On the other hand, the other input feature vector
x [case (I)], which was designed in this work, consists of
frequencies ( f ), output impedances [Zm( f )], Q-factors, and
IL. The proposed one results in a 3.033 × 10−5 test error,
which is also significantly better than that for xr2 [case (III)],
2.154 × 10−2. The results indicate that the proposed input
feature design effectively solves the one-to-many problem even
with fewer input features. The NN has a simple multilayer

Fig. 5. Comparison among input feature case of (a) input and output vectors
of INN. (b) Test error of INN [red: designed features in this work, blue: full
two-port S-parameters, and black: only output impedances (Zm)].

perceptron structure, which is set to 100 × 8, for all three
input feature vectors, x, xr1, and xr2.

It should be noted that, in general, designers do not seek
specific values of Q1, Q2, and IL but can provide them as
constraints. For instance, to achieve the target performance,
they may guess that Q1 should be at least greater than
9 based on their experience. There must be numerous potential
circuits that satisfy the condition, and thus, this is still a one-
to-many problem. However, unlike the two-port parameters,
this problem can be dealt with by using an HITL architecture,
in which the user makes the final decision among potential
candidates.

Several studies have shown that NNs can solve a problem
with constraints by using, for instance, a constraint violation
penalty concept [35]. However, Q1, Q2, and IL of TFs in
the MC cannot be simply judged with a single standard; the
designer may comprehensively look at various performance
parameters such as gain, return loss, or bandwidth and finally
select a matching network from various possible ones, even if
Q1, Q2, or IL is slightly worse than expected one. To deal with
this particular problem, we employed the concept of HITL
in this work [36], where the user makes the final decision.
Definitions of input and output variables and a brief algorithm
of an AMCS consisting of two NNs are shown in Fig. 6 and
Algorithm 1.

The overall flowchart of the AMCS is given as follows.
1) The user enters three target frequencies ( f ), three

desired impedances [Z �
m( f )], and minimum and
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Fig. 6. Structure of AMCS.

Variables
f := [ f1, f2, f3], design frequencies
Z∗m( f ) := desired impedances at each frequency
Q1,minQ1,max := Min, Max constraint of primary turn’Q factor
Q2,min, Q2,max := Min, Max constraint of secondary turn’Q factor
ILmin, LLmax := Min, Max constraint of IL
x := input vector of INN
ŷMC := predicted structure parameters of MC
MClist := List of candidates of MC

Algorihtm 1 Pseudo Code of AMCS

1: Input: f , Z�
m( f ), Q1, min , Q1, max , Q2, min , Q2, max , ILmin, ILmax

2: Output: MClist
3: define: FoM
4: count = 1
5: Q1 = [Q1,min, Q1,min + 1, . . . , Q1,max]
6: Q2 = [Q2,min, Q2,min + 1, . . . , Q2,max]
7: IL = [ILmin, ILmin + 1, ILmin + 2, . . . , ILmax]
8: for i = 1: do
9: for j = 1: m do
10: for k = 1: n do
11: x ← [ f Z�

m( f )Q1(i)Q2( j) IL(k)]
12: ŷMC := [̂d1 d̂2 ŵ1 ŵ2 δ̂ ĉ1 ĉ2] ← I N N(x)
13: MClist(count)← ŷMC
14: count ← count +1
15: end for
16: end for
17: end for
18: Sort MClist according to FoM
19: Return MClist

maximum acceptable bounds of Q-factors (Q1,min,
Q1,max, Q2,min, Q2,max) and IL (ILmin, ILmax).

2) The AMCS iterates the INN for various potential combi-
nations of Q1, Q2, and IL that satisfy the limits specified
by the user. MC layout parameters from the INN are
saved along with the user-defined FoM.

3) The AMCS lists the outputs in terms of, for instance,
the FoM, and the user selects one of the top candidates,
which is an implementation of HITL in this work.

IV. INVERSE NN TRAINING

A. Learning Data Preparation

In this work, the TF in the MC was assumed to have a
simple 1:1 octagonal shape [Fig. 4(a)]. First, layout samples
[graphic design system (GDS)] for training were prepared

Fig. 7. Preparation and separation of TF dataset.

by using SKILL language and PCELL. EM simulations were
conducted, using shell script, at up to 100 GHz for various TF
layouts whose dimensions were swept as follows: diameters
(d1, d2) from 70 to 210 μm in 20-μm steps, widths (w1,
w2) from 5 to 10 μm in 2.5-μm steps, and offsets between
primary and secondary TFs (δ) from 0% to 30% of bigger
diameters in 10% steps. Fixed parameters were the widths
of the guard ground ring (A, B), 10 μm; the spacing from
the ground (C) to the edge of TFs, 20 μm; the spacing
between differential feeding lines, 15 μm; and the width
of the feeding lines, 5 μm. d2 was forced to be in the
range of 70%–130% of d1. Then, 1476 TF samples were
prepared, and samples that had poor performance, namely,
a Q-factor lower than 5 and IL bigger than 2, were excluded.
Finally, a total of 1285 samples were prepared, and 50 of them
were used as back-to-back validation test samples, as shown
in Fig. 7.

To train the INN to return the MC structure parameters,
such as the layout parameters of the TF and values of shunt
capacitors, as shown in Fig. 4, simple circuit simulations were
conducted with the S-parameters and capacitors of the TF
samples in the range of [0, cmax], where cmax is defined as

c1,max = 1

(2π f )2 L1
(9)

c2,max = 1

(2π f )2 L2
(10)

where L1 and L2 are inductances of the TF’s primary and
secondary turn, respectively, which are defined as

L1 = Im
(
ZTF,11

)
2π f

(11)

L2 = Im
(
ZTF,22

)
2π f

. (12)

A brief flowchart of data preparation for the INN is shown
in Fig. 8. The detailed pseudocode and notation of data
preparation are described in Fig. 9 and Algorithm 2. From the
circuit simulation, output impedances [Zm( f )] of all possible
MCs were extracted. Finally, 79 625 pairs of input and output
vectors (x, yMC) were extracted from the EM and circuit
simulations for the supervised learning of the INN. GDS
generation took 1.1 s for each TF layout, so, totally, it took
about 27 min. The EM simulation took about 25 s for each
TF layout, so, totally, it took 10 h on a Linux server (AMD
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Fig. 8. Flowchart of data preparation for INN learning.

Fig. 9. Assumed MC in this work.

EPYC 7601 32-Core processor, 512-GB RAM, CentOS Linux
7.9.2009). In this work, we used MATLAB, Cadence Virtuoso,
and the EMX 3-D solver.

In machine learning, it should be verified whether the input
vectors of a dataset sufficiently cover the desired design space.
Since, as shown in Fig. 10(a), the key role of the AMCS is
to generate an MC satisfying the designer’s requirements, the
training set should include as wide a range of potential input
parameters as possible, in particular Zm . Fig. 10(b) shows Zm

at 60 GHz. As can be seen, Zm in the training set widely covers
the inductive impedance region in the Smith chart suitable
for matching TR-based amplifiers, whose input and output are
capacitive.

For training the INN, we used a multilayer perceptron
structure, the mean squared error (mse) with the “percent”
option in MATLAB [37] as an error function, the sigmoid
function as the activation function, and the scaled conjugate
gradient (SCG) algorithm [38]. The training was stopped when
the epochs reached 100 000, and the NN model with the lowest

Variables
f := [ fl , f2, f3], frequencies
STF,n( f ) := 2-port S-parameters of n−thTF SMC

(
STF,n, f i , c1, j , c2,k

)
:= 2-port S- parameters of MC composed of n
− th TF and shunt capacitors at frequency f i
c1, j , c2,k := primary, secondary shunt capacitances of MC

Algorihtm 2 Pseudocode of for loop in Fig. 8

1: Input: STF,n, yTF,n
2: Output: Dataset
3: count = 1
4: for i = 1 : 10 do
5: f i = [2 6 10] + [10 10 10] ∗ (i − 1)

6: ZTF,11

(
f i

) = 50 × 1+STF,11( f i )
1−STF,11( f i )

7: ZTF,22

(
f i

) = 50 × 1+STF,22( f i)
1−STF,22( f i)

8: L1

(
f i

) = lm(ZTF,11( f i))
2π f i

9: L2

(
f i

) = Im(ZTF,22( f i))
2π f i

10: c1,max = max

(
1

(2π f i)
2×L1( f i)

)

11: c2,max = max

(
1

(2π f i )
2×L2( f i)

)
12: c1 =

[
0 1 2 3 4

]× c1,max
4

13: c2 =
[

0 1 2 3 4
]× c1,max

4
14: for j = 1 : 5 do
15: for k = 1 : 5 do
16: SMC ← Circui t Simul at ion(

STF,n

(
f i

)
, f i , c1, j , c2,k

)
17: Dataset (count) ← [

yTE,n, f i , c1, j , c2,k , SMC
]

18: count ← count +1
19: end for
20: end for
21: end for
22: Return Dataset

Fig. 10. MC output impedance (Zm ). (a) Variation depending on c1 and c2
and (b) training set at 60 GHz.

validation error according to standard practice in machine
learning was selected [39].

The training results for various numbers of hidden layer
node and layer combinations (n × m) in the INN are shown
in Fig. 11. We independently swept the number of hidden
layers from 1 to 9 and the number of nodes as 10, 20, 30, 50,
100, and 200. As can be seen in Fig. 11(a), the test error
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Fig. 11. INN’s (a) test errors according to the number of layers and nodes
and (b) layer structure that has the lowest validation error.

is significantly reduced as the number of nodes increases.
In addition, as the number of layers increases, the test error
is reduced to 2.262 × 10−5 for eight layers and 100 nodes at
100 000 epochs. Finally, the 100 × 8 NN in Fig. 11(b) was
selected for the INN. Training for the 100 × 8 INN took 7 h
on a PC (MATLAB code in Intel i5-7500, RAM 16 GB, SDD,
NVIDA GeForce RTX 2080 Ti).

V. FORWARD NEURAL NETWORK

A. Forward Neural Network

In the AMCS procedure, the designer must, in general,
verify whether the MC works properly by full EM simula-
tion, which is a time-consuming task. In the AMCS, another
network, a forward neural network (FNN), is deployed to
estimate the full two-port S-parameters (STF) and Q-factors
(Q1, Q2) at the target frequency with the TF’s layout from the
INN. The input and output vectors for the FNN in this work
were intuitively designed by mapping the TF geometry to the
S-parameters (“layout-to-spec”) as follows:

yTF = [ f, d1, d2, w1, w2, δ]� (13)

x̂ = [
ŜTF( f ), Q̂TF,1( f ), Q̂TF,2( f )

]�
(14)

x̂ = FN N(yTF). (15)

Fig. 12. FNN’s (a) flowchart of data preparation and (b) comparison with
EM simulation.

Fig. 13. FNN’s (a) test error according to layer structure (hatched area could
not be determined due to memory limits) and (b) layer structure that has the
lowest validation error.

The whole procedure of the training set preparation for the
FNN, shown in Fig. 12(a), is almost identical to that for the
INN. The FNN dataset shared the GDS and EM simulation
results from the INN dataset. It took 5 min to calculate the
Q-factor and IL. It should be noted that, unlike the INN,
FNN mapping from the TF layout to S-parameters is a many-
to-one problem, in which an NN can be effectively modeled.
The FNN was trained with 295 200 pairs of input and output
vectors by using the SCG algorithm with the mse and sigmoid
function. Also, the training was stopped when the epochs
reached 50 000. Training for the 100 × 8 FNN took 15 h
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Fig. 14. Structure of AMCS combined with FNN which can predict MC’s operation.

Fig. 15. (a) Back-to-back validation procedure. (b) Histogram of �error calculated from the back-to-back validation.

on the same PC as that used for the INN. The FNN predicts
TF operation very accurately, as shown in Fig. 12(b).

The hyperparameters n × m of the FNN were also var-
ied, the same as they were in the INN. As shown in Fig. 13(a),
the 100 × 8 NN in Fig. 13(b), which was chosen for accurate
S-parameter estimation in this work, exhibited the minimum
test error of 1.541 × 10−6.

The FNN took around 0.1 s and the EM simulation took
around 25 s for each TF sample, although the FNN was
slightly less accurate than the EM simulation. Therefore,
by using the FNN, users can predict much faster whether
an MC will work in a wider frequency range and select one
based on more detailed performance characteristics such as
bandwidth. This work ultimately proposes a design procedure
that can also predict the MC operation, as shown in Fig. 14.

In this work, to examine how close the matching
impedances of the auto-synthesized matching network are to
those the user inputs, we defined the FoM as the root mean
square of the difference between desired impedances [��

m( f )]
and predicted impedances [�̂m( f )]

FoM = ��m :=
√

1

3

∑3

i=1

∣∣��
m( fi )− �̂m( fi )

∣∣2
. (16)

B. Back-to-Back Validation

Fig. 15(a) shows the detailed procedure for the back-to-back
validation. To verify the accuracy of the AMCS, we prepared

Fig. 16. Method to select matching impedances (Zm).

test MC samples consisting of a test TF sample and two
shunt capacitors (c1, c2) and, finally, extracted a total of
3200 back-to-back validation sets comprising impedances at
three frequencies from the test MC samples. The back-to-back
validation sets were then input to the AMCS, and the estimated
impedance Ẑm( f ) was calculated from ŜMC( f ). To verify the
accuracy of the AMCS, we compared output impedances from
the EM simulation with output impedances predicted by the
AMCS. The comparison was made with the function of error
in the reflection coefficient domain as follows:

�error =
√

1

3

∑3

i=1

∣∣�m( fi )− �̂m( fi )
∣∣2

. (17)

The error distribution �error shown in Fig. 15(b) was fit to
the log-normal distribution, and the expectation was 0.0340.
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TABLE I

TEN MC LAYOUT CANDIDATES PROPOSED BY AMCS IN DESIGN EXAMPLE 1 40-GHz CASE

VI. DESIGN EXAMPLE 1: OPERATING FREQUENCY

The AMCS was verified by designing MCs for a simple
one-stage amplifier required to offer 10% fractional bandwidth
at 28, 40, 60, and 70 GHz. A common-source differential
core cell was assumed in this work. To improve the isolation
characteristics, core TRs were neutralized with cross-coupled
capacitors to enable a unilateral MC design. In general, select-
ing input and/or output impedances to be matched with MCs
determines the overall performance of amplifiers, in particular
for power and low-noise purposes. In this work, as shown in
Fig. 16, the target impedances were selected by the following
procedure: 1) assuming the input and output impedance of TRs
can be equivalently modeled with a shunt resistor and capaci-
tor, plot constant gain circles at the edge and center frequencies
of the target bandwidth, and 2) find three intersection points
between the gain circles and admittance circles in the Smith
chart and use them as target impedances. The minimum and
maximum bounds of Q were set to 4 and 30, and those of IL
were set to 0.5 and 2 dB, respectively, so that the AMCS could
evaluate almost all possible circuit combinations generated by
the INN.

Table I lists the best ten sets of auto-generated MC structure
parameters, including the TF layout generated for 40-GHz out-
put matching. The ten candidates provide output impedances
close to desired ones overall with little deviation in �error but
with different TFs and capacitors. In this work, for instance,
we selected MC #3 because it consisted of a TF with high
Q1 and Q2. Depending upon purposes, the user may choose
another MC with small capacitance.

Fig. 17 shows the characteristics of the auto-generated MCs
for 28, 40, 60, and 70 GHz from the FNN along with full-EM
simulators for direct comparison. As can be seen in Fig. 17, the
target impedances at all frequencies except 28 GHz, at which
the target impedances are located in the region of � > 0.94,
are well matched with the MCs auto-generated with the
AMCS. S-parameters estimated by the FNN well agree with
those from the EM simulation of the auto-generated layouts.
Fig. 18 shows the operations of amplifiers that were matched
by the AMCS. As can be seen in Fig. 18, the amplifiers were
well matched through S11 and S22’s magnitude below −10 dB
at the design frequencies.

Fig. 17. Smith charts of proposed MCs. Gray line: gain circles of each
frequency. Dashed line: constant admittance circle. Black dots: selected
matching impedances. Red: impedances predicted by AMCS. Blue line: those
calculated by EM simulation of MC.

As shown in Table II, the bandwidth characteristics well
net the target. However, gain performance was lower than the
target. This is because the desired impedances were in the
high-� region and thus could not be matched with lossy TF
elements, as seen in the 28-GHz case, because of the IL of
the MC itself, i.e., from 1 to 1.5 dB per MC. Table III and
Fig. 19 summarize the MC structure parameters for each case.
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Fig. 18. EM simulated S-parameters of MCs generated by AMCS according
to the operating frequency. Line with star: target gain. Colored solid lines:
S21. Colored dashed lines: S11 and S22. Black solid line: maximum available
gain.

TABLE II

CHARACTERISTICS OF AMPLIFIERS MATCHED BY AMCS

TABLE III

PROPOSED MC LAYOUTS AT EACH FREQUENCY

It should be noted that the AMCS’s “spec-to-layout” syn-
thesis procedure from impedance input to layout generation
took around 10 min at each frequency with a PC (MATLAB
code in Intel i5-7500, RAM 16 GB, SDD, NVIDA GeForce
RTX 2080 Ti).

VII. DESIGN EXAMPLE 2: BANDWIDTHS

The second example is the design of MCs for 40-GHz
amplifiers operating in various bandwidths of 10%, 20%, 25%,

Fig. 19. Layouts of all matched amplifiers depending on frequencies.

Fig. 20. Smith charts of the proposed MCs. Gray line: gain circles of
each frequency. Dashed line: constant admittance circle. Black dots: selected
matching impedances. Red line: impedances predicted by AMCS. Blue line:
those calculated by EM simulation of MC.

and 37.5%. To maintain in-band flat gain, constant gain circles
were used to determine the target impedances.
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Fig. 21. EM simulated S-parameters of MCs generated by AMCS according
to bandwidth. Line with star: target gain. Colored solid lines: S21. Colored
dash lines: S11 and S22. Black solid line: maximum available gain.

Fig. 22. Layouts of all matched amplifiers depending on each bandwidth.

Fig. 20 shows the matching impedances of the designed
MCs and the S-parameters of the amplifiers from the FNN
along with those from full-EM simulators for direct compar-
ison. As can be seen in Fig. 20, the target impedances at all
frequencies are well matched with the auto-generated MCs.
S-parameters estimated by the FNN show good agreement
with those from the EM simulation. As shown in Fig. 21, the
amplifiers were well matched through S11 and S22’s magnitude
under −10 dB at the design frequencies. Table IV summarizes
the target and performance results for all cases. Table V and
Fig. 22 summarize the MC structure parameters for each case.

TABLE IV

CHARACTERISTICS OF AMPLIFIERS MATCHED BY AMCS

TABLE V

PROPOSED MC LAYOUTS DEPENDING ON EACH BANDWIDTH

TABLE VI

COMPARISON BETWEEN STATE OF THE ARTS
OF AUTOMATED TF SYNTHESIZERS

VIII. CONCLUSION AND DISCUSSION

In this article, an NN-based AMCS was presented to syn-
thesize TF layouts for impedance MCs satisfying the desired
impedance. Input features were carefully designed to avoid
the one-to-many problem, which would be underfit by NNs.
Instead of full two-port S-parameters of MCs, which cannot be
provided by designers, we suggested input features such as the
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Q-factors and IL of TFs for use as constraint factors. The pro-
posed features effectively represent the full two-port charac-
teristics of the desired MC and facilitate one-to-one mapping.
The concept of HITL to deal with the Q-factors and IL in the
proposed AMCS gives us additional freedom to design MCs;
the AMCS returns multiple MCs and allows users to select
one of them depending upon their purposes in a handy way.
With the proposed AMCS, we designed simple single-stage
amplifiers operating at different frequencies up to 70 GHz or in
different bandwidths up to 32.5%. The estimated S-parameters
of the amplifiers showed good agreement with the EM sim-
ulation results. As can be seen in Table VI, the AMCS
provides a faster and more efficient way to synthesize MCs
with TFs. The proposed NN-based AMCS can dramatically
reduce design time by eliminating various time-consuming
and iterative tasks and can enhance the accuracy of the
high-frequency circuit design by offering a “spec-to-layout”
procedure.

Finally, it is worth noting the limitations of the current
approach, which need to be overcome for fully automated RF
circuit design.

1) The proposed AMCS currently matches core transistors
only to 50 �. In order to generate interstage matching for
arbitrary impedance, training datasets should be prepared for
all possible impedance combinations for a given TF. Though
it will not cause the one-to-many problem, training error must
highly depend on the coverage of the impedance to be matched
in the Smith chart.

2) In this method, the designer should select the target
output impedances at target frequencies, which dominate
the amplifier’s performance. If a user selects unachievable
output impedances, the AMCS may return wrong TF lay-
outs that do not provide good enough RF performance.
Another loop for the various possible impedances based on
the HITL concept would be a simple way to avoid this,
but additional cost function design and input impedance
selection routines will be required for reducing computing
time.

3) The AMCS can only generate 1:1 TFs that are predefined
with various parameters. Since there must be multiple possible
layouts for given impedances, training NNs for arbitrary-shape
TF generation will suffer from the one-to-many problem. This
is one of the most importance open research problems for the
NN-based RFIC design.

4) Currently, EM simulation based on the accurate process
parameters would be the most efficient and simplest way
to prepare the training datasets; it would rarely be possi-
ble to prepare several thousand samples for measurement.
However, to implement a more generalized AMCS support-
ing the functionalities mentioned above, several ten or even
several hundred times more EM simulations need to be run
(i.e., 1476 simulations in the current work). From this point of
view, efficient data sampling algorithms should be intensively
investigated as well [40].

Despite the limitations, this work clearly showed that the
concept of input feature design and HITL is effective for
automated RFIC design.
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