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Abstract— Load mismatch often occurs in radio frequency
(RF) power amplifiers (PAs) in handset, which can complicate
the nonlinear behavior of the transmitter, particularly when
the voltage standing wave ratio (VSWR) is high. To effec-
tively linearize handset PAs with load mismatch, in this article,
we propose a low-complexity digital predistortion (DPD) model.
After carefully analyzing the characteristics of handset trans-
mitters with standing waves, we extend the magnitude-selective
affine (MSA) function to construct nonlinear modeling terms in
the DPD model. The new terms can effectively compensate for
the distortion caused by load mismatch. Experimental results
demonstrate that the proposed extended MSA (EMSA) model
not only improves the modeling performance but also lowers the
hardware complexity considerably, compared with the conven-
tional models. The new model can thus serve as a good candidate
for DPD deployment in 5G handset transmitters, where nonlinear
behavior is more complicated and hardware resource is highly
constrained.

Index Terms— Digital predistortion (DPD), 5G, handset
transmitter, load mismatch, power amplifier (PA), standing
waves.

I. INTRODUCTION

POWER amplifier is one of the most important compo-
nents in radio frequency (RF) systems. It consumes

a large portion of energy and dominates the nonlinearity
of wireless transmitters. The complex nonlinear behavior of
power amplifiers (PAs) in the transmitters can lead to sig-
nificant distortions and deteriorate the signal quality [1], [2].
To maintain linearity, digital predistortion (DPD) has been
widely adopted as an effective linearization technique in mod-
ern communication systems, especially in high-power base
stations [3].

Over the past decades, many DPD models have been
proposed [4], [5]. The majority of models are developed
by pruning the Volterra series, including memory polyno-
mials (MP) [6], generalized MP (GMP) [7], and dynamic
deviation reduction (DDR) [8]. The pruned Volterra models
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have intrinsic difficulties in dealing with strong nonlinear-
ities, because they need high-order polynomial functions
with a large number of coefficients, which can lead to
high hardware complexity. To alleviate this issue, lookup
table (LUT) [9], [10] and spline-based [11] methods have
been adopted to reduce the implementation complexity.
Other behavioral model expressions have also been pro-
posed. In particular, canonical piecewise linear (CPWL)
function-based models [12], including decomposed vector
rotation (DVR) model [13], [14] and magnitude-selective
affine (MSA) function-based models [15], [16], have shown
a great potential to achieve good accuracy with low hardware
cost. Recently, piecewise models have also been developed
to solve the tradeoff between linearization performance and
complexity [17]–[19].

In typical handsets, the transmit power is much lower than
that of base stations, which leaves little power budget for
DPD. The linearity requirement is also less stringent [20].
DPD thus has not been widely applied to the existing handset
transmitters. However, with continuous demands for wide
bandwidths and high data rates, linearity becomes a serious
issue in 5G handset and thus DPD may play an impor-
tant role in the design of future handset transmitters. Yet,
research on DPD techniques in handset transmitters is still
in an early stage. The existing solutions mainly focus on
reducing hardware complexity [21] and largely concentrate
on LUT-based models with least mean squares (LMS)-like
adaptation algorithms [22], [23]. While the complexity of these
solutions is low, they only offer limited linearization perfor-
mance, which can hardly satisfy the linearity requirement in
wideband systems.

Another prominent problem for DPD in handset transmitters
is the tolerance for load mismatch or high voltage standing
wave ratio (VSWR) [24]. Various factors influence the load
of PA output, e.g., the blockage of antennas by the position
of hands. The resulting load variations lead to suboptimal
impedance at PA output, which will degrade the performance
of PAs. This problem becomes increasingly severe, due to
the wider signal bandwidth in 5G. Whereas different VSWR
protection techniques have been considered to fight against the
load mismatch during the PA design stage [25]–[30], they may
be insufficient to fully overcome the performance degradation
caused by load mismatch. Antenna tuners can be applied in
handsets to compensate the variations of VSWR. However, the
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existing antenna tuners generally have limited tuning range
and resolution, and impedance change caused by external
environment, e.g., holding position of handset, is difficult to
detect [31]. The tuning speed can also be a bottleneck, as it
may fail to track the fast variation of the antenna impedance.
Moreover, when MIMO arrays are deployed, the integration
of bulky antenna tuners becomes prohibitive [32]. Considering
all these practical difficulties, it is very likely that the PA needs
to cope with a relatively high VSWR in certain cases.

To model the PA behavior under load mismatch conditions,
the authors of [33]–[35] proposed two-port behavioral models
which take the reflective wave into consideration. In [36],
a feedback finite impulse response (FIR) filter cross-term MP
model was proposed to compensate for PA nonlinearity with
load mismatch. In [37], the authors compared the performance
of three widely used DPD models when dealing with different
mismatch conditions, which suggested that models without
cross-terms can hardly realize effective linearization, espe-
cially for load-modulated PAs. Because the PAs exhibit very
different characteristics under load mismatch, it is important
to carry out new investigations and design new models specif-
ically for handset PAs with load mismatch.

In this article, we propose a low-complexity DPD method
for handset transmitters considering the effect of load mis-
match. Based on a thorough analysis of handset PAs with
output standing waves, we find that additional cross-terms
are needed to accurately describe its behavior under load
mismatch conditions. To fit more cross-terms in the new DPD
model and maintain low implementation complexity, we trans-
form the complicated nonlinear terms into hardware-friendly
blocks by extending the MSA functions. With the extension,
the zone selection in the conventional MSA function can work
with any real-valued quantity. Hardware complexity can be
further reduced by systematically examining the design and
hardware issues of the proposed DPD model. We demonstrate,
through experimental results, that the proposed DPD method
can effectively compensate for the complicated nonlinear-
ities and, in the meantime, maintain low implementation
complexity.

The rest of this article is organized as follows. In Section II,
the behavioral modeling of the PA with load mismatch is
analyzed. Section III introduces the DPD model design and the
implementation. Subsequently, Section IV reports the experi-
mental results, followed by a conclusion in Section V.

II. BEHAVIORAL MODELING OF PA WITH

LOAD MISMATCH

In wireless base stations, an isolator, or an equivalent
component, is usually used to separate PA and antenna to
ensure that the optimum impedance condition is provided to
the PA, which helps to maintain good linearity and efficiency.
However, in handsets, the isolator is usually eliminated due
to cost and space limit. The handset PAs thus may suffer
from significant load mismatch, leading to additional nonlinear
distortions.

The incident and reflected signals of a general PA block
are shown in Fig. 1, where a1 and b1 are the incident and

Fig. 1. Incident and reflected signals of PA.

Fig. 2. Output of PA and the corresponding PA model. (a) Without standing
waves. (b) With standing waves.

reflected signals of PA input, respectively, while a2 and b2 are
the incident and reflected signals of PA output, respectively.
As displayed in Fig. 2(a), when PA does not have the problem
of load mismatch, the incident signal at the output port can be
ignored, i.e., a2 = 0, and only b2 is transmitted. Therefore, the
baseband equivalent of the transmitted signal can be simply
represented as

ỹ(n) = F(
x̃(n)

)
(1)

where F is the PA model without mismatch, and x̃(n) and
ỹ(n) are the baseband equivalent of PA input and transmitted
output signals. To linearize the system, an inverse nonlinear
function G, presented in Fig. 3(a), can be found by building a
postinverse model

x̃(n) ≈ G(
ỹ(n)

)
. (2)

The postinverse function G can be directly used in DPD by
swapping input and output.

However, if the output impedance is not well matched, part
of the PA output signal will be reflected back by the load,
as shown in Fig. 2(b), leading to degradation of efficiency
and linearity. In this case, we have

a2(t) = �0b2(t − τ ) (3)

where �0 is the reflection coefficients and τ represents a
time delay. Because of the complex PA behavior and load
conditions, the signal a2 may appear as part of the transmitted
signal. The final radiated signal depends on both a2 and b2.
The baseband equivalent of the radiated signal can then be
expressed as

ỹ ′(n) = ỹ(n)− λỹ(n − m) (4)

where λ is a coefficient and m shows the equivalent time
delay in the baseband. This indicates that, besides the original
output signal, a delayed copy is also present. In addition, the
composite signal will directly affect the PA nonlinearity.
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Fig. 3. PA and postinverse model. (a) Without standing waves. (b) With
standing waves.

To linearize ỹ ′(n), as displayed in Fig. 3(b), a postinverse
model G′ can be expressed as

x̃(n) ≈ G′(ỹ ′(n)
) = G′( ỹ(n)− λỹ(n − m)

)
. (5)

Comparing (2) and (5), we can see that, under load mismatch,
to build the inverse function, a composite signal is required in
the input. For instance, for the third-order polynomials, instead
of |x̃(n)|2 x̃(n), we should use a new term |x̃(n) + λx̃(n −
m)|2(x̃(n)+ λx̃(n − m)

)
. Since

|x̃(n)+ λx̃(n − m)|2 = |x̃(n)|2 + |λ|2|x̃(n − m)|2
+2Re[λ∗ x̃(n)x̃∗(n − m)] (6)

we have

|x̃(n)+ λx̃(n − m)|2(x̃(n)+ λx̃(n − m)
)

= |x̃(n)|2 x̃(n)+ |λ|2|x̃(n − m)|2 x̃(n)

+ λ|x̃(n)|2 x̃(n − m)+ λ|λ|2|x̃(n − m)|2 x̃(n − m)

+ 2Re[λ∗ x̃(n)x̃∗(n − m)]x̃(n)
+ 2λRe[λ∗ x̃(n)x̃∗(n − m)]x̃(n − m). (7)

As a result, |x̃(n) + λx̃(n − m)|2(x̃(n) + λx̃(n − m)
)

can be
transformed into the following terms:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

|x̃(n)|2 x̃(n)

|x̃(n − m)|2 x̃(n)

|x̃(n)|2 x̃(n − m)

|x̃(n − m)|2 x̃(n − m)

Re[x̃(n)x̃∗(n − m)]x̃(n)
Re[x̃(n)x̃∗(n − m)]x̃(n − m).

(8)

The resulting terms show that, to linearize a PA with load
mismatch, not only the conventional polynomial terms of x̃(n)
but also the new terms of Re[x̃(n)x̃∗(n−m)] must be included.

For simplicity, only one delayed signal is considered in
the derivation in (4) to show how the reflected signals are
involved in the model. In the practical scenario, the reflection
coefficient of antenna can be frequency dependent, which
means that more than one delayed signal shall be included
in (4), and these terms may be represented as the weighted
sum of the reflected signals with different delays. The deriva-
tion can be conducted in the same way as that from (5)
to (7). The other way to model memory effects caused by
the frequency-dependent response of antenna is to include
multiple delayed signals in the model. To be more specific,
terms in (8) with different m values can be included in the
model so that the final model is expected to model the memory
effect caused by the antenna properly.

Fig. 4. Representation of MSA function. (a) Conventional view. (b) Dual-
input view.

III. DPD MODEL DESIGN AND IMPLEMENTATION

From the analysis presented in Section II, we can see
that the nonlinearity of the PA with load mismatch is more
complicated than that of the usual case and requires extra
nonlinear terms in models. Moreover, to apply DPD on handset
transmitters, low complexity is a key consideration, since there
is limited budget for DPD in handset due to power and cost
constraints. Directly implementing (8) as that of the Volterra
series models is thus not feasible in this situation, because
high-order polynomials lead to high complexity. In this work,
to realize the linearization of the handset transmitters with
load mismatch, we introduce a low-complexity DPD model
by extending the MSA function to fulfill the requirements.

A. Review of MSA Function

The MSA functions [15] build nonlinearity in a piecewise
manner for an efficient operation. The piecewise linear opera-
tion is achieved by selecting different coefficients for the affine
function x̃(n − i), according to the input magnitude |x̃(n − i)|.
The MSA function can be written as

ũ(n − m)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(A1|x̃(n − m)| + B1)e
jθn−m , |x̃(n − m)| < β1

(A2|x̃(n − m)| + B2)e
jθn−m , β1 ≤ |x̃(n − m)| < β2

...
...

(AK |x̃(n − m)| + BK )e
jθn−m , |x̃(n − m)| ≥ βK−1.

(9)

As shown in Fig. 4(a), both the affine function and the
coefficient selection process employ |x̃(n−i)| as input. In fact,
the MSA function can be understood as a dual-input nonlinear
operator, because the selection of model coefficients can
be independent of the affine function expression [16]. For
example, if we change the input of coefficient selection to
|x̃(n)|, we can obtain a different model term

ũ(n − m)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(A1|x̃(n − m)| + B1)e
jθn−m , |x̃(n)| < β1

(A2|x̃(n − m)| + B2)e
jθn−m , β1 ≤ |x̃(n)| < β2

...
...

(AK |x̃(n − m)| + BK )e
jθn−m , |x̃(n)| ≥ βK−1.

(10)
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Since the nonlinear operator simultaneously depends on two
different samples, it can be directly used to build the cross-
terms. Implementing the cross-terms this way is much more
efficient than the polynomial models that need dedicated
multipliers to mix different memory samples. To generalize
this idea, as depicted in Fig. 4(b), we can express the function
as

HK (�,ψ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(A1|�| + B1)e
jθ , ψ < β1

(A2|�| + B2)e
jθ , β1 ≤ ψ < β2

...
...

(AK |�| + BK )e
jθ , ψ ≥ βK−1

(11)

where � is a complex-valued input signal, θ is the phase of
�, and ψ is a real-valued splitting feature. By using different
formulations for � and ψ , different model basis functions can
be constructed. For instance, (10) can be obtained by setting{

� = x̃(n − m)

ψ = |x̃(n)|. (12)

In this new format, the input signal � constructs the linear part
of model, including both amplitude and phase information.
The nonlinearity of the model is generated from the coefficient
selection process, since its gain A and bias B are varied based
on the values of ψ . Thus, the MSA function in (11) can
provide a similar modeling capability as polynomial terms in
the form of ψ p�. Because the MSA function only needs to
implement a simple affine function, the hardware complexity
is greatly reduced.

B. Proposed DPD Model

To accurately model the nonlinear distortions caused by load
mismatch while keeping low complexity, we transform the
model terms in (8) with MSA functions. We obtain

ũ1(n) =
M∑

m=1

HK (x̃(n), |x̃(n − m)|) (13)

ũ2(n) =
M∑

m=1

HK (x̃(n − m), |x̃(n)|) (14)

ũ3(n) =
M∑

m=1

HK (x̃(n),Re[x̃(n)x̃∗(n − m)]) (15)

ũ4(n) =
M∑

m=1

HK (x̃(n − m),Re[x̃(n)x̃∗(n − m)]) (16)

where K and M are the number of segments and the mem-
ory depth, respectively. It is worth mentioning that, when
processing Re[x̃(n)x̃∗(n − m)] in (15) and (16) for coefficient
selection, the threshold selection is different from those used
for |x̃(n−m)| in (13) and |x̃(n)| in (14). x̃(n−m) and x̃(n) are
the first-order terms, and taking the magnitude always leads to
a positive number. In this case, a uniform spacing βk = k/K
is usually used, where K is the number of segments. For
example, if K = 10, the thresholds will be 0.1, 0.2, 0.3, etc.
In contrast, x̃(n)x̃∗(n − m) is a second-order term, and the
value of Re[x̃(n)x̃∗(n −m)] can be either positive or negative,

TABLE I

FORMULATION OF NONLINEAR TERMS USING MSA FUNCTION
IN THE PROPOSED EMSA MODEL

because only the real part is taken. In this consideration,
spacing with a quadratic curve may be used. For instance,
in our test, we use the following thresholds:

β ′
k = β2

k − β1 (17)

where β ′
k is a quadratic function of βk , while βk is uniformly

spaced and β1 is the first threshold. When K = 10, the
thresholds will be −0.09, −0.06, −0.01, etc.

In wideband systems, the nonlinearity of the PA becomes
more complex. To enhance the linearization performance
under wideband scenarios, more cross-terms can be added to
the model. For instance, the GMP-like nonlinear terms

|x̃(n − m)|p x̃(n − m − l) (18)

can be added. These terms can be implemented by using the
MSA function as

ũ5(n) =
L∑

l=0

M ′∑
m=0

HK (x̃(n − m − l), |x̃(n − m)|) (19)

where L is the cross-term delay order and M ′ is the memory
depth for the additional terms, which may take a different
value than M .

The corresponding transformations for all the terms are
detailed in Table I. By aggregating all the terms, the complete
model can be expressed as

ũ(n) =
5∑

k=1

ũk(n). (20)

We refer to this model as the “extended MSA (EMSA)” model.
In practical situations, depending on the PA characteristics

and the range of load variation, specific model types can be
excluded from the implemented to save hardware resources.
Moreover, in our prototype, all the model terms use the same
number of segments. The memory depth for the first four terms
is M , while the last type uses M ′. The choice of setting two
memory depth parameters gives more flexibility to the model
and does not require too much tuning. In practical deployment,
the configuration of different terms, including both memory
depth and the number of segments, can be tuned individually
to achieve the optimum tradeoff between performance and
complexity.

As the proposed model is linear in parameters, the con-
ventional linear system identification algorithms, such as least
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Fig. 5. Example of hardware implementation for the EMSA model.

squares (LS), can be conveniently adopted to extract the model
coefficients. The model can be expressed into matrix form as

u = Xc (21)

where u represents the DPD output, X includes all model basis
functions, and c is the model coefficients.

The model can be identified by using LS as

ĉ = (
XH X

)−1
XH u. (22)

C. Hardware Implementation

To implement the proposed model in hardware, the input
signal is first decomposed into magnitude and phase. Depend-
ing on the construction of individual terms, the correct
coefficients are selected for different MSA functions. After
performing the calculation of the affine function, the phase
information is restored. The final output is obtained by sum-
ming up the output of all MSA blocks. An example hardware
implementation is depicted in Fig. 5.

One thing to note is that, while we may need to calculate
extra quantities for coefficient selection in some terms, i.e.,
Re[x̃(n)x̃∗(n −m)], there is little hardware complexity associ-
ated with it. It is because the value is only used to determine
which coefficient to use, so it can be computed with very low
resolution. Moreover, conceptually in the model formulation,
we need to subtract all potential threshold values to locate
the correct coefficients, but in actual implementation, we may
not need dedicated adders or comparators. Because of the low
resolution, they can be easily represented by logic functions
and simplified by hardware synthesis tools.

Another important hardware optimization technique is to
share the hardware resources between different MSA blocks.
Since several affine functions share the same model structure,
the separate coefficients A and B can be added together before
multipliers. The computational complexity is further reduced

Fig. 6. Experimental test bench.

in this way. For example, consider the second term which
has � = x̃(n − m) and ψ = |x̃(n)|, the fourth term which
has � = x̃(n − m) and ψ = Re[x̃(n)x̃∗(n − m)], and part
of the fifth term (l = 0) which has � = x̃(n − m) and
ψ = |x̃(n−m)|. The MSA functions for different memory taps
use the same affine function (Ak |x̃(n−m)|+Bk)e jθn−m but have
different coefficients. Thus, as shown in Fig. 5, coefficients
A and B for different memory taps can be added together
before multiplying with the amplitude |x̃(n − m)| and the
phase information e jθn−m . Therefore, while the complete model
includes several different types of cross-terms, most of them
can be combined at an early stage, and the actual hardware
utilization can be kept at a low level.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

To validate the model performance, a test platform was set
up as shown in Fig. 6, including PC, vector signal transceiver,
PA, tuner, and attenuator. Two gallium arsenide (GaAs) class-
AB PAs were used for test. PA 1 was operated at band N77
(the center frequency is 3.5 GHz) with an average output
power of 22 dBm, while PA 2 was operated at band N79
(the center frequency is 4.6 GHz) with an average output
power of 21 dBm. The excitation input signal was 100-MHz
16-QAM 5G new radio cyclic prefix (CP) orthogonal
frequency-division multiplexing (OFDM) signal with 8-dB
peak-to-average power ratio (PAPR). The system used a
time division duplex (TDD) mode with 50% duty cycle.
The sampling rate was 491.52 MHz. The signal was gen-
erated in MATLAB, then downloaded to the vector signal
transceiver (NI PXI 5840) and finally sent to PA. A tuner
(MPT 1807) was connected to PA output to control the
strength of standing waves. The tuner was set to achieve
VSWR = 1, VSWR = 2, and VSWR = 3. The phase of
the reflection coefficients was set to 0. VSWR = 1 means
that the load is matched at the output port of PA, while
standing waves are present at the output port of PA when
VSWR = 2 and VSWR = 3. The PA output was obtained
by the coupler and fed into the vector signal transceiver.
Recorded I/Q input and output samples were time-aligned and
normalized before training the DPD model.

The DPD model coefficients were extracted with indirect
learning architecture (ILA) in MATLAB. During the test,
50 000 samples were used for model extraction and another
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Fig. 7. NMSE performance of the proposed model using different nonlinear
terms in the case of VSWR = 3.

440 000 samples were used for performance verification.
In the DPD tests, we employ both normalized mean squared
error (NMSE) and adjacent channel power ratio (ACPR) as
performance metrics. In the complexity analysis, we fol-
low the same methodology as in [38] using the number of
floating-point operations per sample (FLOPs).

GMP and MSA models are two popular and commonly
used DPD models in the area of Volterra-based model and
piecewise model, respectively. Therefore, they were tested in
the experiment as baselines.

B. Forward Modeling

To explore the performance of DPD models, GMP model,
MSA model, and the proposed EMSA model were first applied
to forward modeling. PA 1 was operated at band N77 with
22-dBm output power and VSWR = 3.

To confirm the effectiveness of different terms in the EMSA
model, we performed a parametric sweep of model parame-
ters with different model configurations and evaluated the
best performance/complexity tradeoff for each model. Before
applying the sweep, all the parameters, such as memory depth,
nonlinear order, length of cross-terms, etc., were increased
until there was no further improvement in the performance.
The sweeping range for each parameter was determined by
using this criterion. The simplest model is the conventional
MSA model. The second model under comparison is the
EMSA model without the proposed terms (type 3 and type 4).
Only type 1, type 2, and type 5 are used, and we refer this
model as “MSA + GMP” which includes the GMP-like cross-
terms. The last model is the full EMSA model. In the sweep,
the number of segments K was set to 16. The swept parameters
M and M ′ changed from 2 to 8, and L varied from 4 to 16.
For the MSA model, the memory depth M was swept from
5 to 30 to match the complexity range.

From the modeling results shown in Fig. 7, we see that
the “MSA + GMP” model outperforms the standard MSA
model but performs worse than the full EMSA model. In this
work, type 3/4 terms compensate for load mismatch and type
5 terms are used for wideband modeling. Thus, it demonstrates

Fig. 8. NMSE performance of GMP, MSA, and the proposed models with
sweeping parameters in the case of VSWR = 3.

TABLE II

PARAMETERS OF NONLINEAR TERMS IN THE EMSA MODEL

that both the load mismatch and wideband challenge must
be addressed in order to obtain a good performance, and the
proposed EMSA model is a better choice to achieve this goal.

Next, we performed the sweep over different models to
compare the performance and complexity of the proposed
method and the conventional models. The swept parameters of
GMP model included memory depth M , polynomial order P ,
leading cross-term length L1, and lagging cross-term length
L2. Specifically, we swept P from 2 to 6, changed M
from 4 to 16, and varied L1 and L2 from 0 to 2. The sweeping
range for the MSA and EMSA models was kept the same as
the previous setup.

We plot the training performance of all model settings
for GMP, MSA, and EMSA models in Fig. 8, where each
marker represents the performance and complexity for one
model configuration. The solid lines in the plot represent
the best performance/complexity tradeoff for each model. The
comparison shows that using GMP or MSA model alone does
not show good performance and the proposed DPD model
significantly outperforms the GMP and MSA models in terms
of both modeling accuracy and computational complexity.
By employing the proposed method, the achievable NMSE
performance is further improved by nearly 4 dB within the
sweeping range. The results show that including the new
derived terms, i.e., the third- and fourth-type nonlinear terms
in the EMSA model, significantly improves the modeling
performance. Moreover, we can see that the performance
improvement of GMP and MSA models is limited with
increasing complexity. The best performance with GMP and
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TABLE III

EXPERIMENTAL RESULTS ON PA 1

Fig. 9. Experimental results of GMP model (302 FLOPs), MSA model (329 FLOPs), and the proposed EMSA model (294 FLOPs) on PA 1, spectral
comparison with (a) VSWR = 1, (b) VSWR = 2, and (c) VSWR = 3, and AM–AM and AM–PM characteristics with and without the proposed EMSA
model (294 FLOPs) with (d) VSWR = 1, (e) VSWR = 2, and (f) VSWR = 3.

MSA models can be realized by the proposed method with
much lower complexity. It suggests that the GMP and MSA
models fail to give an efficient representation of the PA
behavior under load mismatch scenarios, while the proposed
model can accurately characterize PA’s behavior in such a case.

C. DPD Tests on PA 1

The proposed DPD model was measured and compared with
the GMP model and the MSA model on PA 1. In this compar-
ison, all the models were tested with two different model con-
figurations according to the solid lines in Fig. 8, so the selected
configurations can reflect the best complexity-performance
tradeoff for each model. To fairly compare the performance
of different models, configurations of each model with similar
complexity were selected. For the proposed EMSA model, the

number of segments is set to K = 16 in both configurations.
For other parameters, configuration 1 has M = M ′ = 2 and
L = 4, while configuration 2 has M = 4, M ′ = 2, and
L = 16. The details of the model configurations are shown
in Table II. For the GMP model, the first configuration of the
GMP model is nonlinear order P = 4, memory depth M = 8,
and no cross-terms used. This configuration of the GMP model
makes it equivalent to the MP model. The second configuration
of the GMP model is P = 4, M = 2, leading cross-term
length L1 = 2, and lagging cross-term length L2 = 0. The
memory length is set to be M = 5 in the MSA model’s first
configuration and M = 27 in the second configuration.

The spectral results of three models in the three cases
of VSWR = 1, VSWR = 2, and VSWR = 3 are shown
in Fig. 9(a)–(c). Fig. 9(d)–(f) displays the AM–AM and
AM–PM results of the proposed EMSA model with varying
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TABLE IV

EXPERIMENTAL RESULTS ON PA 2

Fig. 10. Experimental results of GMP model (302 FLOPs), MSA model (329 FLOPs), and the proposed EMSA model (294 FLOPs) on PA 2, spectral
comparison with (a) VSWR = 1, (b) VSWR = 2, and (c) VSWR = 3, and AM–AM and AM–PM characteristics with and without the proposed EMSA
model (294 FLOPs) with (d) VSWR = 1, (e) VSWR = 2, and (f) VSWR = 3.

VSWR values. For a fair performance comparison, all the
three models in the figures have similar complexity and
use around 300 FLOPs. The GMP model uses 302 FLOPs,
the MSA model employs 329 FLOPs, and the proposed
model adopts 294 FLOPs. Seen from the spectrum and
AM–AM/AM–PM plots in the case with standing waves, i.e.,
VSWR = 2 and VSWR = 3, memory effect becomes more
severe. We can observe that, with the similar complexity, the
EMSA model outperforms the other two models especially
when the mismatch is stronger.

The performance and complexity results of NMSE and
ACPR without and with DPD are shown in Table III. From
the results, we can see that, when VSWR = 1, i.e., there
is no standing waves in the output port of PA, MSA model
and the proposed EMSA model have similar performance
in both complexity and linearization performance, while
the GMP model shows slightly worse NMSE performance

and higher complexity. The difference becomes much more
noticeable when load mismatch appears. When VSWR = 3,
the proposed DPD model achieves −36.38 dB NMSE and
−45.00/−44.18 dBc ACPR with 294 FLOPs, while the GMP
achieves −35.39 dB NMSE and −44.46/−43.72 dBc ACPR
with more than 1000 FLOPs. For the MSA model with similar
level of FLOP number, the NMSE is also 1 dB worse than the
proposed EMSA model. The results show that, compared with
the conventional DPD methods, the proposed EMSA model
shows better linearization and has a lower complexity when
the output of PA is not well matched.

D. DPD Tests on PA 2

The three DPD models with the same configurations were
further tested on PA 2. The experimental spectral results of
three models in the three cases of VSWR = 1, VSWR = 2, and
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VSWR = 3 are shown in Fig. 10(a)–(c). Fig. 10(d)–(f) displays
the AM–AM and AM–PM results of the proposed EMSA
model with different VSWR values. It clearly demonstrates
that the proposed EMSA model achieved a better linearization
performance than the GMP and the MSA model with similar
amount of FLOPs. The advantage becomes larger when the
standing wave is stronger.

Table IV displays the linearization and complexity perfor-
mance with VSWR = 1, VSWR = 2, and VSWR = 3.
In the case without standing waves, the MSA model and
the proposed EMSA model show a comparable linearization
performance while maintaining lower complexity than the
GMP model. The EMSA model adopting 294 FLOPs obtains
−35.99 dB NMSE and −44.35/−44.44 dBc ACPR, and
MSA employing 329 FLOPs achieves −36.03 dB NMSE and
−43.99/−43.92 dBc ACPR, whereas GMP using 1066 FLOPs
has −35.57 dB NMSE and −44.33/−44.45 dBc. Similar to
what we have found on PA 1, the proposed EMSA model is
demonstrated to have a better linearization performance and
employs fewer FLOPs when standing waves exist at the output
port of PA. With VSWR = 3, the proposed EMSA model
significantly outperforms the MSA model and the GMP model.
NMSE rises from −35.92 to −35.19 dB when shifting from
the proposed EMSA model (294 FLOPs) to the GMP model
(1066 FLOPs).

Comparing the spectrum plots of PA 1 and PA 2, taking
Figs. 9(c) and 10(c) as an example, PA 2 shows stronger
nonlinearity than PA 1 with standing waves, as the spectrum
is very asymmetric. Still, the proposed EMSA model exhibits
powerful linearization capability in this challenging situation.
When VSWR = 3, the EMSA model (294 FLOPs) exceeds
the GMP (1066 FLOPs) and MSA (329 FLOPs) models in
NMSE by nearly 1 dB. For ACPR, the EMSA model also
shows 1-dB improvement over the MSA model with similar
complexity.

V. CONCLUSION

To improve the linearization performance of DPD models
when facing the challenging situation of high VSWR, a new
behavioral model has been proposed and implemented with
the MSA structure. The extension of MSA model based on
careful analysis of physical PA behaviors improves model per-
formance while fulfilling the requirement of low complexity.
The experimental results clearly show that the proposed EMSA
model outperforms the existing models while requiring far
fewer FLOPs. Therefore, the EMSA model can be a promising
option for implementing cost-effective DPD solutions in 5G
handsets, due to its low-cost hardware implementation and
high linearization performance.
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