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Abstract—This work presents a new artificial neural
network (ANN) model formulation for RF high-power transistors
which includes the S-parameters of the active device. This
improves the small-signal extrapolation capability, and the OFF-
state impedance approximation, making it suitable for Doherty
power amplifier (DPA) design. This extrapolation capability plays
a key role in the correct Doherty load modulation prediction,
since, at low power levels, the peaking PA is subjected to active
loads that cannot be synthetized with a passive load-pull system,
forcing the model to extrapolate. Thus, the proposed model
formulation is able to solve the issues that are normally observed
when ANN-based models are used in complex PA architectures
as the Doherty PA. To validate the proposed behavioral model,
a 700-W asymmetrical LDMOS DPA, centered at 1.84 GHz, was
simulated and measured.

Index Terms— Artificial neural network (ANN), behavioral
model, Doherty, load modulation, passive load-pull, power
amplifier.

I. INTRODUCTION
HE Doherty power amplifier (DPA) is, nowadays,
the wireless base-station workhorse in what RF signal
amplification is concerned [1]-[4].

Accurate nonlinear models for the state-of-the-art
high-power transistors are very difficult to obtain mostly
because of the thermal issues and the distributed nature of
these devices [5]. Therefore, the conventional Doherty design
process is normally based on load-pull and S-parameter
measurements. From these measurements, the optimal
power load (Zpy,) is determined and the optimal efficiency
termination for a particular VSWR, defined on this chosen
power load, is selected. This VSWR imposes the back-off
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for the first efficiency peak, which is often referred to as
the load-pull ratio (LPR) [6]-[8]. With this information,
the output matching networks (OMNs) are designed to
perform the necessary impedance transformation between
the drain terminal of the device and the output combiner
node, for two specific output power levels. The final
step is to design the input matching networks (IMNs) to
impose gain, ensure stability, and guarantee that the currents
are, indeed, added in phase at the combining node. This
step is usually done in the laboratory by performing fine
adjustments to specific delay lines while evaluating the
overall performance, which is usually a very time-consuming
process. Therefore, PA designers would benefit from having
the load-pull information accurately represented in the
simulation environment, so that this fine-tuning process could
be done a priori.

There are several ways to incorporate measurements in CAD
simulators, which can be divided into two groups: look-up
tables (LUTs) and equation-based behavioral models.

LUT-based models are perhaps the most direct way to
incorporate measurements in CAD simulators. However, there
are some known difficulties in data interpolation and extrap-
olation capabilities of such approaches. On one hand, they
require a considerable amount of measurements to be accurate
within a given extraction area and those measurements must be
stored in memory during simulation. On the other hand, they
also reveal poor extrapolation capabilities, as demonstrated
in [9]. These drawbacks promote the usage of equation-based
approaches that can accurately interpolate the data and reduce
the required measurements.

The most well-known equation-based behavioral models
in the literature can be divided into poly-harmonic distor-
tion (PHD) models [10], Padé-approximation-based formu-
lations [11], and artificial neural networks (ANNs) [12].
The PHD model is a black-box, frequency-domain, model-
ing technique based on the idea of extending S-parameters
for large-signal conditions [9]. Over time, several behavioral
formulations based on this approach have been proposed, such
as the X-parameters [10] and the Cardiff model [13], [14].
Both formulations have been successfully used in power
amplifier design. In [10] and [13], the X-parameters proved
to be suitable for Doherty PA design, as long as they are
made load-impedance-dependent, which requires an internal
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LUT for the model parameters for each load condition. In [14],
an active device behavioral model is created through the
Cardiff formulation. In this model, the core principle is to
take advantage of the periodicity of the phase to create a
multidimensional Fourier series to approximate a PHD func-
tion. Other options such as Padé-approximation-based mod-
els [11], [15] and Bayesian inference-based models [16], [17]
have been proposed, but all of them need a large number of
coefficients or have to internally incorporate an LUT to mimic
the load dependence.

The previously mentioned model implementations rely on
polynomial forms in which the number of parameters grows
exponentially with the number of inputs and with the poly-
nomial order, a problem known as the Curse of Dimension-
ality [18]. In the ANN case, the number of parameters only
grows either linearly or quadratically [5], reducing the model
complexity since it is able to represent complex functions with
a low number of coefficients, [5], [9], [19]. In the active device
modeling framework, the sigmoid is one good example of
an activation function normally used for the neurons, as its
graphic shape resembles the typical transistor current source
or the PA’s gain compression characteristics. For all these
reasons, ANNs are conquering their space in the microwave
circuits modeling world [19], [20].

Most of these models are very accurate in mimicking the
single-ended PA responses, where we are mostly interested
in the high-power region and so small signal is not criti-
cal except for stability analysis. However, the Doherty PA
introduces an additional challenge: the small-signal behavior
of the peaking PA becomes relevant near the first efficiency
peak, since it will determine the impedance presented to
the carrier device. Unfortunately, erroneous extrapolation can
occur when a behavioral model is considered, especially when
it is extracted from passive load-pull data. This issue will be
further explored in Sections II and III.

In this article, we intend to solve the problem in ANN-based
models by creating a new behavioral model formulation that
incorporates the small-signal S-parameters of the transistor.
With the improved extrapolation for very low power levels,
it will be possible to accurately predict the DPA’s AM/AM and
AM/PM characteristics and the load modulation trajectories
for both the carrier and the peaking PAs.

This article is organized as it follows. In Section II, we take
the conventional modeling approach as a starting point to
analyze and demonstrate the problem and then describe in
detail the proposed formulation. The validation results are
presented in Section III where we demonstrate the validity
of the proposed formulation by comparing its predictions of a
700-W DPA performance with those of a conventional ANN
behavioral model.

Since the main goal is to evaluate the accuracy of the
model formulation, we chose a transistor with an available
equivalent-circuit model. Even though this model is not very
accurate, as it is normal for high-power devices, it allows us to
assess the viability of the proposed formulation without any
measurement or calibration errors. Thus, if we compare the
available circuit model with the ANN models, any differences
are solely due to the ANN model formulation.
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Fig. 1. Conventional ANN behavioral model formulation.

II. ANN FORMULATIONS BASED ON
PASSIVE LOAD-PULL DATA

In cellular base stations, it is necessary to use devices
with large gate peripheries to achieve the desired high-power
levels. This requires the use of transistors with built-in pre-
matching circuitry allowing the transformation of the very
low impedances at the intrinsic reference plane, to manageable
impedance values, at the package plane [5], [21]. Along with
the package, this prematching circuitry sets the harmonic
impedances at the intrinsic reference plane, regardless of the
harmonic terminations at the output [5]. Therefore, extracting
behavioral models for these high-power devices becomes
simplified, since only the fundamental and baseband data are
needed [23]. Besides this modeling simplification, in this work,
the modeled data are restricted to the zone that contains the
efficiency and power termination of the transistor, not the
entire Smith chart.

Hence, the swept power load-pull data, which PA designers
have already been using to characterize field-effect transistors,
can be used to develop a behavioral model.

A. Conventional Formulation

The direct approach to behavioral modeling using power
waves is to represent the reflected waves, b,;, as a function
of the incident waves, a,,, where p indicates the port and
h the harmonic order. Conventionally, when using the ANN
modeling approach, this relationship is mapped directly using
the formulation

(1

where the representation, presented in Fig. 1, has been
truncated to: 1) only model the fundamental and baseband
responses (as previously indicated) and 2) model the tran-
sistor for a specific bias. Moreover, a;; is taken as a phase
reference, which means that the measured power waves will
be normalized in phase before calculating the ANN and
denormalized after. This approach is taken throughout the
article and so: 1) the outputs are always at harmonic zero
or one and 2) there is no dependence on components at
harmonic 0; and a;; is always considered a real, positive,
number.

The a;; phase normalization must respect the principle of
time invariance, that is, for the ~th harmonic, the normalization
should be appe /"4 and b,ue~i"441. The denormaliza-
tion adds back the phase of ay;: aphefhla“ and bphejhza”.

[bp1, bl = Fann(ain, azi)
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This also guarantees that the model behaves similarly (except
for the phase rotation) for any phase of a;;, as expected for a
time-invariant device.

Taking all this into consideration, the ANN model outputs
are, then, the real and imaginary parts of the scattered power
waves, b} and by, at the fundamental frequency (7 = 1),
and the dc component (2 = 0) for efficiency calculation, by,
that is computed in the same way as the fundamental power
waves, but using the dc current and voltage. Since the drain
and gate voltages are fixed, there is no need to feed ayg or aj
to the model. Since no dc gate current is observed for the used
LDMOS device, by is not required as an output. The inputs
are the incident power waves at the fundamental in port 1, a;j,
a real number since it is the phase reference, and in port 2,
ayy, represented by its real and imaginary parts, as distinct
inputs.

Note that although the ANN formulation is formulated as
bpn(aii, az), it is in fact extracted with a;; and I'y sweeps,
where ay; is obtained by ap; = 'y by, that is, a passive load-
pull method, which is commonly the only available method
for high-power devices.

The ANN training step is performed until the load-pull
measurements are predicted with an acceptable degree of
accuracy. The selection process of the ANN architecture
will be discussed in Section III. However, for a robust
practical implementation in CAD environment, additional
care must be taken to ensure well-behaved interpolation and
extrapolation capabilities for correct simulations and power
amplifier design. Thus, different formulations can lead to
different predictions when used in a simulator, although
the obtained error during the extraction can be almost the
same.

Improper interpolation within the range of measurement
conditions usually occurs due to overfitting, which can be
minimized through division of the original measured data into
three sets for training, validation, and testing.

The extrapolation capability, however, depends greatly on
the formulation. While large-signal extrapolation is usually
important during simulation convergence, if the underlying
formulation provides a smooth and limited response,
the simulator is able to converge in most situations. However,
the small-signal extrapolation can be problematic since there
are PA architectures that use a mix of class AB and class C
devices whose large-signal and small-signal performance is
interdependent.

Although with this formulation the large signal response
of the device under CW excitation can be well-represented,
as long as the complexity of the model is enough to represent
the measurements, it can be demonstrated that this behavioral
model approach is not suitable for DPA design. The model
may not only incorrectly extrapolate b; when ap; # 0
and a;; = 0, resulting in an incorrect peaking OFF-state
output admittance, Y2, but also incorrectly predict the
small-signal gain either by extrapolation reasons or poor
extraction conditioning.

To explain the problem of wrong small-signal gain predic-
tion, let us analyze how the error in the output reflected wave,
Abyy, is propagated to the gain at small signal, that is, when
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Fig. 2. Detailed formulation of the ANN using a gain formulation.
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where A is the phase difference between by; and Ab,,. For
the worst case, this error becomes

b1 |
2l|2| by + ——

MG =2 (3)

As seen in (3), the error Ab;; is magnified when propagated
to the small-signal gain error, since it is divided by a very small
a) excitation.

A possible alternative that partially solves these low-power
extrapolation problems could be to use a gain formulation.
This would force by, to tend to zero as a;; decreases toward
zero; the conventional formulation can be reformulated as

[bp1/air, bl = Fann(air, azr) 4)

which means that to extract the ANN we must normalize the
reflected waves by ay;, as shown in Fig. 2.

Thus, for small values of a;;, the reflected waves will also
tend to be small, directly solving the small-signal prediction
problem. This can be understood if we perform the same
small-signal gain error analysis as before. Now, the error in
by wave is proportional to the amplitude of ay;, Aby; = aj e
and so the error of the small-signal gain can be given by

b
A(;Tmax—2m| |+| |2 (5)

lai]

As seen from (5), this formulation does not completely
solve the problem since one term of the error is still inversely
proportional to aj;, but it considerably reduces the error
magnification.

As previously explained, characterization of high-power
devices is normally done at their package reference planes.
Because of that, OMNs are usually optimized at this
plane, from where the optimum efficiency and output power
loads were extracted. When these previously characterized
high-power active devices are used in Doherty PA arrange-
ments, for small power levels, the peaking amplifier should be
seen as an open circuit, one of the reasons why some offset
lines are needed at the peaking PA output [22]. Unfortunately,
the OFF-state output admittance of the device changes with
frequency due to the parasitic elements of the package, and so
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Fig. 3. Illustration of how Y2, can originate load impedances different
from the desired open circuit in broadband Doherty implementations.

the impedance presented by the peaking PA can be different
from the desired open circuit within the PA bandwidth. This
is represented in Fig. 3 by Yaofr, the PA OFF-state output
admittance. Since Y. is not an open circuit, some of the
output current of the carrier PA will flow into the peaking PA,
possibly even consuming some power if Y. is not purely
reactive. From the perspective of the peaking device, it is being
loaded with an active load. However, since the model was
extracted only using passive load-pull data, the model will
extrapolate the behavior of the device under these conditions.

Although gain formulation may solve the single-ended
performance at small signal, the simulation of a DPA con-
figuration will certainly have problems both in small-signal
and peaking impedance prediction, since S, of the model
will always be zero. This can be proved by the following
expression:

b
Sp = —

=0. (6)

a; =0

21 la;,=0

This means that a different formulation must be considered,
where ay; must also play a role in small-signal extrapolation.

To solve this problem, active load pulling could be a
solution to capture the behavior of the peaking PA in those
conditions. Unfortunately, there are cases where these systems
cannot be used: either the required nonlinear network analysis
instrumentation is too expensive [19]; [23]-[25] or the DUT
is a very large device, which requires a very high power and
linear excitations to synthesize the loads. The alternative is
to use a passive load-pull system, though the capability to
synthetize active loads is lost.

B. Proposed Formulation

Since the behavioral model will be extracted from passive
load-pull characterization data collected at the transistor pack-
age reference plane, we can embed the peaking PA Yo in
the model by including the small-signal S-parameters into the
formulation, as follows:

{ by = [FANN(alh asr) + Sp1]a11 + Spadny e

by = Fann(air, azi)

which means that to extract the ANN a mathematical manip-
ulation is needed a priori, as shown in Fig. 4.

Note that now, even for the case where a;; is equal to zero,
by; may not be zero, due to the presence of a,;, which is
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Fig. 4. Proposed ANN formulation.

exactly what happens in the Doherty PA when the peaking
is off. In fact, the new formulation now imposes that by; is
linearly dependent on a;; when a;; is zero and forces the
correct ;. Thus, with this approach, both small-signal and
load modulation trajectories of the main and peaking PAs will
be correctly modeled.

Although, in this work, we have focused on modeling a
prematched device for a high-power Doherty PA, where the
prematching reactances act as harmonic traps, and thus the
harmonic excitation at the package plane does not have any
significant impact on the behavior of the device, the proposed
formulation can also be expanded to include this dependence.
That formulation, along with a brief analysis, can be found in
Appendix A.

III. APPLICATION TO A PRACTICAL DOHERTY PA

This section presents the results of the conventional and
the proposed formulation in a Doherty PA. The objective is
to demonstrate the problems derived from the conventional
formulation and to validate our proposed formulation.

The ANN models were implemented in the Advanced
Design System (ADS) circuit simulator through an FDD block,
which enables the creation of nonlinear components based on
user-defined equations, in the frequency domain. This ADS
model is then compared with the existent commercial circuit
model for performance evaluation. Although the main goal
is to evaluate the behavioral model in a DPA simulation, the
single-ended class B and C amplifiers are also used in the
analysis.

A. Behavioral Model Extraction

The carrier and peaking PA behavioral models were
extracted via ADS simulations using the passive load-pull
approach.

In the single-ended simulations, the models were cross-
validated, that is, different sets of loads were used for extrac-
tion and validation. These loads are represented in Fig. 5
alongside with the two loads selected for the gain and effi-
ciency power sweep plots (black crosses). The extraction was
done by sweeping the power from 23 to 48 dBm, that is, 25 dB
of back-off, while the validation was done from 13 to 48 dBm,
that is, 35 dB of back-off. In this way, it is possible to observe
the model extrapolation in very low-power regions.

Using the corresponding MATLAB toolbox, the ANN
model was extracted for several layer sizes as shown
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Fig. 7. ANN structure for the conventional formulation. For the proposed
formulation, the structure is the same, but with the respective outputs.

in Fig. 6. An ANN with three layers of 15 neurons each
([15 x 15 x 15]) was chosen, since it proved to be sufficient
to fit the measurements with the best compromise between
complexity, accuracy, and extraction time. The hyperbolic
tangent was chosen as the activation function of these neurons.
The selected ANN structure is presented in Fig. 7. Naturally,
the inputs and outputs were adapted to be coherent with each
model formulation. The tested formulations followed the ANN
models depicted in Figs. 1 and 4.

The Bayesian regularization algorithm from MATLAB was
used to train the ANNs used in this work. This algorithm
not only seeks to optimize the cost function but also seeks
to reduce the number of effective parameters and lower their
values. This has proven to be beneficial to improve the inter-
polation capabilities of the model and reduce the overfitting
problem.

Note that the behavioral model is parametrized in frequency
and in the Vg bias voltage, which means that we can use the
same model for the peaking and main amplifiers by changing
the correspondent bias voltage. The source impedance Zg was
set to be the one estimated for the final DPA arrangement, but
since we are also modeling b;; we could change Zg during
the design.
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B. Load-Pull Contours

As previously discussed, the conventional formulation can
accurately represent the active device as long as the transistor
is not driven outside the extraction region. So, if we only ana-
lyze the model considering the power or efficiency contours,
the model will seem to be accurate enough for PA design,
as can be seen in Fig. 8 for class B biasing. In fact, if we
compare with our proposed formulation, we will not detect
any significant differences.

The models must be tested in different conditions to be
properly evaluated. Thus, we started by evaluating the single-
ended PA case. Since we are interested in designing a Doherty
PA, both class B and class C will be analyzed.

C. Single-Ended Amplifier

By taking the conventional and proposed model formula-
tions and simulating the gain and efficiency over a large power
sweep for class B biasing, we obtain the results presented
in Fig. 9(a). Note that these results show us two different load
terminations and test the lower power extrapolation by 5 dB.

By observing these class B results, the differences between
the formulations are already clear in the low-power extrapo-
lation region. However, the problem aggravates for the class
C amplifier. At low input power, this amplifier operates in
the cutoff region, so small-signal problems will become much
more noticeable, as can be seen in Fig. 9(b). Here, we can
observe that in the conventional formulation, the gain predic-
tion in the extrapolation region does not behave in a controlled
manner.

By including the S-parameters in the proposed model,
it remains very accurate in the low-power region. This demon-
strates that the small-signal extrapolation problems can indeed
be solved using the proposed formulation.
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Fig. 11. Comparison between the circuit model and ADS behavioral models
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D. Doherty Power Amplifier

To validate the proposed behavioral model approach for
DPA simulations, we designed and implemented a 700-W, two-
way asymmetric DPA at 1840 MHz. The DPA is composed of
three 250-W LDMOS devices, one for the carrier PA and two
for the peaking PAs that will provide the appropriated load
modulation. The circuit and behavioral models were used to
simulate the DPA in the ADS simulator. The complete DPA
schematic is presented in Fig. 10.

Fig. 11 depicts the efficiency, gain, and AM/PM perfor-
mance obtained for both formulations (conventional and pro-
posed) using the designed Doherty PA at 1.84 GHz.

It is possible to observe that the conventional formulation
is inaccurate in the low-power region. In fact, in Fig. 9 we
can already observe this issue. Naturally, the same problem
happens in Doherty operation and is further aggravated by
the wrong prediction of the peaking impedance trajectory
at back-off, which results in a wrong impedance presented
to the carrier. In Fig. 12, this problem is highlighted in a
red circle. Since this error cannot be controlled during the
model extraction due to improper formulation, the model will
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extrapolate differently for different extractions, resulting in a
high variance on the performance prediction.

On the contrary, our proposed formulation presents a good
agreement with the circuit results, solving the aforementioned
extrapolation problems and thus proving to be much more
suitable to predict the Doherty behavior.

To further validate the proposed model formulation, Sy, of
the carrier and the peaking amplifier are presented in Fig. 13.
As observed, the Sy, values are correctly predicted. No results
of S, are presented for the conventional formulation, because
the simulation does not provide reasonable results, since
it is extrapolated to |[S»| > 1, that is, an active load
impedance.

In addition, in Figs. 13 and 14 we show the comparison
of dc and fundamental drain current curves between the
circuit and ANN models for both formulations. As observed
in Fig. 14, the error in the prediction of the ANN model
with the conventional formulation is greater than that of the
proposed formulation.

To further illustrate the advantages of the proposed model,
regarding the small-signal extrapolation issue, another example
is presented in Appendix B, where the behavioral model
is used to predict the circuit simulation performance of a
two-stage amplifier.
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DPA circuit simulation and with the proposed behavioral model formulation.

E. Model Validation and Experimental Results

It is now important to evaluate the model in several frequen-
cies to correctly verify its validity in Doherty operation. The
Doherty PA was implemented and measured at 1.805, 1.84,
and 1.88 GHz.

In Fig. 15, AM/AM, AM/PM, and efficiency curves are
presented, where we can verify that the behavioral model
successfully emulates the circuit model. This means that
the model can be effectively used as a substitute to circuit
models in cases where those are not possible to obtain.
In Fig. 16, the AM/AM, AM/PM, and efficiency measurements
are shown.

Comparing the simulation results with the measurements,
it is possible to observe that except for the frequency
of 1880 MHz, the output power predicted by the simulations
is higher. Furthermore, the high-power measured efficiency is
lower than the simulated one, and some differences start to be
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Fig. 16.  AM/AM, AM/PM, and efficiency measurements for 1805, 1840,
and 1880 MHz.

noticeable in the AM/PM curves from 50 dBm onward of the
output power.

These results may indicate that the transistor large-signal
nonlinear model is not completely accurate, as is common for
high-power devices, in addition to some imprecision in the
Doherty implementation and measurement process.

To increase the accuracy of the proposed ANN behavioral
models, they should be extracted directly from the swept
power passive load-pull measurements, which most of the time
is easier than to extract a more accurate circuit-level model for
high-power transistors, this being one of the ANN behavioral
model advantages.

IV. CONCLUSION

In this work, we demonstrated that incorporating the active
device small-signal S-parameters in the behavioral model
formulation solves small-signal and active load prediction
problems in a Doherty PA configuration. These problems
occur due to improper extrapolation of the conventional model
formulation and cannot always be solved simply by perform-
ing more measurements. For example, if a passive load-pull
system is used, the active loads cannot be tested.

Based on an ANN, a behavioral model was formulated,
implemented in a commercial simulator, and validated for
an implementation of a DPA. The final model formulation
allows the use of passive load systems without compromising
its accuracy, by including the description of the S-parameters,
a typically simple, commonly available, added measurement.
As demonstrated, the model can predict the active loads
produced by the Doherty peaking PA, so that there is no
need to use an active load-pull system. This advantage is
particularly useful for very high-power transistors, commonly
used in wireless communications.

APPENDIX A

The model formulation proposed in this work can be
expanded to include the output second-harmonic dependence
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Fig. 18. Extraction and validation loads for the second-harmonic implemen-
tation (Zo= 50Q2).

according to (8). Note that in this case, the ANN function
can be understood as the conversion gain from fundamental
to second harmonic. In that sense, similar to what we have
done for the fundamental formulation when we included the S-
parameters, here we are including a conversion gain parameter,
G112, which can be defined as (9)

bpi = [Fann,, (@11, az1, axn) + spi|ain + spoazi

by = Fann,, (@11, azi, ax) ®)
2

by = [Fanny, (@11, a1, an) + Gai2|aj; + s»ax

b
_ Upshp
GPzpl,hpz = )

pil az=0,a1,=0.

This G-parameter may be extracted from the load-pull
information by the least-squares method. The block diagram
of this implementation can be found in Fig. 17, where the
mathematical manipulation that is required to extract the ANN
is presented.

As previously mentioned, the transistor used in this work
is a 220-W prematched LDMOS device whose prematching
reactances behave as harmonic traps, making it insensitive to
the input and output harmonic terminations. Thus, to validate
this expanded model, we have now selected the CGH40010F
packaged transistor, a 10-W GaN HEMT device from Wolf-
speed. The load terminations used in this part are shown
in Fig. 18. The power level was swept from —5 to 30 dBm,
the center frequency was 2 GHz, and the device was biased
at Vpp=28 V and Vgg = —3.03 V.

Fig. 19 shows the simulated efficiency and output power
load-pull contours for a second harmonic where the efficiency
is maximized, in (a), and minimized, in (b). As shown,
the error is acceptable for both cases and the model can
correctly predict the behavior of the transistor.
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Simplified block diagram of the implemented two-stage power

To demonstrate the prediction capability of the model for a
wider range of second-harmonic terminations, Fig. 20 presents
the efficiency at 3 dB of gain compression for the same
fundamental load. The second-harmonic loads are always kept
in the edge of the Smith chart, that is, |[I'y| = 1, and the
phase is swept. As shown, there is a good agreement between
the prediction obtained with the circuit model and from the
proposed ANN model.

APPENDIX B

The small-signal problem treated in this article is relevant
for many other applications beyond the Doherty operation.
Any configuration where several stages of amplifiers are used
may not be possible to simulate if the S-parameters cannot be
accurately predicted. For instance, in a multistage monolithic
microwave integrate circuit (MMIC) PA, where several devices
are cascaded to boost the gain, it is very important to adapt
the input of one PA to the output of a previous one. Thus,
correctly predicting the input impedance, Z;,, is fundamental.

A simple two-stage cascaded PA, represented in Fig. 21,
was built in the simulator, to demonstrate the impacts of
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poor small-signal prediction on these architectures. The rep-
resented S-parameter block guarantees the correct load and
source terminations of the first- and second-stage amplifiers,
respectively. For these simulations, the CGH4010F packaged
transistor model from Cree was used.

The devices used in the first and second PA stages were
biased above and below the threshold voltage, Vg = —2.4 V
and Vg = —3.2 V, respectively. In both cases, the ANN
models were extracted with a data set with the following
characteristics: an operation frequency of 2 GHz; an available
power between 0 and 35 dBm with 31 equally distributed
values; and 50 loads distributed within a circle of |I'z| = 0.8,
normalized to the optimum load at that frequency. Despite
this load selection, the model is extracted with power waves
normalized to 50€Q.

The two-stage PA gain and efficiency profiles are shown
in Fig. 22(a). This shows that the conventional formulation
starts to fail as soon as it starts to extrapolate, leading to a
wrong small-signal prediction. On the contrary, the formu-
lation presented in this work is able to mimic the reference
circuit model. This is also evidenced by the input loads of both
PAs, represented in Fig. 22(b). The conventional formulation
fails to predict both impedances for all power levels. However,
the prediction of the input impedance of the second-stage PA
is better. This is expected, since the power level on the second
stage is higher, and so the small-signal extrapolation problems
are less notable. The proposed formulation proves to be highly
accurate, demonstrating that unlike the conventional approach,
this formulation is not only suitable for Doherty operation but
also it can be used in many other circuits such as the herein
shown multistage PA.
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