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Abstract— Imaging radars are usually realized fully coherently.
However, the distribution of one common radio frequency signal
to all transmit and receive paths requires a high degree of
hardware complexity. In order to reduce the hardware effort
significantly, a novel phase synchronization method for inco-
herent and quasi-coherent frequency-modulated continuous-wave
(FMCW) imaging radars with individual signal synthesis per
channel is presented. The quasi-coherent setup uses one common
oscillator for all frequency synthesizers. It is shown that in
the case of the quasi-coherent system, only a phase difference
between the calibration and the measurement has to be corrected
to achieve coherence. In comparison, an incoherent system causes
additional time, frequency, and FMCW ramp slope errors due to
the different behavior of the oscillators. In order to achieve phase
coherence and to correct the error sources, a calibration-based
method using a defined signal path as part of the radar system is
proposed. The imaging radar used for verification of the theory
consists of individual single-channel radar monolithic microwave
integrated circuits (MMICs) at 160 GHz; each MMIC fed by an
individual frequency synthesizer. As shown by measurements, it is
possible to achieve phase coherence for both system approaches
and to perform angle estimation.

Index Terms— Coherence, direction-of-arrival (DoA) estima-
tion, imaging radar, millimeter wave radar, multiple-input–
multiple-output (MIMO) radar, phase noise, synchronization.

I. INTRODUCTION

IMAGING radar sensors are meanwhile used in a variety
of automotive, industrial, medical, and security applica-

tions [1]. There is a growing demand for low-cost imaging
radar sensors with improved detection performance in terms
of range and angular resolution. To realize physically small
radars, operating frequencies above 100 GHz are used. For
reducing the costs of such systems, imaging radar front ends
can be built without the use of high-frequency substrates.

In recent years, a large number of ultracompact single-
channel monolithic microwave integrated circuit (MMIC)-
based sensors above 100 GHz have been introduced [2]–[7].
In this frequency range, most of the radar MMICs have
integrated voltage-controlled oscillators, amplifiers, mixers,
couplers, phase-locked loops (PLLs), and antennas.
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In order to perform coherent beamforming, imaging radars
require a time, frequency, and phase synchronization between
the individual transmit (TX) and receive (RX) signal paths [8].
Thus, imaging radars are usually realized fully coherently,
i.e., the frequency-modulated continuous-wave (FMCW) ramp
oscillator (RO) signal is derived from a single PLL and
afterward distributed to the individual TX and RX chan-
nels [9]–[14]. In coherent imaging radar systems, phase
and amplitude mismatches between the hardware channels
are calibrated once, and no further phase synchronization is
required.

However, the distribution of the high-frequency signals
on the printed-circuit board (PCB) is lossy and requires a
thorough design process and expensive high-frequency sub-
strates. These problems become more severe with increasing
frequency. Hence, it is desirable to implement an imaging
radar consisting of individual MMICs that have integrated the
high-frequency signal synthesis already on-chip.

Phase ambiguities have to be synchronized for coherent
beamforming if fractional-N PLLs are applied [15]. In addi-
tion, timing offsets and frequency errors have to be corrected if
the signal generation is based on incoherent clock sources. It is
shown in [16] that phase synchronization between incoherent
sensor nodes can be achieved by joint processing of the two
bistatic radar responses based on a synthetic beat signal.
The phase shift required for phase synchronization can be
estimated by the arithmetic mean of the two bistatic target
phases in the radar response. The phase estimation requires a
sufficiently large signal-to-noise ratio (SNR), which is fulfilled
in wireless localization due to a line-of-sight signal path. Since
the quality of the estimated phase values is SNR-dependent,
the estimated phases in radar applications would be of differing
quality and depend on the targets in the radar channel. In [17],
coherent processing of incoherent sensor nodes becomes fea-
sible by simultaneously broadcasting another FMCW signal
in a lower frequency channel. This method requires a line-
of-sight signal path between each sensor node and the master
station, an additional frequency band, and an increased hard-
ware effort. The exchange of frequency synchronization pulses
to compensate for oscillator-related errors reduces the total
number of errors but does not compensate for errors caused
by the behavior of the individual PLLs [18].

In this article, a novel calibration-based phase synchroniza-
tion method using a signal path as part of the imaging radar
system is proposed. The reflection at the lens focusing the
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Fig. 1. Block diagrams of different imaging radar system concepts. (a) Coherent system setup using one PLL and an RF signal distribution network.
(b) Quasi-coherent signal generation using L individual PLLs with the same reference oscillator. (c) Incoherent signal generation using L individual PLLs
with individual reference oscillators.

radiation pattern in the elevation plane may be considered as
such a signal path. In contrast to [16], the method presented
allows the estimation of a phase correction value using a
defined signal path with constant properties and higher ampli-
tude compared with a target in the radar channel. The lens is
used as a calibration target to correct phase, frequency, and
timing mismatches in a postprocessing step. This results in
two new approaches for imaging systems with significantly
reduced hardware efforts on PCB. Both system architectures
are based on a separate signal generation for each hardware
channel. The first approach uses separate PLLs with a common
reference oscillator, denoted as a quasi-coherent system setup.
The second system approach is based on a typical incoherent
signal generation with fully incoherent clock sources. The
presented calibration method can be used for both system
architectures.

This article is organized as follows. The system concept,
the possible error sources, and a corresponding signal model
are introduced in Section II. In Section III, the error-correction
method is shown for both the quasi-coherent and incoherent
system realizations. Finally, the error-correction method is
applied to measurement data in Section IV. The reliability
of the used error-correction method is proven by direction-
of-arrival (DoA) measurements in Section IV. The system
performance of the incoherent and quasi-coherent system is
compared with a coherent system in Section V.

II. SYSTEM DESCRIPTION

This section provides an overview of the considered sys-
tem concepts. Subsequently, the possible error sources and a
corresponding signal model are given.

A. System Concept

The block diagrams in Fig. 1 show various multichannel
imaging radar architectures coming with different hardware
efforts on PCB and different related manufacturing costs.
The system concepts are technically extendable to any num-
ber L of hardware channels. The hardware effort on PCB is
reduced from Fig. 1(a)–(c) due to the integration of more
hardware components into the MMIC. Typically, imaging
radars above 100 GHz are implemented completely coher-
ently, as shown in Fig. 1(a), by distributing a single generated
radio frequency (RF) signal between 1 and 100 GHz to

all radar MMICs [8]. In comparison, the radar architectures
in Fig. 1(b) and (c) use individual PLLs for the different
MMICs and, thus, avoid a distribution of RF signals in
the GHz range. By integrating the PLLs and oscillators into
the MMIC, the hardware effort on PCB can be reduced
significantly. For the quasi-coherent hardware architecture
in Fig. 1(b), only an oscillator signal in the MHz range
needs to be distributed to the individual radar MMICs, which
is feasible with low-cost standard FR4 material. In contrast,
no reference signals have to be distributed on the PCB for the
incoherent setup. However, the usage of different fractional-N
PLLs and different oscillators result in various errors that will
be dealt with in Section II-B.

B. Error Sources

The possible error sources between two individual PLLs
are described for an incoherent system operation, as shown
in Fig. 1(c). The quasi-coherent system shown in Fig. 1(b) is
a special case and can be derived from the incoherent signal
model.

The RF output fRF of a PLL circuit in the locked state is
given by

fRF = N

M
fRef (1)

where N is the feedback divider, M denotes the divider
at the input of the phase-frequency detector (PFD), and
fRef is the frequency of the reference oscillator. The error
sources are mostly related to variances of the oscillators. The
frequency–time diagram and the corresponding error sources
of two PLLs with the same settings but different oscillators
are summarized in Fig. 2. The frequency output, the increment
per clock cycle, and the internal timing counters of the PLL
refer to the instantaneous oscillation frequency fRef of the
oscillator at the PFD input. Thus, the following errors between
two different incoherent PLLs arise.

1) There is a relative drift in time �t (t) as the internal
timing counters refer to the reference oscillator.

2) A timing offset �t occurs for the starting point of the
ramp as the PFD of each individual PLL locks on the
rising/falling edge of its reference oscillator.

3) Ramp slope errors arise as the increment per clock cycle
depends on the reference oscillator. The ramp slope
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Fig. 2. Frequency–time diagram and related error sources of two incoherent
PLLs operating in chirp-sequence frequency modulation.

errors result in a different frequency increment per clock
cycle and a different ramp length resulting in both a
bandwidth error �B and an upchirp time error �tup.
Without loss of generality, PLL j is now described with
deviations with respect to PLLi . The both mentioned
effects provoke a different ramp slope, i.e.,

Bi/tupi
= µi �= µ j = (Bi − �B)/(tupi

− �tup).

4) There is a start frequency offset � f = f0,PLLi − f0,PLL j

as the ramp start frequencies are related to the individual
reference frequencies, as given in (1).

5) Phase ambiguities result because the divider value N
in fractional-N PLLs toggles between two or more
values such that an average divider value for the desired
fractional value is achieved. In addition, a lot of divider
values are involved in the ramp generation. If the internal
register states are not reset or no synchronization signal
is provided, different start phases are present at the
outputs of the PLLs [15].

Using a common low-cost oscillator for each PLL as in
the quasi-coherent system setup shown in Fig. 1(b), the error
sources 1)–4) can be avoided. Alternatively, by using ultrahigh
quality oscillators, these errors can also be prevented [18].

However, the phase error in 5) remains if different PLLs are
used. Thus, no reasonable beamforming can be performed.

C. Signal Model

The mathematical model is given in the following for the
incoherent system operation [see Fig. 1(c)] and for a bistatic
path MMICi → MMIC j .

The phase of the transmit signal generated by PLLi can be
described by

ϕTXi (t) = 2π

∫ t

0
f0 + Bi

tupi

txdtx + �i (t)

= 2π

(
f0t + Bi

2tupi

t2
)

+ δi + �i (t) (2)

where t ∈ [0, tup] denotes the continuous time, δi denotes the
starting phase of the PLLi , and �i (t) denotes the phase noise
term.

The local time increments δti and δt j generated by the
oscillators Refi and Ref j are given by δti = 1/ fRefi and

δt j = 1/ fRef j . Without loss of generality, the transmit signal
generated by the PLL j is affected by a timing offset �t , a ramp
slope error µ j = (Bi −�B)/tup j

caused by �tup and �B , and
a start frequency offset � f (see Fig. 2). The relative drift in
time �t (t) is caused by the varying time increments δt of the
PLLs and occurs if the start time of the ramp block consisting
of Nc chirps is just triggered once. Triggering each upchirp
individually, the relative drift in time can be neglected (see
Section IV-C1). The phase of the transmit signal generated
by PLL j can be described analogously considering deviations
with respect to the signal generated in PLLi and is given by

ϕTX j (t) = 2π

∫ t

0
( f0 − � f )+ Bi −�B

tup j

(tx −�t) dtx + � j (t)

= 2π

(
( f0 − � f ) t + Bi − �B

2tup j

t2− Bi − �B

tup j

�t t

)

+ δ j + � j (t). (3)

Assuming a channel delay τ j i for the bistatic path, the phase
of the received signal at MMIC j can be described by

ϕRX j (t) = ϕTXi (t − τ j i )

= 2π

(
f0(t − τ j i ) + Bi

2tupi

(t − τ j i )
2
)

+ δi + �i (t − τ j i ). (4)

The phase of the mixed signals after downconversion of the
bistatic radar response to baseband can be modeled by

�ϕ j i(t) = ϕTX j (t) − ϕRX j (t)

= 2π

(
f0 t − � f t + Bi

2tup j

t2 − �B

2tup j

t2

− Bi

tup j

�t t + �B

tup j

�t t

)
+ δ j + � j (t)

+ 2π

(
− f0 t + f0 τ j i − Bi

2tupi

t2 + Bi

tupi

t τ j i

− Bi

2tupi

τ 2
j i

)
− δi − �i (t − τ j i ). (5)

The terms containing �Bτ j i , �B�t , and τ 2
j i are compar-

atively small and are, therefore, neglected. Assuming that
tupi

≈ tup j
, (5) can be simplified to

�ϕ j i(t) = 2π

(
f0τ j i +

(
Bi

tup
(τ j i − �t) − � f

)
t − �B

2tup
t2

)
+ δ j − δi + � j (t) − �i (t − τ j i ). (6)

The instantaneous frequency fB of the IF beat signal sB(t)
is given by fB = 1/2π

(
d /dt�ϕ j i(t)

)
. According to (6), these

errors impact the radar response. The time error �t and the
frequency error � f result in a falsely estimated target distance.
The term (�B/2tup)t2 in (6) causes the beat frequency to
change within the sweep duration tup, which broadens the
target peak within the range spectrum. In addition, the start
phase difference δ j i = δ j − δi changes for each radar
measurement and has to be calibrated in order to conduct
feasible beamforming.
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III. ERROR-CORRECTION STEPS

In this section, the calibration setup is given. Afterward,
the calibration-based phase and frequency error-correction
method are shown for both the quasi-coherent and incoherent
system setup using the signal model derived in Section II-C.

A. Calibration Setup

In every radar system, there are differences in the transmis-
sion line lengths, RF component variances, and manufactur-
ing uncertainties resulting in phase and amplitude variations
among the different TX and RX signal paths. To correct
these channel variations, a point-like target, such as a corner
reflector, is positioned in the far-field of the antenna array at
an azimuth angle ϕ = 0◦. Then, the radar is rotated around the
phase center point of the antenna array in the angular range
−ϕmax ≤ ϕ ≤ ϕmax, and a radar measurement is conducted
for each angular step.

Afterward, a Fourier transform is calculated, and both the
phase and the amplitude of the target peak in each virtual
channel composed of a TX-RX combination are extracted and
stored in a calibration matrix. Evaluating the relative target
phases present at the (i, j )-th virtual antenna element with
respect to the (1,1)-th virtual antenna element, the relative
phase progression is given by [19]

�φ j i = 2π

λ
�x j i sin(ϕ) + φ j i (7)

where i denotes the TX number and j denotes the RX
number, �x j i(ϕ) = x j i − x11 denotes the virtual antenna
distance, and φ j i = φ j − φi + δ j i denotes the phase offset,
which is determined and corrected for beamforming. In the
case of coherent radar systems using a single RO, the start
phase difference δ j i in (6) can be set to zero as it stems
from one PLL. Thus, the phase offset φ j i does not change
between the measurements and is, therefore, determined once.
The start phase difference δ j i between the PLLs can be
calibrated with a known and invariable calibration target or
signal path within the radar system. For the sake of simplicity,
the angle-dependent and constant terms in (7) are neglected
for the explanation of the following correction method. The
necessary correction steps to establish phase coherence are
shown in the following.

B. Quasi-Coherent Correction Method

Using only one common oscillator for all PLLs,
the oscillator-related error sources �t , � f , and �B can be
neglected for the quasi-coherent system setup. The phase of
the mixed signals derived in (6) simplifies to

�ϕ j i(t) = 2π

(
f0τ j i + Bi

tup
τ j i t

)
+ δ j i . (8)

The phase noise terms in (6) are neglected for the sake
of simplicity. Therefore, the start phase difference δ j i must
be determined for each measurement cycle, which is possi-
ble with a known calibration target. In each measurement,
the time-domain beat signal is shifted by the phase φ j i,cal-target

of the calibration target, and the following correction is applied
to the analytic beat signal s+

B (t):

sB,φ-corr(t) = s+
B (t) exp(−jφ j i,cal-target). (9)

This operation calibrates the start phase difference δ j i . Note
that φ j i,cal-target = φ j,cal-target − φi,cal-target + δ j i �= φ j i applies
because the signal delays between the channels for the defined
calibration target within the radar system and a target at an
azimuth angle ϕ = 0◦ are not necessarily equal. Alternatively,
the correction can also be applied in the frequency domain.

C. Incoherent Correction Method

The use of different incoherent clock sources for the indi-
vidual PLLs requires an additional correction of the time
error �t , frequency error � f , and the FMCW ramp slope
error (�B/2tup)t2 in (6). The sequence of the correction steps
is as follows.

1) Ramp Slope Errors: The ramp slope errors cause that
the instantaneous frequency of the bistatic IF spectrum in (6)
changes linearly with time. Assuming a known alteration
rate �B/tup, the beat frequency signal can be corrected to
obtain a beat signal with constant frequency given by

sB,slope-corr(t) = sB(t) exp

(
j2π

�B

2tup
t2

)
. (10)

The alteration rate can be exemplarily determined using a
short-time Fourier transform of the beat signal. It depends on
the modulation and the multiplication factor of the generated
RF signal. For radar systems above 100 GHz using large
multiplication factors N of the generated RF signals and large
bandwidths, the peak broadening is typically in the range of
several tens of the range cell size.

2) Time and Frequency Errors: Both the time error �t and
the frequency error � f lead to an incorrectly estimated target
distance. As long as the beat signals are within the analog
bandwidth, the range spectrum can be shifted in the frequency
domain by the operation

sB, f /t -corr(t) = sB,slope-corr(t) exp (−j(2π� fcorrt)) (11)

where � fcorr denotes the frequency shift that is applied to
compensate the beat frequency error. This error is determined
by evaluating the beat frequency of the known calibration
target. Since the starting point of each ramp locks on the rising
or falling edge of its reference oscillator, the starting points
of both upchirps are affected by jitter. Therefore, the beat
frequency of each ramp segment is shifted in the frequency
depending on the jitter.

However, jitter of the ramp start time causes a potential
image frequency problem. Figure 3 shows the case that the
ramp generated at the TX path ( ) starts in advance with
respect to the ramp generated at the RX ( ). This results
in a negative beat frequency fB,cal-target for close targets with
a short time-of-travel like a calibration target within the radar
system ( ). The target at larger distance ( ) has a positive
beat frequency. Due to the real-valued time-domain signal,
the range spectrum is symmetric, and the negative beat fre-
quency peak is also visible in the positive spectral range ( ).
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Fig. 3. Frequency–time diagram and corresponding spectrum of the generated
ramps of two PLLs. One PLL starts in advance due to jitter in the start time.
The solid gray signal components ( ) are the image frequencies.

Fig. 4. Frequency–time diagram and corresponding spectrum of the generated
ramps of both PLLs. One PLL is intentionally delayed. The solid gray signal
components ( ) are the image frequencies.

Hence, the distance estimation of the target becomes wrong
if it is related to the peak of the close calibration target.
This problem can be solved by using an image-rejection
mixer [19]. However, this mixer requires twice the number
of channels to be sampled, and most single-channel MMICs
do not incorporate an image-rejection mixer.

Another possibility is to subdivide the available IF band-
width in bistatic IF segments as in [20] and to delay PLLi

with respect to PLL j for a certain number of PFD cycles
resulting in a frequency shift fshift = fLP/2 (see Fig. 4).
Now, the target peak of the calibration target appears close to
fshift ( fB < fshift). All existing targets have either a positive or
a negative beat frequency for one bistatic radar response. Thus,
the target peaks in the (i, j )-th bistatic channel with positive
beat frequency appear to the right of fshift and, in the (i, j )-th
bistatic channel with negative beat frequency, appear to the
left of fshift as the negative beat frequency is mirrored to the
positive frequency domain. Thus, the usable IF bandwidth is
reduced by the number of bistatic radar responses, and a larger
IF bandwidth is required as in the monostatic radar response.

As each upchirp is affected by an individual jitter, the beat
frequency correction in (11) has to be applied to each ramp
segment individually.

Fig. 5. (a) Block diagram of the realized RF system with the ability to
realize a quasi-coherent [see Fig. 1(b)] and incoherent [see Fig. 1(c)] system
operation. (b) Photo of the used RF front end PCB. (c) Photo of the used
radar setup.

3) Phase Errors: After the correction of oscillator-related
error sources, the phase errors must be compensated due to
the different behavior of the oscillators as in (9). However,
in comparison to the quasi-coherent system, the phase correc-
tion is applied to each upchirp.

IV. MEASUREMENTS

This section gives an overview of the test hardware used
for the verification of the calibration method. Afterward,
the theory is proven for both the quasi-coherent and the
incoherent error-correction methods.

A. Hardware Demonstrator

The calibration concept is verified using the radar demon-
strator, as shown in Fig. 5. The block chart of the hardware
demonstrator is given in Fig. 5(a). Figure 5(b) and (c) show
the photographs of the RF front end and the radar setup,
respectively. The RF front end consists of two radar MMICs
and one RF connector for each MMIC. This enables to feed
each MMIC with individual RF signals. The MMIC used for
the two-channel imaging radar uses separate TX and RX paths
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TABLE I

OVERVIEW OF THE RADAR PARAMETERS

and a frequency multiplier with factor 12 for the RO signal.
The fed-in RO signal is generated from 12 to 13.67 GHz on
two separate PLL PCBs and multiplied to the frequency range
144–164 GHz on the MMIC. Afterward, the signal is radiated
with on-chip dielectric resonator antennas (DRAs). The system
operates with an RF bandwidth of 20 GHz, which results in
a range resolution of �R = 7.5 mm. The used modulation
parameters are summarized in Table I.

Both PLLs can either be operated with the same reference
oscillator (quasi-coherent), as shown in Fig. 1(b), or with indi-
vidual reference oscillators (incoherent), as shown in Fig. 1(c).

The radar MMICs are located below a common dielectric
spherical-convex lens made of polytetrafluoroethylene (PTFE).
The lens focuses the radiation pattern in the H -Plane, whereas
the on-chip antennas are aligned in a row in the E-plane for
which the DoA estimation is performed. The lens is used
in this work as a defined calibration target. Figure 6 shows
the radar response for a monostatic channel (TX1RX1) and a
bistatic channel (TX1RX2) in comparison. The lens represents
an extended target in the close proximity of the sensor. Due to
the used RF bandwidth of 20 GHz, various independent target
peaks become visible. They can be assigned to multiple wave
interactions at the lens and are invariant between successive
measurements. The outer surface of the lens is identified to
have the clearest target reflection in all channels. The lens is
static and has a known distance. This information can be used
for the time, frequency, and phase synchronizations, as shown
in Sections IV-B and IV-C.

The used antenna array consists of two single-channel radar
MMICs, each incorporating one TX and one RX antenna with
a fixed interelement distance of dTX,RX = 1.63 mm = 0.83λ
(at center frequency fc = 153.7 GHz), as shown in Fig. 5(b).
The radar system setup uses time-division multiplexing to
transmit orthogonal waveforms for multiple-input–multiple-
output (MIMO) operation.

B. Verification of the Quasi-Coherent Phase Correction

Independent calibration measurements are conducted for the
quasi-coherent system setup [see Fig. 1(b)] with the calibra-
tion setup described in Section III-A. After each calibration
procedure, the radar is turned off and restarted. The evaluated
relative phase progression curves are shown in Fig. 7 for both
the defined lens calibration target [see Fig. 7(a) and (b)] and
the target at 5 m [see Fig. 7(c) and (d)] for two independent
calibration measurements and for a monostatic channel ( )
and a bistatic channel ( ) in comparison. The relative phase
of the target at 5 m behaves according to (7), and it is constant
for the lens, which is a defined signal path within the radar

Fig. 6. Measured radar response in the proximity of the radar for (a) mono-
static channel (TX1RX1) and (b) bistatic channel (TX1RX2).

system and, therefore, always appears at ϕ = 0◦. The constant
phase offset φ j i is invariant for the monostatic channels
(TX1RX1, ) and (TX2RX2) as the RF signals stem from
the same PLL. Figure 7(a) and (b) show that the constant phase
offset φ j i in (7) changes in the bistatic radar responses for each
measurement. This change in constant phase offset is caused in
the quasi-coherent system by the varying start phase difference
δ j i of the fractional-N PLLs, as described in Section II-B.
As shown in Fig. 7(b), the constant phase offset φ21 for the
bistatic channel in (TX1RX2, ) has changed by −295◦ in
comparison to the calibration in Fig. 7(a). This change in the
constant phase offset is the same for the lens calibration target
and the target at 5 m.

The phase ambiguities are mathematically corrected by
shifting the time-domain beat signal by the phase φ j i,cal-target
of the lens calibration target, as in (9). Alternatively, the phase
correction can be performed after the Fourier transformation,
and target extraction before the beamforming is applied.
As shown in Fig. 7, by shifting the relative phase progression
curve of the target by the phase of the lens calibration target,
almost the same phase progression curves arise for the bista-
tic channels between successive measurements. This phase
correction has to be applied to each measurement block to
correct the varying start phase difference δ j i of the PLLs. The
same consideration also applies to the other bistatic channel
(TX2RX1). However, the phase mismatches φ j − φi among
the hardware channels remain and have to be calibrated once,
as for coherent imaging radars.

The calibration method described in Section III-B is applied
to five independent measurements for a target whose angle is
changed between −10◦ and 10◦ in a step size of approxi-
mately �ϕ = 5◦. Figure 8(a) shows, exemplarily, the mea-
sured angular spectrum of the target located at ϕ = 0◦ in
comparison to the simulated angular spectrum. It is deter-
mined using a Fourier transform of the signals along the
virtual antenna positions. The virtual antenna positions are
extracted by the measured relative phase progressions [21].
The measurement matches well with the simulated angular
spectrum. The estimated angles for the varying target locations
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Fig. 7. Measured relative phase progression for two independent calibration procedures (C1: calibration 1 and C2: calibration 2). (a) Lens calibration
target (C1). (b) Lens calibration target (C2). (c) Target at 5 m (C1). (d) Target at 5 m (C2) for the bistatic channel (TX1RX2, ) and for the monostatic
channels (TX1RX1, ).

Fig. 8. (a) Measured angular estimation performance for five independent measurements of one target at ϕ = 0◦ and (b) estimated DoAs for a target
approximately located at angles ϕ ∈ {−10◦,−5◦, 0◦, 5◦, 10◦}. The interpolated line ( ) shows the mean value of the estimated angles.

are depicted in Fig. 8(b). The measurement results show the
DoA always being determined with an overall small standard
deviation of 0.13◦. This proves that the calibration method is
able to correct the phase ambiguities by utilizing the phase of
the lens calibration target.

C. Verification of the Incoherent Correction Method

In contrast to the quasi-coherent system setup, which is
mainly affected by phase errors, the incoherent system setup,
as shown in Fig. 1(c), is also affected by a relative drift �t (t)
of the ramp signals in time, a timing offset �t , ramp
slope errors (Bi − �B)/(tupi

− �tup), and a start frequency
offset � f (see Section II-B).

1) Relative Drift in Time and Timing Offset: According
to (6), the timing errors lead to a false target distance. When
these errors become too large, the IF beat signal lies not
within the IF bandwidth of the receiver chain. This timing
error is measured with an oscilloscope. Thus, both PLLs are
parameterized according to the modulation in Table I. The
starting point of the ramp block consisting of 512 upchirps is
triggered by a microcontroller. As the local time increments of
each PLL stem from two different oscillators, a timing drift,
as shown in Fig. 9(a), occurs. The frequency stability of the
used 100-MHz oscillators is 25 ppm. The total measured drift
in time from upchirp #1 to #512 is approximately 1.6 µs. This
measured drift in time corresponds to a frequency difference
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Fig. 9. Ramp clocks for PLL1 and PLL2 of the last ramp #512 (a) if the ramp
block is triggered once and (b) if each ramp segment is triggered individually.
The measurement in (b) shows the ramp clocks of the entire measurement
block and is measured using the persistent mode of the oscilloscope.

Fig. 10. Measured bistatic target responses for the first ramp.

between both oscillators of approximately 694 Hz and is in
accordance with the frequency stability of the used oscillators.
A time-of-flight of 1.6 µs represents an IF beat frequency of
fB ≈ 128 MHz. Therefore, the corresponding beat signals are
not within the IF bandwidth of 10 MHz.

Now, each chirp is triggered individually. The measurement
results are depicted in Fig. 9(b). The ramp clock of the PLL2
with respect to PLL1 is affected by a timing jitter of ±10 ns,
which is one-period length of the frequency of the reference
oscillator. It corresponds to a beat frequency of fB ≈ 800 kHz
now lying within the used IF bandwidth of 10 MHz.

The ramp generated in PLL1 is delayed by 50 ns, corre-
sponding to the frequency shift fshift. Figure 10 shows the
range spectra of both bistatic radar responses of the first
ramp. The range spectrum is significantly broadened. Due
to the delay of 50 ns of PLL1 with respect to PLL2 and
additional internal delays, the leakage peaks appear at around
4.3–5.7 MHz. The corresponding bistatic range is measured
in relation to the leakage peak.

2) Ramp Slope Errors: To correct the ramp slope errors as
in (10), the alteration rate has to be estimated. It is determined

Fig. 11. Measured spectrogram for one bistatic radar response.

Fig. 12. Corrected measurement data of the bistatic target responses of the
first ramp.

by a short-time Fourier transform of the beat signal. The
corresponding spectrogram for the bistatic channel TX1RX2
is shown in Fig. 11. The upchirp of the length 250 µs is
subdivided into 20 segments with the length of 50 µs and an
overlapping time of 25 µs. The alteration rate is determined
by a least-square fit of the determined target peaks of all
segments. Applying the relation in (10) to the time-domain
samples, the range spectrum is corrected, as shown in Fig. 12,
and the sharp target peaks become visible. The influence
of phase noise appears around the targets, which is due to
uncorrelated phase noise between the TX signals generated in
different PLLs.

3) Frequency Correction: The beat frequency of the evalu-
ated and corrected bistatic radar responses in (6) changes for
each ramp segment due to the jitter �t by ±10 ns in the ramp
start time and the start frequency offset � f (see Fig. 13).

In order to correct the frequency, the target at 5 m and
the lens calibration target are determined by a peak search
algorithm. Then, the range spectrum is shifted in frequency in
such a way that the lens calibration target is located at 5 MHz.
Thus, the following correction according to (11) is applied:

sB, f −corr(t) = sB,slope-corr(t) exp (−j(2π� f5 MHzt))

� f5 MHz = fB,Lens − 5 MHz (12)

where � f5 MHz is the frequency difference between the lens
calibration target and 5 MHz. After this step, the timing
offset �t and the start frequency offset � f are corrected.
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Fig. 13. Superposition of all individual evaluated bistatic radar responses
TX1RX2 marked with individual colors.

Fig. 14. Measured angular estimation performance for five independent
measurements and after correction of timing, slope, frequency, and phase
errors of the time-domain signal. (a) Angular spectrum of a target located
at ϕ = 0◦ and (b) estimated DoAs of a target approximately located at angles
ϕ ∈ {−10◦,−5◦, 0◦, 5◦, 10◦}. The interpolated line ( ) denotes the mean
value of the estimated angles.

4) Phase Correction: Jitter in the ramp start time also
affects the start phase difference δ j i . Hence, phase correction
with φ j i,cal-target = φ j i,Lens in (9) is applied for each ramp
segment. After phase correction, the linear relative phase
progression as in the quasi-coherent system becomes visible,
and the data can be processed coherently (see Fig. 7).

In order to demonstrate the DoA capabilities, measurements
are conducted as in the quasi-coherent setup for a target placed
at a distance of R = 5 m. Figure 14(a) shows the angular spec-
trum for the target at ϕ = 0◦ in comparison to the simulated
angular spectrum, whereas in Fig. 14(b), the estimated angles
of five measurements for various target locations are depicted.
As in the quasi-coherent setup, the antenna positions used for

the DoA estimation were determined using the relative phase
progressions. The small deviations between simulated and
measured angular spectrum result from the fact that the phase
has to be estimated without the processing gain of multiple
ramps. In contrast to the quasi-coherent setup, the phase and
frequency have to be estimated for each ramp segment, instead
for the entire measurement block with a processing gain of
256 ramps. In addition, the beat signal is affected by phase
noise (see Fig. 12), and the frequency correction steps in
Section III are imperfect. However, similar performance in the
DoA estimation can be achieved, as shown in Fig. 14(b). The
overall standard deviation is 0.18◦.

V. COMPARISON OF THE SYSTEM PERFORMANCE

The noise level of the IF signal determines the achievable
SNR and the resulting system performance. It is determined by
a superposition of thermal noise, quantization noise, and phase
noise [8], [22]. In this section, a system performance compar-
ison of the quasi-coherent and the incoherent system after the
frequency and phase corrections according to Section III is
given. The results are compared with a fully coherent system
setup. The beat frequency spectra of all system realizations are
shown in Fig. 15. They are calculated with a Fourier transform
and evaluated statistically in terms of mean value and standard
deviation. The mean value of the beat frequency spectra ( )
and the corresponding standard deviation ( ) are normalized
to the total leakage power.

A. Coherent System

In a coherent system, the same LO is used for the TX and
the RX signal paths. Thus, the phase noise of the signals at
the downconverting mixer is correlated depending on the time
delay τ of the signal in the radar channel [23].

As shown in [8] and [24], the noise level of highly inte-
grated radars with coherent signal generation is determined
by thermal noise.

The measurement results for a fully coherent radar operation
are shown in Fig. 15(a). The noise level for a single mea-
surement without processing gain coincides with the standard
deviation. Since the standard deviation is not increased, there is
no increase in the noise level due to uncorrelated phase noise.
In addition, the quantization noise level is sufficiently small.
Therefore, the noise level is determined by thermal noise.

B. Quasi-Coherent System

For the quasi-coherent system, the noise level is increased
due to the residual phase noise around the leakage signal cou-
pling into the adjacent receivers, as shown in Fig. 15(b). The
degradation of SNR is caused by the uncorrelated components
in both PLLs [8]. However, as shown in [8], the common
reference frequency influences the cycling of the PFD resulting
in a phase noise suppression of approximately 12 dB at offset
frequencies below the loop filter bandwidth of the PLL. The
simulated noise level was determined by a convolution of the
measured radar response with the measured phase noise of
the PLL and demonstrates the improvement of correlation for
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Fig. 15. Measurement results for the bistatic radar response (TX1RX2, ) and the corresponding standard deviation ( ) normalized to the total leakage
power in comparison to the simulated theoretical noise level ( ) for (a) coherent system, (b) quasi-coherent system, and (c) incoherent system.

the quasi-coherent system. The measured phase noise was
modified with a phase noise cancellation factor of 12 dB.
Measurement and simulation are in good agreement.

C. Incoherent System

For the incoherent system, the noise level is further
increased due to uncorrelated phase noise around the leakage
signal coupling into the adjacent receivers. For the incoherent
system, no correlation is present, and the related phase noise
power densities of both PLLs add up in the IF spectrum.
Assuming the same phase noise power densities for both PLLs,
a deterioration of 3 dB occurs compared with the phase noise
of the transmit signal. The deviation of about 3 dB between
the measured and simulated noise level can be explained by a
loss in amplitude due to the imperfect frequency corrections.

VI. CONCLUSION

In this contribution, a calibration-based phase correction
method using a defined signal path within the radar system
is proposed. The presented calibration method enables us to
realize low-cost imaging radar architectures with significantly
reduced hardware effort. The hardware concept is based on
the generation of RF signals for the different hardware chan-
nels by different PLLs. This allows a higher integration of
more hardware components into the MMIC. The correction is
applied to both a quasi-coherent architecture using one com-
mon oscillator for the two PLLs and an incoherent architecture
using independent low-cost oscillators for the two PLLs.

In the case of a quasi-coherent system, only phase ambi-
guities need to be calibrated for the measurements, while
for an incoherent system, ramp start time errors, ramp slope
errors, frequency offsets, and phase errors need to be corrected
for the sampled IF time-domain signal to achieve coherence.
It is verified by radar measurements that all error sources can
be corrected for both the quasi-coherent and the incoherent
radar operation in a postprocessing step by evaluating the

frequency and the phase of the common dielectric lens calibra-
tion target with known properties. DoA estimations employ-
ing both system concepts prove the reliability of the used
phase synchronization method. The system comparison reveals
that for the same power coupling into adjacent receivers,
the quasi-coherent system has a better system performance
than the incoherent system.
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