
IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 66, NO. 1, JANUARY 2018 439

Fast Quantitative Microwave Imaging With
Scattered-Power Maps

Denys S. Shumakov, Graduate Student Member, IEEE, and Natalia K. Nikolova, Fellow, IEEE

Abstract— A new direct-inversion method, scattered-power
mapping (SPM), for fast quantitative microwave imaging is
introduced. It builds on a recently proposed inversion strategy
that demonstrated quantitative direct reconstruction with exper-
imentally acquired system point-spread functions. In comparison
with this initial work, SPM features a drastic improvement in the
computational time along with reduced number of calibration
measurements. Moreover, SPM is versatile allowing a forward
model of scattering cast either as a linearized Born model or as
a Rytov model. SPM is intended as a tool to solve weak-scattering
problems or as a linear-inversion module within nonlinear
iterative reconstruction.

Index Terms— Born approximation, direct inversion, linear
inversion, microwave imaging, Rytov approximation.

I. INTRODUCTION

FOR decades, near-field microwave imaging methods have
been developed for applications in nondestructive test-

ing and evaluation, underground surveillance, through-the-
wall imaging, concealed weapon detection, and biomedical
diagnostics [1]–[7], in particular for early stage breast can-
cer diagnostics [8], [9]. The relatively cheap and compact
apparatus, the nonionizing radiation, and the relatively good
penetration make microwaves appealing in imaging.

Real-time microwave imaging techniques usually offer only
qualitative reconstruction. They are based on the linearized
model of scattering allowing for quick inversion. However,
the outcome may not be satisfactory due to the approxima-
tions used in the linearization. Holographic [10]–[12], time-
reversal [13], [14], sensitivity-based [15], [16], and confocal
[17], [18] methods belong to the category of qualitative
methods.

The quantitative reconstruction of the dielectric profile
usually requires solving the nonlinear scattering problem.
Theoretically, this intrinsically ill-posed problem can take into
account multiple-scattering effects and is valid for scatterers
of any electrical size and dielectric contrast. It is tackled
by using time-consuming iterative approaches (often with
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the proper regularization strategy), the convergence of which
critically depends on the fidelity of the forward model. Born
iterative methods [19]–[21] and model-based optimization
methods [9], [22], [23] are the most common quantitative
techniques in microwave near-field imaging.

In [24] and [25], an approach to linear yet quantitative
imaging has been proposed. The key lies in the experi-
mentally acquired resolvent kernel, which properly scales
the inversion problem thereby enabling quantitative imaging.
The kernel is acquired with a measurement of a calibration
object (CO). Here, we propose a new method, scattered-power
mapping (SPM), which exploits the key idea of the work
in [24], but is more general and far more efficient in solving
the linear inverse problem.

The first important improvement offered by the SPM is that
it can employ the Rytov approximation, in addition to also
being capable of employing the linear Born model of scat-
tering. The Rytov approximation is subject to a different set
of limitations compared to the Born approximation; therefore,
the applicability of the method is significantly expanded.

Second, a new method of building the SPM system matrix
is proposed although its physical meaning of being the image
point-spread function (PSF) remains the same as initially
introduced in [24]. The new method has two advantages:
1) significantly reduced system-calibration effort and 2) the
running time is two orders of magnitude less than that
in [24]. For the case of planar acquisition surfaces and when
the background is homogeneous or layered (translationally
invariant systems), it is no longer required to have a four-
times larger scanning area for the CO measurement as it was
in [24] and [25]. The use of a coordinate translation in k-
space leads to the system matrix being block circulant with
circulant blocks (BCCB) in the case of 2-D imaging or block
circulant with BCCB blocks in 3-D imaging. It is well known
that circulant matrices can be diagonalized by a discrete
Fourier transform. Hence, the respective linear equations can
be quickly solved using the fast Fourier transform (FFT)
[26], [27].

Third, with wideband data, an improved normalization of
the power maps at all frequencies is developed. This nor-
malization allows for combining all frequency samples into a
single power map, which is then processed by the SPM. In this
way, the stronger signals at lower frequencies have the same
impact on the overall result as the weaker signals at higher
frequencies. This feature is essential for maintaining good
penetration without sacrificing image resolution. Moreover,
the same normalization strategy can be applied to combine
reflection and transmission data of different magnitudes.
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II. SPM THEORY

A. Forward Model Formulation

The reconstruction theory presented here is cast in the
frequency domain, however, it can accommodate time-domain
measurements as well. Note that all frequency-domain quan-
tities incorporate the exp(iωt) time-harmonic factor, where
i = √−1, ω is angular frequency, and t is time.

In frequency-swept measurements, a network of Nr
receivers (Rxs) and Nt transmitters (Txs) acquires the data
at N f frequencies f (m) (m = 1, . . . , N f ), one frequency
at a time. Here, we assume that the data are in the form
of S-parameters S(m)

i j (i = 1, . . . , Nr and j = 1, . . . , Nt). This
is why the scattering model presented next is cast in terms of
the S-parameters.

In microwave imaging, it is beneficial to deal with a data
equation where the data are the actual responses, not the
E-field as in [24]. Since the measured responses in our
case are S-parameters, the data equation is stated accordingly
(see [29])

S(m)
OBJ,n(r) = S(m)

RO,n(r) + κ(m)
n

∫
V ′

�εOBJ(r′)

× [
E(m)

RO,i (r
′; r) · E(m)

OBJ, j (r
′; r)

]
dr′ (1)

where n = 1, . . . , Nt ·Nr is the response index, m = 1, . . . , N f

is the frequency sample index, r′ is the position inside the
inspected volume V ′, whereas r is the observation position.
Each nth experiment corresponds to a unique (ij) antenna
pair, where the position of the i th (Rx) antenna is given
by r. Throughout this paper, position vectors and vectors
of physical fields are in upright bold, whereas matrices are
in italic bold. The complex constant at the mth frequency
κ

(m)
n = −iω(m)/2ai a j is known (see [29]). It depends on two

quantities: 1) the root-power wave ai (W1/2) exciting the i th
port when the i th antenna operates in a transmitting mode and
2) the root-power wave a j (W1/2) exciting the j th port that
feeds the Tx antenna. The physical meaning of the root-power
waves is explained in [30]. As an example, if the field phasors
in (1) are root-mean-square phasors, then ai is the square root
of the power injected into port i . Note that an S-parameter
is associated with a particular mode of the i th port and ai

relates to the power of that mode only. Further, �εOBJ(r′) is
the relative permittivity contrast

�εOBJ(r′) = εOBJ(r′) − εRO(r′). (2)

In (1) and (2), OBJ (object) stands for CO (calibration
object) or OUT (object under test). The scatterer-free measure-
ment setup is referred to as the reference object (RO). Here,
the permittivity contrast is assumed frequency-independent.
However, if the dispersion relation is known and separable
from the spatial dependence, it can be easily incorporated in
the resolvent kernel [28].

There are two important advantages of the data equation (1)
in comparison with the commonly used data equation where
the data are the E-field values. First, it eliminates the need to
approximate Green’s dyadic. Green’s dyadic is now reduced
to Green’s vector function [29], here E(m)

RO,i (r
′; r). In this

form, Green’s function can be accurately obtained via sim-
ulations or measurements [29]. Second, it states the scattering
model in terms of the measured S-parameters directly. Thus,
there is no need to approximate the relationship between
the field in the antenna vicinity and the S-parameter at its
terminals.

The kernel in (1) consists of two field distributions. The first,
E(m)

RO,i , represents the incident field that would be generated
by the i th Rx antenna in the nth experiment if this antenna
operated in a Tx mode. On the other hand, E(m)

OBJ, j is the
total internal field produced by the j th Tx antenna in the nth
experiment.

By definition, the CO consists of a single voxel-size scat-
terer (the scattering probe) of known relative permittivity
contrast δεCO embedded in the RO. Let V ′ be uniformly
discretized into Nv voxels of volume �v and let the scattering
probe reside at the pth voxel (p = 1, . . . , Nv), the position
of which is given by r′

p ∈ V ′. Assuming constant field inside
the probe, its nth scattered response

�S(m)
CO,n,r′

p
(r) = S(m)

CO,n,r′
p
(r) − S(m)

RO,n(r) (3)

is obtained from (1) as

�S(m)
CO,n,r′

p
(r) ≈ κ(m)

n δεCO�v
[
E(m)

RO,i

(
r′

p; r
) · E(m)

CO, j

(
r′

p; r
)]

.

(4)

The expression in (4) represents the point-spread function
(PSF) of the nth response of the imaging system.

To express the total field ECO in the scattering probe in
terms of the incident field ERO, we utilize the localized quasi-
linear (LQL) approximation, which assumes that the total field
within an electrically small scatterer is proportional to the
incident field via a reflectivity tensor ¯̄λ [31], [32]

E(m)
CO, j

(
r′

p; r
) ≈ ¯̄λ(m)

CO

(
r′

p

) · E(m)
RO, j

(
r′

p; r
)
. (5)

Note that (5) is similar to the localized nonlinear approxima-
tion, which employs the depolarization tensor ¯̄� instead of ¯̄λ
[33], [34]. These two quantities are formally related by a linear
relationship [31]. What is important here is that the localized
nonlinear approximation is most suitable for the scenarios
when the internal field is a smoothly varying function of
position, which is not the case with near-field imaging.

We assume that the total field ECO inside the scattering
probe is collinear with the incident field ERO. In this case,¯̄λCO is expressed through a coefficient λCO as

¯̄λCO = λCO
¯̄I. (6)

Substituting (6) into (4) leads to

[
E(m)

RO,i

(
r′

p; r
) · E(m)

RO, j

(
r′

p; r
)]

LQL ≈
�S(m)

CO,n,r′
p
(r)

κ
(m)
n δεCO�vλ

(m)
CO

. (7)

The above is the LQL resolvent kernel of the forward model
specific to the nth response of the imaging system.

Next, the forward model (1) is applied to the OUT data

�S(m)
OUT,n(r) = κ(m)

n

∫
V ′

�εOUT(r′)

×[
E(m)

RO,i (r
′; r) · E(m)

OUT, j
(r′; r)

]
dr′. (8)



SHUMAKOV AND NIKOLOVA: FAST QUANTITATIVE MICROWAVE IMAGING WITH SCATTERED-POWER MAPS 441

Neglecting the mutual coupling between the scattering voxels
in the OUT, the LQL approximation is applied to (8) to obtain

�S(m)
OUT,n,LQL(r) ≈ κ(m)

n

∫
V ′

�εOUT(r′)λ(m)
OUT

(r′)

× [
E(m)

RO,i (r
′; r) · E(m)

RO, j (r
′; r)

]
LQLdr′. (9)

The substitution of (7) into (9) with r′
p ≡ r′ leads to

�S(m)
OUT,n,LQL(r) ≈

∫
V ′

�εOUT(r′)λ(m)
OUT

(r′)
[

�S(m)
CO,n,r′ (r)

δεCO�vλ
(m)
CO

]
dr′.

(10)

Note that all the quantities in the square brackets of (10) are
known and they inherently incorporate the Green function of
the specific imaging setup.

B. LQL Rytov Approximation

It is well known that the original Rytov approxima-
tion outperforms Born approximation when electrically large
low-contrast objects are imaged since the accuracy of the
Rytov approximation does not depend on the scatterer’s
size [33], [35]. Here, we derive the LQL Rytov (LQLR)
approximation for the data equation using the LQL approxima-
tion of the CO internal field (5). In general, the LQLR approx-
imation is expected to provide additional phase corrections to
the simpler LQL approximation in the case of electrically large
scatterers.

The LQLR approximation can be expressed in terms of the
LQL approximation in the following way [36]:

S(m)
OBJ,n,LQLR(r) ≈ S(m)

RO,n(r) exp

[
�S(m)

OBJ,n,LQL(r)

S(m)
RO,n(r)

]
. (11)

In the case of OBJ ≡ CO, where the scattering probe is at r′,
we set S(m)

OBJ,n,LQLR(r) = S(m)
CO,n,r′ (r) and rearrange to obtain

�S(m)
CO,n,LQL,r′(r) ≈ S(m)

RO,n(r) ln

[
S(m)

CO,n,r′(r)

S(m)
RO,n(r)

]
. (12)

Using (4)–(6), the nth CO scattered response for a scattering
probe at r′ at the mth frequency is obtained as

�S(m)
CO,n,r′,LQL(r) = κ(m)

n δεCO�vλ
(m)
CO

× [
E(m)

RO,i (r
′; r) · E(m)

RO, j (r
′; r)

]
. (13)

It follows from (12) and (13) that the LQLR resolvent kernel
can be expressed as

[
E(m)

RO,i (r
′; r) · E(m)

RO, j (r
′; r)

]
LQLR

≈ S(m)
RO,n(r) · ln

[
S(m)

CO,n,r′(r)/S(m)
RO,n(r)

]
κ

(m)
n δεCO�vλ

(m)
CO

. (14)

Finally, to obtain the expression for the forward model of scat-
tering under the LQLR approximation, we use the expression

of the LQL forward model (9) and replace its resolvent kernel
with that from (14) as

S(m)
RO,n(r) · ln

[
S(m)

OUT,n(r)

S(m)
RO,n(r)

]

≈
∫

V ′
�εOUT(r′) × λ(m)

OUT
(r′)

×
[

S(m)
RO,n(r) · ln

(
S(m)

CO,n,r′ (r)/S(m)
RO,n(r)

)
δεCO�vλ

(m)
CO

]
dr′. (15)

Note that we write the expression for �S(m)
OUT,n,LQL(r) on

the left-hand side of (15) explicitly. For that, (11) is rearranged
similar to (12), but with OBJ ≡ OUT and S(m)

OBJ,n,LQLR(r) =
S(m)

OUT,n(r). Also, note that the left-hand side as well as all the
quantities in the square brackets on the right-hand side of (15)
are known, which allows formulating a respective system of
equations for the unknown distribution �εOUT(r′), r′ ∈ V ′.

C. Power Maps

Henceforth, for the sake of brevity, all the theory is pre-
sented only for the case of the LQL approximation, thus
the subscript LQL is omitted. The application of the LQLR
approximation follows similar steps.

As shown in [24], the closer δεCO is to �εOUT(r′), the closer
the ratio λ(m)

OUT
(r′)/λ(m)

CO is to unity. Assuming that

λ(m)
OUT

(r′)/λ(m)
CO ≈ 1 (16)

and discretizing the integral in the data equation (10) into a
sum over all Nv voxels, (10) is written in the discrete form

�S(m)
OUT,n(r) ≈

Nv∑
q=1

τq�S(m)
CO,n,r′

q
(r) (17)

where

τq = �εOUT(r′
q)/δεCO, q = 1, . . . , Nv. (18)

As proposed in [24], the OUT power map is defined as
a qualitative measure of the scattering occurring at each pth
voxel p = 1, . . . , Nv. Its value at r′

p ∈ V ′ for the mth fre-
quency is determined via the CO responses with the scattering
probe being at r′

p , i.e., S(m)
CO,n,r′

p
(r), n = 1, . . . , Nr · Nt . Let all

responses (both CO and OUT) be measured on a discrete grid
over the acquisition surface, where the observation location
is indicated by the indices u and v, i.e., r ≡ ruv . For
example, in a rectangular planar scan of Nx · Ny grid points,
u = 1, . . . , Nx and v = 1, . . . , Ny . The value of the OUT
power map M(m)

OUT
at r′

p is defined as

M(m)
OUT

(r′
p) =

Nt ·Nr∑
n=1

Nx∑
u=1

Ny∑
v=1

�S(m)
OUT,n(ruv )

· [�S(m)
CO,n,r′

p
(ruv )

]∗
, p = 1, . . . , Nv. (19)

Note that (19) can produce a qualitative OUT image very fast
without solving any systems of equations. However, the SPM
method can be taken one step further to produce a quantitative
image.
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Substituting (17) into (19) leads to a linear system of equa-
tions in the unknown contrast distribution τq , q = 1, . . . , Nv,
which is explicitly written as

M(m)
OUT

(r′
p) =

Nt Nr∑
n=1

Nv∑
q=1

Nx∑
u=1

Ny∑
v=1

τq�S(m)
CO,n,r′

q
(ruv )

· [�S(m)
CO,n,r′

p
(ruv )

]∗
, p = 1, . . . , Nv. (20)

In matrix form

A(m)τ = b(m) (21)

where

A(m) =

⎡
⎢⎢⎣

M(m)
CO,1

(
r′

1

) · · · M(m)
CO,Nv

(
r′

1

)
...

...

M(m)
CO,1

(
r′

Nv

) · · · M(m)
CO,Nv

(
r′

Nv

)

⎤
⎥⎥⎦ (22)

τ = [ τ1 · · · τNv ]T (23)

b(m) = [
M(m)

OUT

(
r′

1

) · · · M(m)
OUT

(
r′

Nv

) ]T
. (24)

Here, M(m)
CO,q(r′

p), q = 1, . . . , Nv, p = 1, . . . , Nv, are CO
power maps defined as

M(m)
CO,q

(
r′

p

) =
Nt ·Nr∑
n=1

Nx∑
u=1

Ny∑
v=1

�S(m)
CO,n,r′

q
(ruv )

· [�S(m)
CO,n,r′

p
(ruv )

]∗ (25)

which is analogous to the OUT power map defined in (19).
Note that when p = q , (25) becomes

M(m)
CO,p

(
r′

p

) =
Nt ·Nr∑
n=1

Nx∑
u=1

Ny∑
v=1

∣∣�S(m)
CO,n,r′

p
(ruv )

∣∣2
. (26)

The power maps are pivotal in the SPM method, hence its
name. The value of a power map at r′

p [see (19) or (25)] pro-
vides a measure of the similarity between the OUT responses
and those of the CO obtained with the scattering probe at r′

p.
This measure corresponds to a cross-correlation in the time
domain. On the other hand, the CO power map value at r′

p,
when the scattering probe is at r′

p, represents the maximum
attainable scattered power among all voxels [see (26)], which
is expressed as the sum of the autocorrelations of all responses.
More insights into the power-map concept can be found
in [24].

The Nv × Nv matrix A(m) in (21) consists of the CO power
maps formed using (25). The Nv × 1 vector b(m) contains
the OUT power map formed using (19). Solving (21) for τ

allows to estimate a relative permittivity contrast �εOUT(r′
p)

from (18). Finally, an actual relative permittivity distribution
of the OUT is obtained from (2).

D. Application to Frequency-Swept Data

Often, microwave imaging employs multifrequency data.
In this case, the multifrequency power maps are added after
the following normalization procedure [24], [37]:

MOBJ
(
r′

p

) = 1

N f

N f∑
m=1

∣∣M(m)
OBJ

(
r′

p

)∣∣
η(m)

· ei� M(m)
OBJ

(
r′

p

)
(27)

where η(m) is the maximum magnitude value of the CO power
map at the mth frequency

η(m) = max
(∣∣M(m)

CO,q

(
r′

p

)∣∣). (28)

Note that the normalization strategy in (27) preserves the
phase of each single-frequency power map. The normaliza-
tion factor η(m) in (27) can be calculated using strategies
alternative to (28), e.g., using the energy normalization [15].
However, (28) offers simpler implementation and faster
computation [37].

The CO power maps across all frequencies are also com-
bined using (27) to form the multifrequency matrix A.
Similarly, the vector b is formed using the frequency-combined
OUT power map. The size of the so-obtained linear system of
equations Aτ = b is independent of the number of frequency
points.

E. Planar Coordinate Translation

If the imaging system is invariant to lateral translations, the
experimentally obtained PSF in (4) with a scattering probe
at the center of the imaged volume can be used to obtain the
PSFs at all other lateral positions r′

p ∈ V ′. This can be realized
by coordinate translation.

In [24] and [25], it was suggested to perform the CO scan
over an area ACO, which is four times larger than the area
A′ used to acquire the data for an OUT. This concept is
illustrated in Fig. 1 with two examples of voxels to be imaged.
Each element of the square grid indicates a sampling position,
which is also an imaged voxel. Fig. 1(a) and (c) shows the
cross-sectional area of the OUT. In Fig. 1(a), the central voxel
Pcenter is highlighted, whereas in Fig. 1(c), the corner voxel
Pcorner is indicated by a thick line. Fig. 1(b) and (d) shows the
entire area ACO scanned in the calibration CO measurement.
In this measurement, the scattering probe is fixed at the origin
O while the antennas sample the response over ACO. The CO
response subset acquired in the area A′

Pcenter
[outlined with a

solid line in Fig. 1(b)] is �S(m)
CO,n,Pcenter

(r), r ∈ A′
Pcenter

. This
is the PSF used to compute the value of the OUT power
map at Pcenter with (19), wherein r′

p ≡ Pcenter [see Fig. 1(a)].

On the other hand, the CO response subset �S(m)
CO,n,Pcorner

(r),
r ∈ A′

Pcorner
, acquired in the area A′

Pcorner
[outlined with a solid

line in Fig. 1(d)] is the PSF used to compute the value of the
OUT power map at r′

p ≡ Pcorner.
Here, we propose to eliminate the need for four times

larger CO scan by exploiting the shift property of the Fourier
transform. Let r′

0(z̄
′) ≡ Pcenter denote the center of the fixed

range plane z̄′ in which the scattering probe resides. Let the
PSF shift along x and y with respect to r′

0(z̄
′) be expressed

with multiples of the respective sampling steps �x and �y as

�ruv (z̄
′) = (u�x, v�y), u = 1, . . . , Nx ; v = 1, . . . , Ny .

(29)

Then, the values of the shifted PSFs

�S(m)
CO,n,r′

0(z̄′)−�r′
uv (z̄′)(x, y), u = 1, . . . , Nx ; v = 1, . . . , Ny

(30)
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Fig. 1. Illustration of the measured S-parameter data on a square sampling
grid. (a) OUT area A′ with an imaged voxel Pcenter at the center. (b) CO
area ACO and its portion A′

Pcenter
used to image the voxel Pcenter. (c) OUT

area A′ with an imaged voxel Pcorner at the corner. (d) CO area ACO and
its portion A′

Pcorner
used to image the voxel Pcorner . The origin of CO area,

which is also the position of the scattering probe, is denoted as O .

can be obtained from that of �S(m)
CO,n,r′

0(z̄′)(x, y) using

�S(m)
CO,n,r′

0(z̄′)−�r′
uv (z̄′)(x, y)

= F−1
2-D

{F2-D
{
�S(m)

CO,n,r′
0(z̄′)(x, y)

}
e−ikx u�x e−ikyv�y}. (31)

Here, kx and ky are the Fourier variables corresponding to
x and y, respectively. With this approach, the CO scan area
matches that of the OUT.

F. BCCB Solver

Utilizing the k-space coordinate translation has yet another
advantage—the SPM system matrix A ∈ CNv×Nv , Nv =
Nx Ny becomes block circulant with circulant blocks, or
BCCB. When the number of range samples Nz is larger
than one (3-D imaging), we have Nv = Nx Ny Nz and the
matrix A becomes block circulant with BCCB blocks. We
emphasize that the CO in either case does not have to
be symmetrical (Nx �= Ny). If A is block circulant with
BCCB blocks (which is the most general case), the following
holds [26], [27]:

A = F−1diag(vec(â))F (32)

where the Fourier matrix F ∈ CNv×Nv is found from the
Kronecker tensor product F = Fz ⊗ Fy ⊗ Fx (“outside” to
“inside” order) with Fz , F y , and Fx being Fourier matrices
of size Nz × Nz , Ny × Ny and Nx × Nx , respectively. The

linear operator vec : C
Nx ×Ny ×Nz → CNv produces a vector

by stacking the columns of â, where the components of â are
the eigenvalues of A found from

â = √
NvF2-D(3-D){array(a)}. (33)

Here, the symbol array : CNv → CNx ×Ny ×Nz denotes the
inverse of the vec operator, whereas a is the first column of A.
Also, since the Fourier matrix F is unitary, its inverse in (32)
is readily calculated as

F−1 = (Nv)
−1F†. (34)

From (32) it follows that there is no need to construct the
whole matrix of CO power maps as per (22). Furthermore,
nonsingular BCCB systems can be solved using the following
recipe [27]:

τ = vec
(F−1

2-D(3-D){F2-D(3-D){array(b)}./â}) (35)

where “./” means componentwise division of the 2-D (or 3-D)
arrays.

Note that the solution τ in (35) is obtained only from the
first column of A. Utilizing 2-D (or 3-D) FFT in (35) allows
to solve the system of equations (21) at a O(Nv log(Nv))
cost. Thus, there is no need to invert a matrix at the typical
cost of O(N3

v ). There is no need to perform a matrix-vector
multiplication either at a O(2Nv) cost. Moreover, due to the
ill-posed nature of an inverse problem, the CO power maps
matrix A is usually ill-conditioned. Convergence rates for
the solution schemes based on the conjugate-gradient method
depend on the singular values of A. On the other hand,
the solution with (35) is performed in real time since it is
expedited by the 2-D (or 3-D) FFT. This is possible due to the
advantage of having the BCCB structure. Finally, we remark
that Tikhonov regularization is applicable with the BCCB
system. It results in a system that can be solved directly
using 2-D (or 3-D) FFTs without computational overhead in
a manner similar to (35) [27].

G. Limitations of the Method

The major limitation of the SPM, which is typical for all
direct-inversion methods, is its inability to account for the
mutual coupling and multiple scattering present in the OUT.
For example, reconstruction of a complex object comprised
of high-contrast layers with embedded scatterers of varying
dielectric permittivity is likely to fail. That is why SPM can
be used either in weak-scattering problems or as a module
within nonlinear iterative methods such as the Born iterative
method and the distorted Born iterative method.

In general, the accuracy of the LQL approximation and
LQLR approximation used in SPM is a function of frequency
and the size of the imaged target as discussed earlier in
Section II-B. Also, in order for (16) to hold, the relative
permittivity of the CO should be close to that of the OUT. This
condition ensures the accurate quantitative reconstruction and
serves as a guideline when choosing the properties of the CO.
We remark that the fidelity of the qualitative reconstruction
with (19) is not dependent on the relative permittivity of
the CO.
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We assume that the total field within a scattering probe has
the same polarization as the incident field. Thus, the assump-
tion in (6) is clearly not always valid either in the case
of the CO, or in the case of the OUT. The more accurate
approximation of the internal field can be achieved using more
complex reflectivity tensors, such as the diagonal reflectivity
tensor [32].

Finally, it should be emphasized that if the CO cannot be
reconstructed, the OUT would not be imaged either since the
CO response represents the PSF of each particular imaging
setup. Therefore, the size of a scattering probe should be
large enough for the imaging system to detect its response and
small enough to ensure approximately uniform internal field
distribution as dictated by (4). The lateral size of the scattering
probe must be smaller than λ/4, where λ is the shortest
wavelength inside the CO. As for the vertical dimension,
it should be approximately the same as the thickness of the
measured spatial step along the range.

III. SPM VALIDATION

A. Two Dielectric Cylinders Embedded in Absorbers

The first validation example is similar to that presented
in [24] when two dielectric objects embedded in absorber
sheets are imaged. We commence with such an example in
order to demonstrate the capabilities of the proposed SPM
compared to those of the prior method.

The specifics of the imaged setup are the same as in the
experiment reported in [24]. The frequency sweep is from 3 to
9 GHz. The scanned area is 15 cm × 15 cm with a 5-mm
spatial step. The RO consists of five absorber sheets being
20 cm × 20 cm by 1 cm in size, with relative permittivity
of εRO ≈ 10 − i5. The CO is identical to the RO except
for a dielectric cylinder of εsc ≈ 15 − i0.003 [38] embedded
in the center of the middle layer. The cylinder is 1 cm in
height and 1 cm in diameter. Finally, the OUT is identical
to the RO except for two such dielectric cylinders separated
by 1 cm, and embedded in the middle layer. Note that
only transmission S-parameters are acquired because a power
amplifier is connected directly to the transmitting antenna [24].

The reconstructed results of the OUT (middle layer) are
shown in Fig. 2. Fig. 2(a) and (b) show the estimated permit-
tivity distribution when the SPM forward model is linearized
with the LQL approximation. Fig. 2(c) and (d) show the
images obtained with the LQLR approximation. The BCCB
solver with no regularization has been used in both cases.
Since the experimental data contain considerable noise and
positioning uncertainties, it is recommended to use a denoising
algorithm [39].

We observe an improved fidelity of the reconstruction
in Fig. 2 compared to the images shown in [24], at a
much faster computational time of the order of seconds. The
improvement comes from the BCCB structure of the system
matrix. Also, we are now able to reconstruct the whole scanned
area of 15 cm × 15 cm. This is compared to the imaged
area of 5.5 cm × 5.5 cm in [24]. Note that utilizing the
LQLR approximation is expected to produce similar images
compared to those obtained with the LQL approximation, since

Fig. 2. Quantitative multifrequency images of two dielectric cylinders
obtained with SPM showing the estimated relative permittivity. Results using
the LQL approximation. (a) Real part. (b) Imaginary part. Results using the
LQLR approximation. (c) Real part. (d) Imaginary part.

the size of the scatterers in the OUT is electrically small.
On the other hand, the permittivity contrast is sufficiently large
to violate the constraints of the Rytov approximation [40]. This
explains the poorer reconstruction especially in the imaginary
part of the relative permittivity [see Fig. 2(d)].

B. Synthetic Multilayered Object

As the next step, we perform the scan of a five-layer
synthetic object with the setup shown in Fig. 3. The top and
bottom OUT layers are made of a 3-mm dielectric sheet with
εr ≈ 12. The other three layers are 20 × 20 × 1 cm3 absorber
sheets with a relative permittivity of εr ≈ 10 − i5. The second
layer from the bottom contains a dielectric cross of εr ≈ 18, a
dielectric cylinder of εr ≈ 12 and four dielectric cylinders of
εr ≈ 15 − i0.003 [38]. All these objects are embedded in the
absorbing material with εr ≈ 10− i5 [see Fig. 3(b)]. The third
layer from the bottom does not contain inclusions. The fourth
layer from the bottom contains dielectric cross of εr ≈ 12
positioned at the center [see Fig. 3(c)]. All the cylinders used
in this experiment are 1 cm in diameter and 1 cm in height.

Two TEM horn antennas [41] are aligned along each other’s
boresight and move in a planar raster fashion [see Fig. 3(a)].
The distance from the antennas’ aperture to the OUT is
3 mm. The frequency sweep is from 3 GHz to 9 GHz with
61 frequency samples. The output power of the vector network
analyzer (VNA) is 5 dBm. The imaged area is 13 cm × 13 cm
with a 2-mm sampling step. Both reflection and transmission
coefficients are acquired.

The RO is comprised of two dielectric sheets and three
absorber sheets resembling the OUT’s structure with no scat-
tering objects. For the CO scan, we use a dielectric cylinder
of 1-cm diameter and 1-cm height, with a relative permittivity
of εr ≈ 15 − i0.003. This cylinder is in succession embedded
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Fig. 3. Photographs of (a) imaging setup with five-layer OUT, (b) sec-
ond (from the bottom) layer of OUT with 13 cm × 13 cm imaged area (dashed
white line), (c) fourth (from the bottom) layer of OUT with a dielectric cross,
and (d) CO layer with a dielectric cylinder serving as a scattering probe.

at the center of each of the three absorber sheets comprising
the RO. These are the three CO measurements, which provide
the PSFs needed to generate the images at the corresponding
range locations z = 0.8, 1.8, and 2.8 cm, with the origin being
at the bottom of the OUT.

The reconstruction results obtained with the SPM employ-
ing the LQL approximation are shown in Fig. 4, whereas the
LQLR results are shown in Fig. 5. We observe superior quality
of the reconstruction in the case of the LQLR approximation,
especially in the imaginary part of the OUT permittivity [see
Figs. 4(b) and 5(b)]. Also, we are able to see the air pockets
contained in the layer at z = 0.8 cm [see Fig. 5(a) and (b)].

This experiment also exemplifies the limitations of the pro-
posed linear reconstruction methodology. The reconstructed
real part of the OUT permittivity with both the LQL and
LQLR approximations is not satisfactory [Figs. 4(a) and 5(a)].
This is due to two main factors. First, the scattering objects
have much less contrast with the background (the RO) in the
real part of the permittivity compared to the imaginary part.
Second, the RO is layered, where the top and bottom low-loss
slabs differ in their permittivity from the middle three layers,
which have significant loss and lower permittivity. At the same
time, the top and bottom slabs are right next to the inclusions,
which lead to strong coupling with them. This effect cannot
be captured by the measured PSFs (the CO measurements),
neither can it be accounted for by the linearized inversions
based on the LQL and the LQLR approximations.

C. Reconstruction of Living Tissue Samples

In the next example, we attempt the imaging of living tissue.
The reconstruction of such a complex OUT is expected to

Fig. 4. Quantitative multifrequency images of five-layer OUT obtained
with SPM. (a) Real and (b) imaginary parts of relative permittivity. LQL
approximation is used.

test the limits of the SPM since they are violated by both
the contrast and the size of the scattering object. The planar
raster-scanning imaging setup used to acquire the S-parameter
measurements is shown in Fig. 6. It consists of two TEM horn
antennas [41] aligned along each other’s boresight and moving
together in a planar raster fashion. The frequency range is from
3 to 9 GHz with 61 frequency samples. The imaged area is
13 cm × 13 cm with 2-mm spatial sampling step. The VNA
output power is 0 dBm.

The distance from the antennas’ aperture to the inspected
object on the platform is 3 mm. The OUT consists of pure lard
together with a chicken wing embedded in an absorber sheet
of size 20 cm × 20 cm × 1 cm [see Figs. 6 and 7(a)]. It is set
on the 5-mm thick dielectric platform [42]. The RO is chosen
to be an absorber sheet, whereas the CO contains a dielectric
scatterer in the center of the RO [Fig. 7(b)]. The scatterer is
a cylinder 5 mm in diameter and 10 mm high. The averaged
relative permittivities of the objects used in the experiment are
given in Table I.

Reconstruction results obtained with the SPM utilizing the
LQL approximation and the BCCB solver are shown in Fig. 8.
Although the OUT contours are somewhat visible [Fig. 8(a)],
it is seen that the LQL model does not yield meaningful
quantitative results. Moreover, employing (32) to solve the
system Aτ = b with another solver, the conjugate-gradient
with circulant preconditioner (pcg function in MATLAB [43]
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Fig. 5. Quantitative multifrequency images of five-layer OUT obtained
with SPM. (a) Real and (b) imaginary parts of relative permittivity. LQLR
approximation is used.

Fig. 6. Photograph of the setup for the living tissue experiment.

and MATLAB Structured Matrices Toolbox [44]), produces
similar images to those obtained with the BCCB solver.

On the other hand, LQLR approximation is observed to
offer better fidelity of the reconstruction: the contours of the
chicken wing are distinguishable and the quantitative values
are correct (see Fig. 9). Better performance of the LQLR
approximation is expected: the chicken wing is an electrically
large object at the given frequencies. However, we notice
some nonphysical values in the reconstructed images: it is
especially noticeable in the imaginary part of the relative
permittivity [Fig. 9(b)]. Note that these nonphysical values
in the relative complex permittivity distributions for the LQL
(Fig. 8) and LQLR (Fig. 9) approximations are close to each

Fig. 7. Photographs of (a) OUT and (b) CO used in the experiment.

TABLE I

AVERAGED RELATIVE PERMITTIVITIES IN TISSUE EXPERIMENT

Fig. 8. Quantitative multifrequency images obtained with SPM using LQL
approximation. (a) Real and (b) imaginary parts of relative permittivity. BCCB
solver has been used. Only transmission data are processed.

Fig. 9. Quantitative multifrequency images obtained with SPM using LQLR
approximation. (a) Real and (b) imaginary parts of relative permittivity. BCCB
solver has been used. Only transmission data are processed.

other. There are a few possible causes of this problem: 1) the
ill-posed nature of the inversion problem; 2) stochastic noise
and measurement uncertainties present in the raw data; and 3)
violation of the limitations of the forward model. The denois-
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Fig. 10. Quantitative multifrequency images obtained with SPM using
LQLR approximation. (a) Real and (b) imaginary parts of relative permittivity.
Constrained linear least-squares solver has been used. Only transmission data
are processed.

ing algorithm proposed in [39] is instrumental in reducing the
nonphysical values substantially, but it cannot remove them
completely. Therefore, the stochastic noise and measurement
uncertainties alone are not responsible for this problem; it is
rather a combination of different factors. Nonetheless, the most
straightforward way to solve nonphysicality problem can be
to impose the following constraints:{

Re
(
εOUT

(
r′

p

)) ≥ 1

Im
(
εOUT

(
r′

p

)) ≤ 0
, r′ ∈ V ′. (36)

However, this requires the use of another solver (e.g., con-
strained linear least-squares or semidefinite programming),
which might significantly slow down the solution. Recon-
struction example utilizing constrained linear least-squares
solver (lsqlin function in Matlab) is shown in Fig. 10. The
running time in this case is of the order of hours. We observe
better image fidelity in case of the real part of the relative
permittivity compared to that in Fig. 9(a). The imaginary part
does not improve significantly [see Fig. 10(b)].

D. Signal-to-Noise Ratio of Measured Data

The signal-to-noise ratio (SNR) of the measured data has
a significant impact on the reconstruction fidelity. For the
experiment with two dielectric cylinders embedded in absorber
sheets, the SNR ranges from about 10 dB at 3 GHz to 2 dB at
9 GHz as reported in [24]. An alternative way of calculating
the data SNR is presented in [39], which effectively separates
the data at each frequency into two additive components:
signal and noise. The ratio of these components yields the data
SNR. For the two-cylinder example, this method yields similar
data SNR values as those reported in [24]. In the second
experiment, the data SNR changes from about 14 dB at 3 GHz
to 10.5 dB at 9 GHz. Finally, in the tissue experiment, the data
SNR varies from 11 dB at 3 GHz to 7 dB at 9 GHz.

Increasing the number of the independent responses
improves the SPM robustness to noise, i.e., imaging is suc-
cessful with lower data SNR. This is achieved by increasing
the number of the transmitters, the receivers, and the frequency
samples [15], [16], [24]. The improved robustness to noise is
due to the fact that the SPM qualitative maps (matrix b) are,
in essence, plots of the cross correlation of the OUT data
with the system PSF. The cross-correlation peaks at voxels
where scattering occurs. Moreover, with multiple data sets,

Fig. 11. Quantitative multifrequency images obtained with SPM using
LQL approximation. (a) Real and (b) imaginary parts of relative permittivity.
Denoising algorithm along with Gaussian apodization function has been used.

these peaks add coherently. In contrast, at voxels void of
scatterers, the cross-correlation values across the data sets add
incoherently thus enhancing the image SNR.

The denoising algorithm presented in [39] can substantially
mitigate the detrimental effects of stochastic noise. Notably,
the condition number of a system matrix A improves by a
few orders of magnitude. For example, the condition number
of the matrix A under the LQL approximation in the living
tissue example drops from 6 · 108 to 8 · 104.

E. Central-Line Artifact

It is observed that the reconstructed images contain an
artifact in the form of horizontal and vertical lines intersecting
at the center of the image. This artifact occurs when a sampled
signal does not smoothly go down to zero at the edges of the
acquisition aperture. As a result, leakage sidelobes are pro-
duced upon performing a discrete Fourier transform, an effect
known as apodization [45]. Such sidelobes can create ringing
artifacts, which in our case appear as spurious lines at the
center of the reconstructed images. These artifacts are usually
mitigated by multiplying a signal in the spatial domain by a
proper apodization function [46]. In order to demonstrate this
effect, we employ the commonly used Gaussian apodization
function to the reconstruction example affected strongly by
the central-line artifact (see Fig. 8). The resultant images are
presented in Fig. 11. Although the real part of the relative
permittivity in Fig. 11(a) appears worse than that in Fig. 8(a),
it does not contain central-line artifact nor nonphysical values.
Moreover, the imaginary part in Fig. 11(b) is significantly
improved: the OUT contours become visible and the nonphys-
ical values are suppressed. Nevertheless, the LQL model does
not yield satisfactory quantitative images in the tissue example,
which illustrates its limitations.

IV. CONCLUSION

SPM is proposed as a direct-inversion method for fast
quantitative imaging. It accommodates a forward model of
scattering cast either as a linearized Born model or as a
Rytov model. Two key advantages of the SPM compared to
the work reported in [24] are the computational speed and
the reduced area of the calibration scan. These advantages
stem from the PSF coordinate translation implemented in the
Fourier domain, which leads to the system matrix being of
particular mathematical structure, namely, block circulant with
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circulant blocks. This mathematical structure is exploited to
reduce drastically the computational cost.

The calibration strategy currently used by the SPM imposes
limitations. For accurate quantitative results, the permittivity
of a voxel in the OUT must be close to that of the scattering
probe in the CO. Since the permittivity of the scattering probe
is fixed, the quantitative reconstruction of objects with widely
varying permittivity distribution is not likely to be accurate.
Note that the requirement for the OUT permittivity to be close
to that of the scattering probe in the CO measurement is
important for the quantitative accuracy of the imaging method;
it does not affect the accuracy of the target localization
and shape recovery. In order to achieve target-independent
quantitative accuracy, we are currently developing a new
calibration strategy employing a metallic scattering probe.
It uses a theoretical model of scattering proposed in [29].

The Born or the Rytov approximations, which linearize
the forward model, also impose limitations. The LQL
(Born) or LQLR (Rytov) forward models are applica-
ble to weakly scattering object with their respective con-
straints (see [13], [19]). They cannot account for multiple
scattering or mutual coupling, which compromises the recon-
struction in the case of strong scattering. However, due to its
ability to produce quantitative images, the SPM can be used as
a direct-inversion tool within a nonlinear iterative procedure,
e.g., the Born iterative method [19].

The challenging example of living-tissue imaging clearly
demonstrates the limitations of the SPM, although recon-
struction of satisfactory fidelity is achievable due to the fact
that SPM can accommodate the Rytov forward model. The
Rytov model is not limited by the target’s size; therefore, the
LQLR-based SPM is more likely to succeed in the near-field
imaging of large tissue samples.
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