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Online Phase-Noise Estimation in FMCW Radar
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Abstract— The presence of phase noise (PN) severely
deteriorates the sensitivity and range of frequency-modulated
continuous wave radar systems. Thus, characterization and con-
tinuous monitoring of the PN is indispensable, and its estimation
is often employed directly on chip. Although many contributions
investigate methods for PN estimation, almost all of them consider
a continuous-wave (CW) input signal. Differently, in this paper,
we aim to estimate the PN from a linear frequency modulated
continuous wave (FMCW) signal. For that, we propose two
methods utilizing a so-called artificial on-chip target and further
digital signal processing. These methods are evaluated in real-
time and are the first-known solutions to determine PN estimates
during the operation of an FMCW radar transceiver. We prove
our methods with both simulation and measurement results
from a hardware prototype. Further, we present techniques to
efficiently realize the concepts in digital hardware. Finally, we
compare and trade off the proposed methods against computa-
tional complexity and performance. The novel techniques may
be applied to arbitrary input frequencies and bandwidths, and
do not require a reference-clock input.

Index Terms— Delay lines, estimation, millimeter-wave
frequency-modulated continuous wave (FMCW) radar,
monolithic microwave integrated circuits, phase noise (PN).

I. INTRODUCTION

PHASE noise (PN) is the main signal distortion present
in any practical frequency generating circuit. Specifically,

in frequency-modulated continuous-wave (FMCW) radar sys-
tems, it determines the accuracy and sensitivity for object
detection [1], [2]. The PN of the phase-locked loop (PLL)
within a radar chip is typically measured once at production
time to guarantee the anticipated performance. However, with
temperature variation and aging of the device, it may alter in an
unpredictable way. Thus, on-chip PN measurement techniques
are developed.
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Existing on-chip PN estimation concepts rely on a ref-
erence clock and a phase frequency detector [3], [4].
Differently, Ishida et al. [5] propose a jitter-measurement
technique without the need of a reference-clock input.
A phase-shifterless version of the delay-line discrimina-
tor (DLD) method is proposed in [6]. Although PN estima-
tion techniques have, for example, also been proposed for
orthogonal frequency-division multiplexing systems [7], [8],
the majority of these techniques constrain the input signal to
be a continuous-wave (CW) signal. Hence, those techniques
are not applicable to chirp signals used in FMCW radar
systems.

In this paper, we aim to estimate the PN power spectrum
from a linear FMCW input signal. For that, we utilize the
artificial on-chip target (OCT) proposed in [9]. Similar to the
DLD method often used for the spectral estimation of PN,
the on-chip target (OCT) makes use of a delay line. However,
due to the frequency-modulated input signal, the constant 90°
phase shift at the phase detector required by the DLD method
is no longer ensured. Thus, this technique is inappropriate for
an FMCW scheme.

We overcome this issue by employing the OCT and digital
signal processing, carried out with a downconverted and low-
pass filtered version of the OCT output signal. We propose
two different methods to obtain accurate estimates of the
PN power spectral density (PSD).

In the first approach, the residual PN of the downcon-
verted and low-pass filtered OCT signal is extracted. With its
PSD and a frequency-dependent scaling function, the actual
PN PSD is obtained. This first estimation technique will be
referred to as PN estimation in time domain (EMT). The
second approach computes the PSD of the downconverted
and low-pass filtered OCT signal directly. Through time- and
frequency-dependent correction terms, it is converted into the
desired PN PSD. The second estimation technique will be
referred to as PN estimation in frequency domain (EMF).

Both proposed concepts allow for continuous PN estimation
during normal operation of the radar device. Furthermore,
without requiring additional measurement equipment, the
PN can be measured after production as part of the character-
ization procedure.

This paper is an extended version of [10]. Therein, we
provided the theory of the two PN estimation techniques at
a glance together with measurement results. In this paper, we
provide in-depth derivations, propose efficient techniques how
to compute the estimates in digital hardware, compare their

0018-9480 © 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted,
but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



4790 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 64, NO. 12, DECEMBER 2016

Fig. 1. OCT signal path.

computational complexity, and provide additional simulation
and measurement results. For the derivation of the second
estimation technique, we further investigate a more general
estimation problem and propose a simple yet effective solution
to it.

This paper is structured as follows. Section II introduces the
system model with the OCT. Section III proposes the first PN
estimation technique mainly performed in time domain (EMT).
Based on a more generalized estimation problem investigated
in Section IV, the second PN estimation technique (EMF),
carried out holistically in frequency domain, is proposed
in Section V. The two approaches are compared in Section VI
with respect to their computational complexity. After propos-
ing our hardware setup for verification in Section VII, simu-
lation and measurement results are presented in Section VIII
together with an in-depth analysis. Finally, Section IX provides
a discussion and comparison to the existing work.

II. SYSTEM MODEL

A. Derivation of the OCT Intermediate Frequency Signal

The system model with the artificial OCT is shown in
Fig. 1 and described in the following. The linear FMCW signal
generated by a PLL is determined as

s(t) = A cos(2π f0t + πkt2 + � + ϕ(t)) (1)

for t ∈ [0, T ], with the chirp duration T . Further, A is the
transmit amplitude, f0 is the chirp start frequency, k is the
chirp slope, � is a constant initial phase, and ϕ(t) models
the PN. The transmit signal s(t) is fed into the OCT, which
applies delay and gain of τO and AO , respectively. Multiplying
the OCT output with the instantaneous transmit signal and
subsequent low-pass filtering yields the OCT intermediate
frequency (IF) signal as

yO(t) = [AOs(t)s(t − τO)] ∗ hL(t) (2)

=
[

A2 AO

2
cos(2π fB O t + �O + �ϕO(t))

]
∗ hL(t)

(3)

where ∗ denotes the convolution operator and hL(t) is the
impulse response of a low-pass filter (LPF) (ideally assumed),
eliminating the image from the mixing process. Further,
denoting B as the chirp bandwidth, the beat frequency is
identified as

fB O = kτO = B

T
τO (4)

and the constant phase is

�O = 2π f0τO − πkτ 2
O . (5)

Without loss of generality, the bypass path in the block
diagram in Fig. 1, which directly feeds the mixer, is assumed
with zero delay.

B. Low-Pass Filtered Decorrelated Phase Noise

The last signal in (3), �ϕO(t), is of particular significance.
It is the so-called decorrelated phase noise (DPN) defined
as the difference between the instantaneous PN and the
PN delayed by τO , that is, �ϕO(t) = ϕ(t) − ϕ(t − τO).
To further analyze the DPN, we rewrite (3) as

yO(t) =
[

A2 AO

2
cos(2π fB O t + �O) cos(�ϕO(t))

− A2 AO

2
sin(2π fB O t+ �O) sin(�ϕO(t))

]
∗ hL(t).

(6)

Since �ϕO(t) is assumed to be sufficiently small, we can
approximate cos(�ϕO(t)) ≈ 1 and sin(�ϕO(t)) ≈ �ϕO(t),
and thus

yO(t) ≈ A2 AO

2
cos(2π fB Ot + �O)

− A2 AO

2
sin(2π fB Ot + �O)�ϕO L(t). (7)

Note that in this approximation, the random phase �ϕO(t)
is converted into a random amplitude, and is thus affected
by the low-pass filtering. This low-pass filtered DPN can be
written as

�ϕO L(t) = �ϕO(t) ∗ hL(t)

= [ϕ(t) − ϕ(t − τO)] ∗ hL(t). (8)

In this paper, we aim to estimate the PN PSD from
the DPN �ϕO L(t), which is contained in the (measurable)
OCT IF signal yO(t). To highlight the particular issue of this
estimation problem, we give an example of an FMCW radar
system with the state-of-the-art parameters for an automotive
application first.

C. Estimation Constraints by Application

In this example, we assume a chirp bandwidth of
B = 1 GHz and a chirp duration of T = 100 μs. Further,
consider an economically realizable delay for the OCT with
τO = 200 ps [11]. From (4), the resulting beat frequency
becomes fB O = 2 kHz, and thus, for this example, only a
fifth of a full period of the term sin(2π fB Ot + �O) in (7) is
evaluated during the whole chirp duration T . In other words,
only an excerpt of one period of a cyclostationary random
signal is observed.

Despite this constraint, we show that the PN PSD
of the PLL can be estimated from the OCT IF signal.
In Sections III and V, we propose two methods to obtain such
estimates based on the presented system model of the OCT.
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III. PHASE-NOISE ESTIMATION FROM EXTRACTED

DPN OF OCT IF SIGNAL (EMT)

In this first approach, the PN PSD estimation is carried out
mainly in time domain. Still, for completeness, we evaluate
some spectral properties of the DPN first.

A. Spectral Properties of Decorrelated Phase Noise

The autocovariance function of the low-pass filtered DPN
having zero mean is given as

c�ϕOL �ϕOL (u) = E{�ϕO L(t)�ϕO L(t + u)}. (9)

On the other hand, from (8) and the Wiener–Lee relation, we
readily have that

c�ϕOL �ϕOL (u) = c�ϕO �ϕO (u) ∗ chh(u). (10)

Therein, c�ϕO�ϕO (u) and chh(u) are the autocovariance func-
tion of �ϕO(t) and the energy autocorrelation function of the
LPF impulse response hL(t), respectively. For c�ϕO�ϕO (u),
we further have

c�ϕO�ϕO (u) = E{�ϕO(t)�ϕO(t + u)}
= E{ϕ(t)ϕ(t + u)} − E{ϕ(t)ϕ(t + u − τO)}

− E{ϕ(t − τO )ϕ(t + u)}
+ E{ϕ(t − τO )ϕ(t + u − τO )}. (11)

Plugging in the autocovariance function of the PN, which is
cϕϕ(u) = E{ϕ(t)ϕ(t + u)}, (11) can be rewritten as

c�ϕO�ϕO (u) = 2cϕϕ(u) − cϕϕ(u − τO) − cϕϕ(u + τO).

(12)

Then, with the Wiener–Khintchine theorem, the PSD of the
DPN is determined as

S�ϕO�ϕO ( f ) = F{c�ϕO�ϕO (u)}
= 2Sϕϕ( f ) − Sϕϕ( f )(e j2π f τO + e− j2π f τO )

= 2Sϕϕ( f )(1 − cos(2π f τO)) (13)

where F denotes the Fourier transform. This result is also
described in [12].

For the low-pass filtered DPN, we have from (10) that

S�ϕOL �ϕOL ( f ) = S�ϕO �ϕO ( f )|HL( f )|2 (14)

where |HL( f )| is the magnitude response of the LPF. Plugging
in (13), the PSD of the low-pass filtered DPN S�ϕOL �ϕOL ( f )
evaluates to

S�ϕOL �ϕOL ( f ) = 2Sϕϕ( f )|HL( f )|2(1 − cos(2π f τO )). (15)

B. Extraction of the Decorrelated Phase Noise

In (15) we developed a relation between the desired PN PSD
and the PSD of the DPN �ϕO L(t). To obtain the latter
we now extract the DPN in time domain from the OCT IF
signal yO(t), which we will obtain later on from a sampling
device in discrete time. By rearranging (7), the DPN is readily
extracted as

�ϕO L(t) ≈
A2 AO

2 cos(2π fB Ot + �O ) − yO(t)
A2 AO

2 sin(2π fB O t + �O)
. (16)

Fig. 2. PN estimation from extracted DPN.

In (16), the denominator has zeros depending on fB O and �O .
These two parameters are adjusted with the sweep slope k and
the OCT delay τO . The latter is a design parameter, and can,
thus, be chosen to avoid the denominator in (16) to become
zero within the duration of a chirp. In [11], we propose how
to optimally choose the delay τO , such that the ratio between
the power of the DPN and the intrinsic noise contained within
yO(t) is maximized.

C. Phase-Noise Estimation

By rearranging (15), we can readily express the PN PSD as

Sϕϕ( f ) = S�ϕOL �ϕOL ( f )

2|HL( f )|2(1 − cos(2π f τO))
. (17)

This identity relates the PSD of the DPN to that of the
PN. With the known design parameters A, AO , and τO ,
S�ϕOL �ϕOL ( f ) can be obtained by applying a state-of-the-
art PSD estimation of the sampled version of �ϕO L(t)
in (16), and subsequently, the desired PN PSD can be derived
from (17).

At this point, it is important to note that the correction by
|HL( f )|2 above the cutoff frequency is of theoretical interest
only. The PSD estimate S�ϕOL �ϕOL ( f ) will be valid only up
to the cutoff frequency of the LPF in a real-world application.
For higher frequencies, the measurement noise will dominate.

The PN estimation procedure is summarized in the block
diagram in Fig. 2. First, the DPN �ϕO L(t) is extracted from
the OCT IF signal according to (16). Second, the DPN PSD
S�ϕOL �ϕOL ( f ) is estimated. Third, this PSD is converted into
the desired PN power spectrum with the identity from (17).
In the sequel, a practical estimation approach for this technique
is investigated.

D. Practical Estimation Approach

In practice, the OCT IF signal is sampled by an analog to
digital converter (ADC). The extracted DPN from the digitized
OCT IF signal is, based on (16), obtained as

�ϕO L[n] ≈
A2 AO

2 cos(2π fB O nTs + �O ) − yO [n]
A2 AO

2 sin(2π fB O nTs + �O)
(18)

where Ts is the sampling interval and yO [n] is the sam-
pled OCT IF signal. We consider the circuit design para-
meters A, AO , and τO to be known. Thus, also the beat
frequency fB O and the constant phase �O can be determined
from (4) and (5), respectively.

To estimate the PSD of �ϕO L[n], we use Welch’s method.
Although it is a well-known technique, we introduce it briefly,
such that the notation and differences to EMF can be drawn
later on. We split �ϕO L[n] into I overlapping segments of
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length M as �ϕ
(i)
O L[n] = �ϕO L[n + i D], n = 0, . . . , M − 1,

i = 0, . . . , I − 1, where D defines the respective offset and,
thus, the overlap between the segments. Then, with Welch’s
method, we have

Ŝ�ϕOL �ϕOL [k] = 1

I

I−1∑
i=0

Ŝ(i)
�ϕOL �ϕOL

[k] (19)

where the i th segment is computed as

Ŝ(i)
�ϕOL �ϕOL

[k] = 1

MU

∣∣∣∣∣
M−1∑
n=0

�ϕ
(i)
O L [n]wM [n]e− j 2πk

M n

∣∣∣∣∣
2

. (20)

Therein, k is the discrete frequency index, and wM [n] is
the applied window function, having length M and average
power U . Finally, with the result from (17), the PN PSD
becomes

Ŝϕϕ [k] = Ŝ�ϕOL �ϕOL [k]
2|HL[k]|2(1 − cos(2πk/M fsτO))

(21)

where fs is the sampling frequency. Note that we use round
brackets to indicate analog, continuous time PSDs of random
signals, for instance, Sϕϕ( f ). For PSDs of sampled, discrete
time signals, we use square brackets, for instance, Ŝϕϕ [k].
Thus, to obtain a sampled version of the analog PSD Sϕϕ( f )

from Ŝϕϕ [k], a scaling by Ts is required.
The PSD estimate from (19) can be computed efficiently

using the fast Fourier transform (FFT) in (20). Neverthe-
less, EMT requires additional computation steps that can be
avoided. Hence, we will present a method to estimate the
PN PSD, which does not require this extraction process.
It is determined holistically in the frequency domain. Prior to
formulating this method in Section V, we investigate a more
generalized estimation problem in Section IV.

IV. SPECTRAL ESTIMATION OF MODULATED

BAND-LIMITED NOISE

In this section, we consider a more generalized estimation
problem. The result will be applied to the second method to
estimate the PN (EMF) in FMCW radars using the artificial
OCT later on in Section V.

For now, we aim to estimate the PSD Sww( f ) of band-
limited, stationary, and ergodic noise w(t) modulated by a
(slow) time limited sinusoidal as

x(t) = Ax sin(2π fx t + �x )w(t) (22)

where Ax is some amplitude, fx is the frequency, �x is a
constant phase, and w(t) is zero mean stationary and ergodic
band-limited noise. The estimation shall be performed solely
in frequency domain. We assume Ax , fx and �x to be
known.

Note that through the multiplication of the stationary w(t)
with an infinite length sinusoid, the resulting random sig-
nal would become cyclostationary. However, according to
our assumptions, (22) is evaluated for t ∈ [0, T ], with
T < Tx = 1/ fx . Thus, x(t) is just an excerpt of a cyclo-
stationary random signal. This particular estimation problem
is not found in the standard literature.

A. Spectral Estimation

In order to solve the estimation problem at hand, the PSD
of (22) is computed first. The autocovariance function of x(t)
is determined as

cx x(t, u)

= E{x(t)x(t + u)}
= A2

x

4 j2 E

× {[e j (2π f xt+�x ) − e− j (2π fx t+�x )]w(t)

· [e j (2π f x(t+u)+�x) − e− j (2π f x(t+u)+�x )]w(t + u)}
= A2

x

4
cww(u)[e j2π fxu + e− j2π fx u − e j (4π f x t+2�x )e j2π fxu

− e− j (4π f x t+2�x )e− j2π fxu] (23)

where cww(u) is the autocovariance function of the noise w(t).
Note that within the last two summands in the last step,
the terms e± j (4π f x t+2�x ) do not depend on u. To obtain the
(time variant) PSD of x(t), we compute the Fourier transform
of (23), which is

Sx x( f, t) = A2
x

4
[Sww( f − fx ) + Sww( f + fx )

− Sww( f − fx )e
j (4π f x t+2�x )

− Sww( f + fx )e
− j (4π f x t+2�x )]. (24)

To further simplify this equation, we assume the frequency fx

to be negligibly small. This assumption will also hold true for
our particular application of estimating the PN in an FMCW
transceiver. We therefore approximate

Sww( f ) ≈ Sww( f − fx ) ≈ Sww( f + fx ) (25)

and thus

Sx x( f, t) ≈ A2
x

4
[2Sww( f ) − 2Sww( f ) cos(4π fx t + 2�x )]

= A2
x

2
Sww( f )γx(t) (26)

with the correction term

γx(t) = 1 − cos(4π fx t + 2�x) (27)

which is evaluated for t ∈ [0, T ]. Finally, solving (26) for
Sww( f ) yields

Sww( f ) ≈ 2Sx x( f, t)

A2
xγx(t)

. (28)

It is important to note that Sww( f ), the PSD of a stationary
random process, is obtained from the PSD of the excerpt of
a cyclostationary signal. To compensate for this cyclostation-
arity, and thus for the time dependence within Sx x( f, t), the
correction term γx(t) is applied. However, in practice, it is not
feasible to obtain the PSD Sx x ( f, t) for every time t , which
could theoretically be obtained from an ensemble average of
a statistically sufficient amount of realizations of x(t). We
therefore seek for a practically feasible way to evaluate (28).
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Fig. 3. Schematic of the estimation procedure. For better visualization,
no overlap (D = M) is assumed.

B. Practical Estimation Approach

The discrete time version of x(t) in (22) is given as

x[n] = Ax sin(2π fx nTs + �x )w[n] (29)

where n is the discrete time index and Ts is the sampling
interval. The noise is assumed to be band-limited such that
aliasing is avoided.

To estimate the PSD of x[n], it is split into I overlapping
segments of length M with x (i)[n] = x[n + i D] as carried
out in Section III-D as well. According to Welch’s method,
each segment is multiplied with a window function wM [n]
before the PSD of the segment is computed using the FFT.
To compensate for the nonstationarity of x[n], we scale each
segment with the correction term introduced in (27). Hence,
based on (28), the PSD estimate of w[n] evaluates to

Ŝww[k] = 2

I A2
x

I−1∑
i=0

Ŝ(i)
x x [k]
γ

(i)
x

(30)

with the PSD of the i th segment

Ŝ(i)
x x [k] = 1

MU

∣∣∣∣∣
M−1∑
n=0

x (i)[n]wM [n]e− j 2πk
M n

∣∣∣∣∣
2

. (31)

Further, the correction term is

γ (i)
x = 1 − cos

[
4π fx

(
i D + M − 1

2

)
Ts + 2�x

]
(32)

which is evaluated at the center of the window of the i th
segment.

Note again that due to the scaling with γ
(i)
x , the nonsta-

tionarity of x[n] is compensated. Thus, the segments can be
averaged and also the time index i omitted on the left-hand
side of (30). The smaller the segment length is chosen, the
more accurate the correction is.

The overall estimation procedure is schematically repre-
sented in Fig. 3 with no overlap of the segments for better
visualization. From a computational complexity point of view,
it is interesting to note that the Welch estimate is simply
extended by the scaling with γ

(i)
x . Hence, computation of

Fig. 4. Top: exemplary modulated WGN signal as well as the sinusoidal
without noise. Bottom: continuous correction function together with discrete
correction terms γ

(i)
x .

Fig. 5. Directly estimated PSD from w[n], and the same estimated from x[n].

the PSD in (30) comes with almost no additional complexity
compared with a conventional Welch PSD estimation.

C. Example

Consider an example with Ax = 1, fx = 2 kHz, and
�x = 0.31. The noise w[n] is WGN with zero mean and
variance σ 2

w = 0.25. Evaluating x[n] from (29) for n ∈
{0, 1, . . . , 1999} with fs = 1/Ts = 10 MHz yields the signal
depicted in Fig. 4 (top).

For the PSD estimation, we use M = 400 and D = 200. The
resulting continuous correction function as well as the discrete
correction terms γ

(i)
x are depicted in Fig. 4 (bottom). The

estimated PSD of w[n] with the proposed method is depicted
in Fig. 5. As a reference, the true Welch PSD from w[n] is
provided.

It can be seen that the estimate delivers an almost perfect
match to the reference. A slight estimation error occurs due to
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the approximation in (25). Further, also the segment length
M determines the estimation accuracy. It decreases with
increasing M as a single correction value γ

(i)
x is used for

scaling of the PSD estimate of one segment.

D. Discussion

In this section, a new technique for the estimation of the
average PSD of a cyclostationary random process, which is
observable for an excerpt of its period only, was derived.
A different and more general version of this estimation
problem is often found in practice, when a sufficiently long
sequence of the signal can be observed. Then, the PSD estima-
tion is carried out over several periods of the cyclostationary
process. As an example, for pulse amplitude modulated (PAM)
signals in communications, one or more full symbol periods
are typically regarded to estimate their PSD [13]. In such
cases, also phase-randomization procedures are applied to
obtain a PSD describing the average behavior [14].

Anyhow, it is important to note that, with a proper signal
model at hand, our estimation technique may be applied
also in other fields. For instance, in audio signal processing,
where, for simplification, speech is often assumed to be short-
term stationary, our technique may yield improved results for
spectral estimation [15]. In the sequel, the proposed estimation
technique will be applied to the PN estimation problem
at hand.

V. PHASE-NOISE ESTIMATION FROM ON-CHIP

TARGET IF SIGNAL (EMF)

With the findings of the previous section, we now propose
a second approach to perform the PN PSD estimation. This
approach performs the estimation solely from the PSD of the
OCT IF signal. In contrast to EMT, it does not require the
DPN extraction process in time domain.

We reconsider the approximation of the OCT IF signal
from (7)

yO(t) ≈ A2 AO

2
cos(2π fB Ot + �O)︸ ︷︷ ︸

yO1(t)

− A2 AO

2
sin(2π fB Ot + �O)�ϕO L(t)︸ ︷︷ ︸

yO2(t)

. (33)

The signal of interest is the PSD of the PN contained within
�ϕO L(t). To proceed, we compute the PSD of (33). Since
the DPN is assumed to have zero mean, the autocovariance
function of yO(t) is

cyO yO (t, u) = E{yO(t)yO(t + u)}
= yO1(t)yO1(t + u)︸ ︷︷ ︸

cyO1 yO1 (t,u)

+ E{yO2(t)yO2(t + u)}︸ ︷︷ ︸
cyO2 yO2 (t,u)

.

(34)

It will become clear later on that the deterministic part
cyO1 yO1(t, u) immediately follows from the stochastic part
cyO2 yO2(t, u). Thus, we investigate the latter first.

Fig. 6. Direct PN estimation from OCT IF signal in frequency domain.

A. Stochastic Part

The signal yO2(t) represents an excerpt of a cyclostation-
ary random signal, since, in our particular example, (33) is
evaluated for t ∈ [0, T ], with T < 1/ fB O . Nonetheless, to
obtain its power spectrum, we may apply the findings from
Section IV as yO2(t) is in the form of (22). From (26), its
PSD immediately follows to:

SyO2 yO2( f, t) ≈ (A2 AO )2

8
S�ϕOL �ϕOL ( f )γ2(t) (35)

with

γ2(t) = 1 − cos (4π fB Ot + 2�O) . (36)

Note that in (35), we used the same approximation as in (25).
By further applying (15), (35) evaluates to

SyO2 yO2( f, t) ≈ (A2 AO)2

4
Sϕϕ( f )|HL( f )|2

· [1 − cos (2π f τO )] γ2(t) (37)

expressing the PN PSD we aim to estimate.

B. Deterministic Part

The deterministic part in (33) is given by yO1(t). With a
similar derivation as carried out in Section IV-A, it can be
easily shown that the PSD of yO1(t) is

SyO1 yO1( f, t) ≈ (A2 AO)2

8
δ( f )γ1(t) (38)

with

γ1(t) = [1 + cos(4π fB O t + 2�O)] (39)

and δ(·) being the Dirac delta function.

C. Phase-Noise Estimation

With the results from the previous sections, we can now
determine the PN PSD. Based on (34), we have that

SyO yO ( f, t) = SyO1 yO1( f, t) + SyO2 yO2( f, t). (40)

Finally, with (37), we can express the desired PN PSD as

Sϕϕ( f ) ≈ 4[SyO yO ( f, t) − SyO1 yO1( f, t)]
(A2 AO)2|HL( f )|2[1 − cos(2π f τO )]γ2(t)

. (41)

As indicated, SyO yO ( f, t) and SyO1 yO1( f, t) are time-
dependent PSDs. However, equivalent to the earlier discussion,
the correction terms γ1(t) and γ2(t) compensate for the
nonstationarity.

The simplified estimation procedure is summarized in the
block diagram in Fig. 6. First, the PSD of the OCT IF
signal SyO yO ( f, t) is estimated. Second, the time dependence
is compensated by the correction terms, and, together with the
other manipulations in (41), the desired PN power spectrum
is obtained. In the sequel, a practical estimation approach for
this technique is investigated.
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TABLE I

COMPUTATIONAL COMPLEXITY FOR THE PN ESTIMATION FROM �ϕO L (t) (EMT) OVER ONE CHIRP

TABLE II

COMPUTATIONAL COMPLEXITY FOR THE PN ESTIMATION FROM yO (t) IN THE FREQUENCY DOMAIN (EMF) OVER ONE CHIRP

D. Practical Estimation Approach

To determine the PN, we aim to approximate (41). We
start by estimating the PSD of yO(t), whose discretized
signal yO [n] is retrieved from the ADC. Analogous to the
estimation in (31), we split this signal into I overlapping
segments of length M with y(i)

O [n] = yO [n + i D] and estimate
its PSD using Welch’s method as

Ŝ(i)
yO yO

[k] = 1

MU

∣∣∣∣∣
M−1∑
n=0

y(i)
O [n]wM [n]e− j 2πk

M n

∣∣∣∣∣
2

. (42)

Next, we compute the deterministic PSD of yO1[n], which
can be precomputed. We incorporate the window function
through the convolution with the Dirac impulse in (38). In fact,
the peak in the power spectrum is spread by the magnitude
response |WM [k]| of the window function as

S(i)
yO1 yO1,W [k] = (A2 AO)2

8
|WM [k]|2γ (i)

1 . (43)

For example, |WM [k]| for the often used Hann window is
defined in [16]. From (39), the correction term γ

(i)
1 becomes

γ
(i)
1 =

[
1 + cos

(
4π fB O

(
i D + M − 1

2

)
Ts + 2�O

)]

(44)

which is evaluated at the center of the window of the i th seg-
ment. Clearly, the deterministic PSD S(i)

yO1 yO1,W [k] from (43)

can be stored up to the scaling factor γ
(i)
1 in a lookup table

with the known design parameters A and AO .

The final averaging and scaling step to obtain the
PN estimate is

Ŝϕϕ[k] = 4

I (A2 AO)2|HL[k]|2 [1 − cos (2πk/M fsτO )]

·
I−1∑
i=0

Ŝ(i)
yO yO [k] − S(i)

yO1 yO1,W
[k]

γ
(i)
2

. (45)

Note once again that we compensate for the nonstationarity
by scaling with γ

(i)
2 determined as

γ
(i)
2 =

[
1 − cos

(
4π fB O

(
i D + M − 1

2

)
Ts + 2�O

)]
.

(46)

Thus, we may average over all I segments and omit the time
index i on the left-hand side of (45).

VI. COMPUTATIONAL COMPLEXITY

In Section III and Section V, EMT and EMF have been
proposed to obtain PN PSD estimates using the OCT. This
section compares the two estimation methods with respect
to computational complexity and memory requirements. The
analysis is done based on the fundamental operations of
EMT and EMF, shown in Figs. 2 and 6, respectively. The
required multiplications, additions, as well as ROM bits are
provided in Tables I and II for the two algorithms. The amount
of required operations and ROM bits for each computation
step are determined from the equation(s) that are listed in the
rightmost column within the tables. Further, the asymptotic
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complexity is given in the last row for each of the tables using
the O-Notation.

Since we target a full-custom implementation of our
PN estimation techniques in an integrated circuit (IC), we now
make a few assumptions about the implementation. These are
required in order to be able to analyze and compare them
in more detail. For the DPN extraction (EMT), we utilize the
coordinate rotation digital computer (CORDIC) algorithm. It is
highly beneficial to this purpose, since the arguments within
the sin(·) and cos(·) terms in (16) are identical. It allows both
sinusoids to be retrieved with a single CORDIC instance at
every discrete time step. In Table I, ADDCORDIC represents
the number of additions required for a whole CORDIC rota-
tion. Further, a phase increment is required from outside the
CORDIC together with a multiplication for the scaling. The
ROM bit width is denoted by Nb . For the analysis carried
out in this paper, we assume a CORDIC implementation
with 12 iterations and three additions for each microrotation.
This results in ADDCORDIC = 36 additions required for
each CORDIC rotation. Finally, note that for computation of
the FFT, complex multiplications are required. Even if there is
some potential for optimization here, we consider a complex
multiplication to be realized with four real multiplications and
two additions.

From Tables I and II it can be deduced that the PSD
estimation step has equivalent complexity for both EMT and
EMF. The essential difference is the DPN extraction in time
domain for EMT and the DPN correction in frequency domain
for EMF. In contrast to the EMT, the DPN correction is
performed fully in the frequency domain within the EMF.
Consequently, signal processing is done solely on the M
discrete frequency indices rather than at all T fs samples in
time domain. This becomes particularly obvious by comparing
the asymptotic complexity of the two algorithms.

To further evaluate this, we compute the exact computa-
tional complexity for varying sampling frequencies fs , since,
as will turn out later on, the sampling frequency is an impor-
tant parameter for our PN estimation techniques. The chirp
duration T is held constant, such that, actually, the number of
samples to be processed alters with fs . For the complexity
analysis, we consider an FFT length of M = 1000, the
segment overlap for the Welch PSD estimation with 50%, and
the chirp duration T = 500 μs (the same parameters will be
used for comparison of simulation and measurement results in
Section VIII). Further, the used ROM bit width is Nb = 16.
The resulting number of multiplications, additions, and ROM
bits are shown in Fig. 7. It is observed that the number of
multiplications is fairly equal to for both of the algorithms.
However, the number of additions and the required memory
completely differs. While for EMT the number of additions is
almost twice as high as for EMF, it is the other way round
for the required memory. However, considering the absolute
numbers, overall, we consider EMF to be computationally
slightly less expensive than EMT.

VII. EXPERIMENTAL HARDWARE SETUP

In this section, we present our hardware setup, which will be
used later on to verify our proposed PN estimation methods.

Fig. 7. Computational complexity and memory requirements of
EMT and EMF against the sampling frequency fs .

A block diagram of the hardware setup is provided in Fig. 8.
For the generation of the FMCW signal, we utilize the
Analog Devices EV-ADF4159EB1Z evaluation board. It inte-
grates the ADF4159 fractional-N frequency synthesizer and a
voltage-controlled oscillator (VCO) capable to generate output
signals between 11.4 and 12.8 GHz. The chirp parameters
( f0, B, T ) are configured through a USB interface. As input
to the ADF4159, a 20 − MHz external reference is supplied.
The output signal power of the VCO is 3 dBm.

As shown in Fig. 8, the VCO output signal is amplified
by a power amplifier (PA) to 18 dBm. This is required, since
we use a passive mixer later on. The amplified VCO output
signal is then split into two paths with a Wilkinson divider.
The first path is fed directly into the local oscillator (LO) port
of the passive mixer. The second is fed into the OCT, which
is modeled with a coaxial cable. Its output is connected to the
radio frequency (RF) port of the passive mixer. The used cable
length is 10.2 cm. Together with a relative dielectric constant
εr = 2.25, the delay becomes τO = 507 ps. The IF output
signal of the mixer is low-pass filtered and sampled with a
scope subsequently. The digital signal processing part with
the two PN estimation methods is carried out in MATLAB.
A picture of the hardware prototype is shown in Fig. 9, and
the complete lab setup is presented in Fig. 10.

To measure the reference PN power spectrum, we
temporarily configure the ADF4159 to output a continuous
wave (CW) signal. Then, we measure the PN PSD with a
spectrum analyzer with PN measurement capability. This is
indicated by the dashed line in Fig. 8.

VIII. SIMULATION AND MEASUREMENT RESULTS

A. System Parameters

The FMCW system parameters are equivalent for both
simulations and measurements, and are chosen as follows.
The chirp start frequency, bandwidth, and duration are
f0 = 11.8 GHz, B = 200 MHz, and T = 500 μs, respectively.
The two PN estimation methods EMT and EMF are applied
to the low-pass filtered OCT IF signals (cutoff frequency
fc = 10 MHz), which are sampled with fs = 20 MHz. The
Welch PSD estimates are carried out with an FFT length of
M = 1000 and D = 500 (50% overlap between the segments).
For generation of the PN within the simulation, the reference
PN PSD was used. This reference PN was determined as the
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Fig. 8. Block diagram of the experimental hardware setup.

Fig. 9. Photograph of the experimental hardware setup.

Fig. 10. Lab setup depicting the hardware prototype, the power supply,
the signal generator (reference input for the PLL), the spectrum analyzer for
measurement of the reference PN, and the scope. The proposed algorithms
are applied to the sampled data from the scope.

average between the PN PSDs measured from CW signals
at the carrier frequencies 11.8, 11.9, and 12.0 GHz with the
spectrum analyzer. We observed that the PN slightly varied for
these measurements, and thus, to provide a fair comparison,
we averaged among all of them to obtain the reference.
At this point, we would also like to highlight that our two

Fig. 11. Estimated and true PLL PN power spectrum (simulated and
measured) using EMT. The PSD estimation is averaged over eight chirps.

Fig. 12. Estimated and true PLL PN power spectrum (simulated and
measured) using EMF. The PSD estimation is averaged over eight chirps.

estimation methods inherently deliver an average PSD of the
PN over the entire bandwidth of the chirp.

B. Performance Analysis

The reference PN PSD and the resulting PN estimates for
EMT and EMF are provided in Figs. 11 and 12, respec-
tively. In each of the figures, the simulation and measurement
results are compared. It is observed that for high frequencies,
EMT and EMF (for both simulation and measurement) almost
perfectly match the reference PN PSD. The individual mis-
matches are explained in the sequel.
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Fig. 13. Expected DPN PSD obtained from the reference PN, PSD of
extracted DPN from the OCT IF signal, and scope (ADC) noise floor.

First, it is important to mention that the measured
OCT IF signal is far from a perfect sinusoidal due to hardware
impairments. Thus, for both EMT and EMF, unavoidable esti-
mation errors at small offset frequencies in the kilohertz range
with comparably large amplitude occur. For the EMT, this
can be observed intuitively by evaluating the DPN extraction
in (18), as the subtracted cosine differs from yO [n]. To clarify
this further, we depict the PSD of the extracted DPN from the
measured OCT IF signal yO [n], the expected DPN, and the
scope noise floor in Fig. 13. The expected DPN is obtained
according to (13) together with the (measured) reference
PN PSD. For frequencies below 150 kHz, the expected and
extracted DPN completely diverge due to the residual low fre-
quency components. Obviously, this falsifies the PN estimates
for small offset frequencies. Further interesting insights are
revealed by comparing the estimates from the measured data
to the simulation results. While the EMT from simulations
achieves almost perfect estimation over the entire frequency
range, the EMF performs worse for small offset frequencies.
As mentioned already, this is due to the approximation in (25).
Possibilities to improve this estimation will be presented
in Section VIII-C.

For large offset frequencies in the MHz-range, it is observed
that both EMT and EMF based on the simulations perfectly
estimate the reference PN up to the cutoff frequency of the
LPF. The estimates based on the measured data, however,
deviate from the reference PN from 4 MHz upward. The
reason for this is again delineated in Fig. 13. Therein, it is
observed that for frequencies beyond 4 MHz, the expected
DPN PSD is below the noise floor of the oscilloscope. Thus,
for the estimation based on the measured data, both methods
cannot recover the true PN for these offset frequencies.

From this analysis, it becomes clear that the DPN PSD
highly depends on the PN of the PLL. Further, the OCT time
delay and insertion loss severely affect the DPN extraction
process. In this paper, we consider the noise floor of the signals
in the analog domain, which is defined by the VCO output, the
PA, and the mixer, to stay below the noise floor of the scope.
By using the passive mixer in our hardware prototype, this is
easily achieved. In [11], we show how to realize the OCT,
such that the DPN extraction is optimized.

In conclusion, it is observed that EMT and EMF perform
almost equivalently, except for small offset frequencies. Note,

Fig. 14. Estimated and true PLL PN power spectrum (measured) using
EMT and EMF. The sampling frequency of the OCT IF signal is reduced
to fs = 5 MHz, which allows for more accurate estimates at small offset
frequencies.

however, that the frequency axis is logarithmic in all the
plots in this paper. On a linear frequency axis, it becomes
clear that the differences between the algorithms are actually
marginal. Still, since, specifically for PN PSDs, the values at
low offset frequencies are of interest; we show how to improve
the estimation at low-frequency offsets in the sequel.

C. Improvement of Estimation at Small Offset Frequencies

As mentioned already, the measured OCT IF signal is
not perfectly sinusoidal. Thus, both EMT and EMF con-
tain residual low frequency components with comparably
large amplitude in the final estimates. These signal compo-
nents could, of course, be eliminated with a high-pass filter.
However, depending on the frequency response of this filter,
the PN estimates would be falsified. We thus present a different
approach to increase the resolution at small offset frequencies.

Through the windowing, which is carried out as part of the
PSD estimation, these residual low frequencies are spread out
in the frequency domain. In terms of shape, the used Hann
window turned out to be a good choice for our method as
it possesses a narrow main lobe. Thus, to notably reduce the
windowing impact, the actual length of the window in absolute
time is required to be increased. Obviously, this is achieved
with a larger FFT, which is not desired as it leads to a massive
complexity increase. Instead, we suggest to lower the sampling
rate fs , which also yields a longer window in absolute time.

To show the effectiveness of this countermeasure, we sam-
pled the data from our hardware prototype with fs = 5 MHz,
which is a quarter of the 20 MHz used earlier on. Along with
this, the main lobe of the Hann window becomes narrowed by
a factor of 4, hence diminishing the impact of the unavoidable
errors induced at low frequencies. The resulting PN estimates
are shown in Fig. 14 for EMT and EMF. By comparing the
results to Fig. 11 and Fig. 12, it is observed that the estimates
now coincide with the reference PN down to 150 kHz. Further,
EMF now achieves almost the same estimation result as EMT,
as the approximation from (25) has less influence. Note that
the peaks at 200 and 400 kHz, induced by impairments in
our hardware setup, become more visible due to the higher
frequency resolution.
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TABLE III

COMPARISON TO EXISTING PN ESTIMATION TECHNIQUES

Fig. 15. Estimated and true PLL PN power spectrum using EMT (simulated)
for various chirp bandwidths.

Clearly, this simple, yet effective countermeasure of reduc-
ing the sampling frequency also has a drawback. Since the
estimation is possible only up to fs/2, the measurement range
is reduced. However, as altering the sampling frequency in
a real-world application is easy, the PN can be successively
obtained first for low offset frequencies (small fs ), and sub-
sequently for high offset frequencies (large fs ).

D. PN Estimation for Higher Bandwidths

Up to here, the PN estimation has been carried out for a
fixed bandwidth of B = 200 MHz only. However, the proposed
PN estimation can be applied to higher bandwidths as well.
This is shown in Fig. 15 for EMT based on simulations for
chirp bandwidths of B = 200 MHz, B = 500 MHz, and
B = 1 GHz. For each of the configurations, we optimized
the OCT parameters according to [11]. It is observed that
the PN estimates almost perfectly coincide for all bandwidths,
and there are solely small deviations at the first three discrete
frequency bins. Overall, however, the reference PN PSD is
matched very well for all used bandwidths.

IX. DISCUSSION

To the best of our knowledge, the proposed methods are
the first known solutions, enabling PN estimation from a linear

FMCW signal. Although existing works presenting on-chip PN
estimation techniques most commonly consider a CW input
signal, we briefly carry out a comparison to such.

In Table III, an overview of existing work [3]–[6] is pro-
vided together with our proposed methods. It can be deduced
that EMT and EMF exceed existing work with respect to the
maximum frequency, and are able to estimate PN in similar
offset frequency ranges. As for most of the others, no reference
input is required. For performance comparison, we take up the
idea from [5], and compute the relative error to the reference
PN. In particular, we determined such by first averaging over
individual PN estimates from eight chirps for each discrete
frequency bin. The resulting errors are then averaged over all
these bins for the frequency range given in Table III. Based on
the measurements, both EMT and EMF feature an excellent
average error of 2.4% and 3.5%, respectively.

X. CONCLUSION

In this paper, two concepts to obtain the PN power spectrum
from a linear FMCW input signal are presented. We put
emphasis on efficient realizations of the concepts in digi-
tal hardware and compared their computational complexity.
Simulation and measurement results show that EMT, com-
puted mainly in time domain, reveals excellent estimation per-
formance at the cost of slightly higher complexity. Conversely,
EMF, carried out mainly in frequency domain, persuades with
lower computational effort at the cost of a slightly worse esti-
mation performance for low offset frequencies. Both concepts
enable PN estimation simultaneously to normal operation of
an FMCW radar transceiver.
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