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Abstract— Super-regenerative oscillators (SROs), based on the
switching of an oscillator, enable a high-gain amplification with
the advantages of low cost, compact size, and low consumption.
These advantages come at the expense of a complex operation,
which, in addition to the timescale of the oscillation, involves
the timescale of the quench signal. Most previous works describe
the SRO with idealized models of the SROs of the Van der Pol
type or numerical models valid only under certain conditions.
This work presents a new outer tier semianalytical model that
accounts for the two timescales by means of a two-band nonlinear
formulation. Unlike previous approaches, the new model can
predict the dynamic effects associated with the circuit elements
in the band of the quench signal. The new formulation identifies
the baseband component that determines the oscillator stability
properties under the variation of the quench frequency; thus,
it provides useful insight into the switched oscillator behavior.
The parameters of the two-band model are easily extracted from
harmonic balance. The model can be used for a system-level
description of the SRO since it can efficiently predict its response
under arbitrary input modulations and choices of the frequency
and shape of the quench signal. The developed model will be
validated through its application to an SRO at 2.8 GHz, which
has been manufactured and experimentally characterized.

Index Terms— Envelope transient, harmonic balance, nonlin-
ear model, super-regenerative oscillators (SROs).

I. INTRODUCTION

SUPER-REGENERATIVE oscillators (SROs), switched on
and off by a quench signal, take advantage of the

exponential growth of the oscillation amplitude during the
startup to enable a high-gain amplification [1], [2], [3].
SROs can track modulations in amplitude, frequency, and
phase [4], [5], [6], [7]; thus, they may be applied to replace
amplifier chains, with the advantages of low cost, compact
size, and low consumption, since they are based on a single
oscillator element. On the other hand, the works [3], [8],
and [9] proposed the application of the switched oscillator
for active transponders, making use of the quench signal
to modulate the response signal to a frequency modulated
continuos wave (FMCW) input. More recently, they have
been applied for the implementation of vital sign radar sen-
sors [10], [11], [12] with the advantages of high sensitivity
and dc offset and null-point immunity.
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The quench signal of the SRO (with a much lower fre-
quency than the oscillation) shifts the dominant pair of
complex-conjugate poles at the oscillation frequency to the
right-hand side (RHS) of the complex plane and back to the
left-hand side (LHS) [2]. The oscillation amplitude grows as
long as the dominant poles are in the RHS and is extinguished
when they shift to the LHS [2]. To obtain the expected
high gain, the frequency of the input signal must be close
to the oscillation frequency [1], [2]. The oscillation may be
quenched before reaching the nonlinear stage of the transient
(linear operation) or after the nonlinear stage or the saturated
amplitude is reached (nonlinear operation) [2], [13]. On the
other hand, depending on the frequency of the quench signal,
one may have a frozen or nonfrozen behavior [14], [15]. In the
first case, obtained for the lower quench-signal frequencies, the
system response is independent of this quench frequency, i.e.,
when normalizing the time to the quench-signal period, one
obtains identical waveforms. In the second (nonfrozen) case,
the response exhibits qualitative differences depending on the
quench frequency. As a limit case, from a certain value of
the quench-signal period, the oscillation will not have time
to reach a significant amplitude before it is quenched again.
As gathered from the above descriptions, the compactness of
SROs comes at the expense of a complex operation, which,
in addition to the timescale of the oscillation, involves the
timescale of the quench signal.

In most previous works, the oscillator is modeled in a
simplified manner with an RLC resonator and a single non-
linear element, often a cubic nonlinearity. This kind of model
has enabled the thorough investigations of the SRO operation
modes presented in the seminal works [2], [13]. However,
in most cases, it will not enable a realistic prediction of
the dynamics of transistor-based oscillators. To address this
limitation, Hernández and Suarez [16], which focuses on
SROs in linear mode, present a black-box model applicable to
circuits with arbitrary topologies. It is based on the extraction
of a linear-time-variant (LTV) transfer function from circuit-
level envelope-transient simulations [17], [18]. This function
is extracted (under a given quench signal) by considering
a small-signal input whose frequency is varied in a certain
band about the oscillation frequency. This is done by per-
forming an envelope transient simulation at each frequency
step. An integral expression [14], [16], based on the extracted
LTV transfer function, provides the SRO response to any
arbitrarily modulated small-signal input. In [19], the model
was extended to the nonlinear operation mode by making
use of the time-variant single-kernel [20] Volterra model of
the SRO in the envelope domain. The resulting nonlinear
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model was only applicable under certain constraints in the
modulation of the input signal. In addition, a fundamental
limitation of both the linear and nonlinear LTV models comes
from the fact that they are derived for a particular quench
signal; thus, they should be re-extracted under any variation
of this signal. To generalize the analysis, Sancho et al. [21]
propose a compact semianalytical formulation in the envelope
domain, which is based on an outer tier description of the
system at the oscillation frequency. It describes the system
in both linear and nonlinear operations, and its parameters are
obtained only once, from a single harmonic balance (HB). This
is because the RF signal and the quench signal are taken as
inputs of the formulation. Thus, unlike the black-box models
in [16] and [19], this formulation is valid under any quench
signal. However, the formulation in [21] suffers from an
incomplete description of dynamic effects since the reduced-
order envelope-domain formulation is written at the oscillation
frequency only, disregarding the impact of the oscillator cir-
cuitry at the quench-signal frequency.

In this work, we present a two-band outer tier model of
SROs in the envelope domain, which accounts for the oscil-
lator circuitry at the oscillation band and at the quench-signal
band. Its elements are easily extracted from HB by making
use of two independent excitations in the two different bands.
As will be shown, the new formulation provides useful insight
into the switched oscillator behavior. This is because it enables
the identification of the baseband component that determines
the oscillator stability properties under the variation of the
quench frequency. When increasing the quench frequency,
this baseband component becomes attenuated and delayed
with respect to the quench signal, which explains dynamic
effects that cannot be predicted with previous models [21].
The model can be used for a system-level description of the
SRO since it can efficiently predict its response under arbitrary
input modulations and choices of the frequency and shape
of the quench signal. The developed model will be validated
through its application to an SRO at 2.8 GHz, which has been
manufactured and experimentally characterized.

This article is organized as follows. Section II presents
the new two-band model in the envelope domain, together
with the procedure for the extraction of the model functions.
Section III describes the application of the model to a FET-
based SRO, considering different kinds of quench signals.
Finally, Section IV presents the experimental results.

II. TWO-BAND MODEL IN THE ENVELOPE DOMAIN

A conceptual schematic of the SRO with its key signals
is presented in Fig. 1. It is based on a suitably designed
oscillator that, at a (representative) bias voltage Vq, oscillates
at the frequency fo. For the SRO operation, this bias voltage
is replaced by a quench voltage source vq(t) [2], which will
switch the oscillation on and off. The signal to be amplified is
the RF input at a carrier frequency fp, close to the oscillation
frequency. In the “on” intervals of the quench signal, the
oscillation grows from an initial condition that depends on
the RF signal; as soon as vq(t) gets into the off interval, the
oscillation decays, which gives rise to an output signal with
a pulsed envelope (Fig. 1). In the following, we will derive a

formulation considering both the baseband and the oscillation
band; it will depart from the circuit-level HB formulation
that describes the oscillator under a dc bias voltage. The
formulation will be derived by first applying the implicit func-
tion theorem [22] and then introducing a slow timescale that
will account for the effect of the quench signal and possible
modulations. The procedure to extract the model parameters
from standard HB simulations will also be described.

A. Static Two-Band Model

We will initially formulate the circuit in static conditions,
i.e., with the quench voltage set to a dc value vq = Vq ∈ 3q,
where 3q is the voltage interval covered by vq(t) during the
SRO operation. In single-tone HB, the circuit state variables
x(t) = (x1, . . . , xd)

t
∈ Rd are expressed in a periodic Fourier

basis with fundamental frequency ωp = 2π fp. Applying the
modified nodal approach [22], [23], [24], the HB system is
derived by equating to zero the total current flowing into each
node

F(X) + D(ωp)Q(X) + H
(
ωp

)
X + E = 0 (1)

where the vectors X , F , Q, and E contain the harmonic
components of the circuit state variables, the sums of resistive
currents (that enter each node) and loop voltages, the linear
and nonlinear charges and fluxes of the circuit, and the input
generators, respectively. The vector E will contain the input
signal and the bias voltages, including Vq. On the other
hand, the diagonal matrix D(ωp) multiplies by jkωp each kth
harmonic component in Q, and the matrix H(ωp) contains
transfer functions associated with the distributed elements.

In the following, we will obtain an outer tier formulation
with two observation nodes, one for the baseband and the other
for the oscillation band, which may be defined at different
circuit locations. To derive this formulation, we will consider
the schematic in Fig. 2, in which the circuit is divided into a
linear network and a nonlinear network. The quench signal
is placed at the input of the linear network, whereas the
output node of this network is directly connected to one of
the terminals of the active device(s). This transistor terminal,
with voltage vT(t), will constitute the baseband observation
node. From this node, the currents entering the linear and
nonlinear networks are called iL(t) and iT(t), respectively. The
nonlinear network contains all the rest of the nonlinear and
linear elements, including the output passive linear circuitry.
The observation node at the oscillation band is defined at
the output of the nonlinear network. It agrees with the one
where the SRO output signal is obtained, with the voltage
vout(t). The current iout(t) entering this node will also be
considered in the formulation. Finally, the RF input source
vRF(t) = Vpcos(ωpt + ϕ) maybe included indistinctly in the
linear or nonlinear network.

The two-band formulation will be derived from the appli-
cation of Kirchhoff’s current law (KCL) at dc and the
fundamental frequency at the baseband and oscillation-band
observation nodes, respectively. As will be demonstrated,
this system reduction is enabled by the implicit func-
tion theorem [22]. The system, composed of the dc and
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fundamental-frequency equations, included in system (1), is

I T
0

(
X, ωp

)
+ I L

0 = 0

I out
1

(
X, ωp

)
= 0 (2)

where I L
0 , I T

0 , and I out
1 are, respectively, the dc compo-

nents of the periodic currents iL(t) and iT(t), and the
fundamental-frequency component of iout(t), as indicated by
the subscripts. In general, subsystem (2) depends on all the
harmonic components X of the circuit state variables through
the current components I T

0 and I out
1 , which behave as nonlinear

current functions. In the following, we will use the notation
f̃ (ω) ≡ F{ f (t)} for the frequency-domain expression of any
vector signal f (t), where the operator F represents the Fourier
transform. Then, the admittance matrix of the linear network
in Fig. 2 provides the following frequency-domain expression
of the current iL(t) at the baseband:

ĩL(ω) = Ỹ L1(ω)ṽT(ω) + Ỹ L2(ω)ṽq(ω) (3)

where |ω| < ωp/2. The components Ỹ Li (ω) can be easily
identified through a linear simulation of the linear network
since they are the elements of one of the rows of its 2 ×

2 admittance matrix (see Fig. 2). Equation (3) can be combined
with (2) to obtain

I T
0

(
X, ωp

)
+ Ỹ L1(0)V0 + Ỹ L2(0)Vq = 0

I out
1

(
X, ωp

)
= 0 (4)

where V0 is the dc component of vin(t). Using (1), and
according to the implicit function theorem [22], one can state
the dependence X = X (V0, V1, φ, Vp, ϕ, ωp), where V1, φ and
Vp, ϕ are the amplitudes and phases of the first harmonic
components of vout(t) and vRF(t), respectively. Considering
the above dependence, (4) becomes the following outer tier
system:

I T
0

(
V0, V1, Vp, ϕ − φ, ωp

)
+ Ỹ L1(0)V0 + Ỹ L2(0)Vq = 0

I out
1

(
V0, V1, Vp, ϕ − φ, ωp

)
= 0 (5)

where the phase dependence of the functions I T
0 and I out

1 has
the form ϕ−φ. This is because, due to the oscillator autonomy,
the whole system must be invariant under any constant time
shift τ , which produces (ϕ, φ) →

(
ϕ + ωpτ, φ + ωpτ

)
. The

main interest of SROs lies in their capability to amplify signals
of very small amplitude. Thus, we can assume that the RF
amplitude Vp is small enough to approach the dependence on
the RF input generator by the first-order Taylor series [25]

I T
0

(
V0, V1, ωp

)
+ Ỹ L1(0)V0 + Ỹ L2(0)Vq

+ Br
0 Vp cos (ϕ − φ) + Vp Bi

0 sin (ϕ − φ) = 0

I out
1

(
V0, V1, ωp

)
+ Br

1 Vp cos (ϕ − φ)

+ Bi
1Vp sin (ϕ − φ) = 0 (6)

where

Br,i
0 (V0, V1) =

∂ I T
0

(
V0, V1, Vp, ϕ − φ, ωp

)
∂U r,i

∣∣∣∣∣
Vp=0

Br,i
1 (V0, V1) =

∂ I out
1

(
V0, V1, Vp, ϕ − φ, ωp

)
∂U r,i

∣∣∣∣∣
Vp=0

(7)

where U r
= Vp cos ϕ and U i

= Vp sin ϕ. Note that the
above first-order Tailor-series expansion will not prevent
the prediction of a possible nonlinear response versus Vp
since (6) exhibits nonlinear dependences on the other two
variables V0 and V1. Now, introducing the baseband conduc-
tance function G ≡ I T

0 /V0 and the first harmonic admittance
function Y (V0, V1, ω), system (6) can be rewritten as

G
(
V0, V1, ωp

)
V0 + Ỹ L1(0)V0 + Ỹ L2(0)Vq

+ Br
0 Vp cos (ϕ − φ) + Bi

0Vp sin (ϕ − φ) = 0

Y
(
V0, V1, ωp

)
V1 + Br

1 Vp cos (ϕ − φ)

+ Bi
1Vp sin (ϕ − φ) = 0. (8)

System (8) constitutes a reduced-order description of the
oscillator under a dc quench signal Vq ∈ 3q. In Section II-B,
we will consider a time-varying quench signal vq(t) as well
as possible input-signal modulations Vp(t) and ϕ(t).

B. Envelope-Domain Two-Band Model

Under a time-varying quench signal vq(t), as well as the
possible modulations Vp(t) and ϕ(t), the baseband component
becomes V0(t), whereas the component at the oscillation
band becomes V1(t)e jφ(t). To predict the dynamics of these
variables, we can set ωp → ωp + p in (8), where p ≡ − js
and s acts on the time-varying harmonics as a time-derivative
operator [26]. The effect of this operator will be treated in a
different manner in the two equations, at the baseband and at
the oscillation frequency, respectively.

We will initially address the baseband equation of (8).
Introducing p in this equation, one obtains

G
(
V0, V1, ωp

)
V0(t) + Ỹ L1(p)V0(t) + Ỹ L2(p)vq(t)

+ Br
0 Vp cos (ϕ − φ) + Bi

0Vp sin (ϕ − φ) = 0 (9)

where the dependence of G on p has been neglected since
its impact is very small in comparison with that of the terms
Ỹ L1(p) and Ỹ L2(p), which accounts for the baseband circuitry
through which the quench signal is introduced. In an integral
form, (9) is expressed as

G
(
V0, V1, ωp

)
V0(t) + YL1 ∗ V0(t) + YL2 ∗ vq(t)

+ Br
0(V0, V1)Vp cos(ϕ − φ)

+ Bi
0(V0, V1)Vp sin (ϕ − φ) = 0 (10)

where the operator ∗ means convolution and, following the
notation used in this article, YL1(t) = F−1

{
Ỹ L1(ω)

}
and

YL2(t) = F−1
{
Ỹ L2(ω)

}
. Because the amplitude and phase

modulation of the RF signal are slow, we have neglected the
time derivatives of Vp(t) and ϕ(t).

Now, we will address the equation of (8) at the oscillation
band. The admittance function Y

(
V0, V1, ωp

)
in (8) is modified

by setting ωp → ωp + p, which provides [22]

Y
(
V0, V1, ωp − js

)
V1e jφ

≃ Y
(
V0, V1, ωp

)
V1e jφ

− jYω

(
V0, V 1, ωp

)(
V̇ 1 + j V1φ̇

)
e jφ . (11)

As in most piecewise circuit-level envelope domain for-
mulations [17], [27], we have developed Y in a first-order
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Taylor series, using Yω ≡ ∂Y/∂ω [22]. Using (11), the
oscillation-band equation in (8) becomes

Y
(
V0, V1, ωp

)
V1 − jYω

(
V0, V 1, ωp

)(
V̇ 1 + j V1φ̇

)
+ Br

1(V0, V1)Vp cos (ϕ − φ)

+ Bi
1(V0, V1)Vp sin (ϕ − φ) = 0. (12)

The nonlinear system composed by (10) and (12) describes
the SRO dynamics using the state variables (V0, V 1, φ).
Because of the dependence on the oscillation amplitude V1, the
above system can describe the SRO dynamics both in linear
and logarithmic modes. It can be solved by discretizing the
convolution operations of the baseband equation and applying
any explicit or implicit integration method, like Runge–Kutta
or backward-Euler. Note that this formulation has the advan-
tage of providing a compact reduced-order model of the SRO;
because the observation node corresponds to that of the output
signal, vout(t), it can be easily incorporated as an input–output
black box of a given system. Because it is derived from an HB
formulation, it will not suffer from any of the uncertainties or
convergence problems that could be encountered in the (more
complex) circuit-level envelope domain. The model involves a
set of nonlinear complex functions

(
G, Y, Yω, Br

0, Bi
0, Br

1, Bi
1

)
,

which are calculated using circuit-level HB, as described in
Section II-C.

C. Identification of the Nonlinear Functions of the Two-Band
System

In the first step, we will calculate the functions G, Y , and
Yω in circuit-level HB. They will be obtained for a given ωp
through the following procedure, illustrated in Fig. 3. Both
the quench source and the input RF source are short-circuited
(vq = vRF = 0). Then, we introduce two auxiliary sources:
1) an auxiliary dc voltage source V0, playing the role of
the dc voltage variable V0 in (10)–(12). It is connected at
the baseband observation node in series with a dc feed and
2) an auxiliary generator (AG), playing the role of the voltage
variable V1 in (10)–(12). It is connected at the oscillation
observation node. This AG is composed of a one-tone voltage
source of amplitude V1, phase 0, and frequency ωAG in series
with an ideal filter of admittance Yf(ω) = δ(ω − ωAG). In the
presence of the auxiliary sources, the values of (V0, V1) are
fixed by the amplitudes of these sources and the circuit fulfills(

Ỹ L1(0) + G(V0, V1, ωAG)
)
V0 = Idc(V0, V1, ωAG)

Y (V0, V1, ωAG)V1 = IAG(V0, V1, ωAG) (13)

where Idc is the current through the dc voltage source V0
and IAG is the current through the voltage source V1. The
current functions Idc(V0, V1, ωAG) and IAG(V0, V1, ωAG) can be
calculated by solving the circuit of Fig. 3 in circuit-level HB.
Once these functions are available, the nonlinear coefficients
in (10) and (11) are deduced from (13) as

G
(
V0, V1, ωp

)
=

Idc
(
V0, V1, ωp

)
V0

− Ỹ L1(0) (a)

Y
(
V0, V1, ωp

)
=

IAG
(
V0, V1, ωp

)
V1

(b)

Fig. 1. SRO schematic showing the two different frequency bands involved
in its operation.

Yω

(
V0, V1, ωp

)
≃

1
V1

IAG
(
V0, V1, ωp+dω

)
− IAG

(
V0, V1, ωp

)
dω

. (c)

(14)

Note that, in order to estimate Yω at each point
(V0, V1),the current function IAG must be calculated for
ωAG = ωp, ωp + dω, where dω is a frequency shift small
enough to allow the accurate application of the method of
finite differences. The three numerical functions in (14) are
obtained through a double sweep in (V0, V1).

In the second step, we will calculate the functions
Br

0, Bi
0, Br

1, and Bi
1. We will use the same implementation

of Fig. 3 and introduce a small-signal RF input source:
vRF(t) = ε cos

(
ωpt + ϕ

)
. In the first analysis, to calculate the

nonlinear coefficients Br
0(V0, V1) and Br

1(V0, V1), the phase of
the RF signal is set to ϕ = 0, corresponding to U r

= ε and
U i

= 0 in (7). Then, these functions are given by

Br
0(V0, V1) ≃

Idc
(
V0, V1, ωp, ε

)
− Idc

(
V0, V1, ωp, 0

)
ε

Br
1(V0, V1) ≃

IAG
(
V0, V1, ωp, ε

)
− IAG

(
V0, V1, ωp, 0

)
ε

(15)

where Idc
(
V0, V1, ωp, 0

)
and IAG

(
V0, V1, ωp, 0

)
are the current

functions for vRF = 0. In turn, the nonlinear coefficients
Bi

0(V0, V1) and Bi
1(V0, V1) are calculated using this same

procedure but setting the phase of the RF signal to ϕ = π/2,
which corresponds to U r

= 0 and U i
= ε in (7).

Once the nonlinear functions are available, the system com-
posed by (10) and (12) is ready to be integrated. To clarify the
accuracy improvements, in Section II-D, the new formulation
will be analytically compared with the previous single-band
formulation, presented in [21]. In Section III, the two formu-
lations will be numerically compared through their application
to a FET-based SRO in Section III.

D. Comparison With the Single-Band Formulation in [21]

In the single-band formulation of the previous work [21],
the SRO dynamics is determined by the following equation at
the oscillation band:

Ys
(
vq, V1, ωp

)
V1e jφ

− jYsω
(
vq, V 1, ωp

)(
V̇ 1+ j V1φ̇

)
e jφ

= Ipe jϕ

(16)

where Ipe jϕ is the Norton equivalent of the RF source at
the observation node and the nonlinear admittance function
Ys

(
vq, V1, ωp

)
depends directly on vq. Thus, in [21], there is
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Fig. 2. Schematic of the SRO used for the development of the two-band
formulation. The circuit is divided into a linear and a nonlinear network.

no explicit dependence on the state variable V0. Instead, that
dependence is implicit through the HB system (1). In this HB
system, the equation relating V0 with the bias voltage Vq can be
expressed using the networks introduced in Fig. 2 as [see (4)]

I T
0 + Ỹ L1(0)V0 + Ỹ L2(0)Vq = 0. (17)

Because (17) is a dc equation, there is no frequency
dependence in Ỹ L1(0) and Ỹ L2(0). In (16), this dc equation
remains implicit in the HB system, unlike the case of the new
formulation. As a result, the dynamic effects resulting from
the frequency dependence of Ỹ L1(ω) and Ỹ L2(ω) are ignored
since (16) cannot account for them. In contrast, the two-band
formulation overcomes this problem by explicitly considering
the baseband KCL equation that relates V0 and Vq in the static
system (4). When producing the dynamic system (10), the
time-varying functions YL1(t) and YL2(t), accounting for the
baseband dynamics, are obtained from Ỹ L1(ω) and Ỹ L2(ω).

To get analytical insight, we will compare the initial (linear)
startup transient predicted by the two formulations. In the two
cases, we will consider a time-varying quench source vq(t),
as well as vRF = 0, for simplicity. With the new formulation,
the startup equation can be derived by splitting (12) into real
and imaginary parts and solving for V̇ 1. Near V1 = 0(initial
(linear) startup transient), this provides the following phase-
independent equation, governing the amplitude dynamics:

V̇ 1 = −
Y

(
V0, 0, ωp

)
· Yω

(
V0, 0, ωp

)∣∣Yω

(
V0, 0, ωp

)∣∣2 V1

= σ(V0)V1 (18)

where the operator · is defined as a · b = Re(a)Re(b) +

Im(a)Im(b). Thus, the stability of the solution V1 = 0 is
determined by the pole σ(V0), so the oscillation startup
condition is σ(V0) > 0. Equation (18) can be compared with
the one derived from (16) and given by [21]

V̇ 1 = −
Ys

(
vq, 0, ωp

)
· Ysω

(
vq, 0, ωp

)∣∣Ysω
(
vq, 0, ωp

)∣∣2 V1

= α
(
vq

)
V1. (19)

There is a significant difference between the two equations.
The pole in (18) depends on V0, whereas the pole in (19),
given by α

(
vq

)
, directly depends on vq. The value of these

two poles will agree if the quench voltage is set to a dc
value vq = Vq since the two formulations are consistent
with the HB system (1). However, the quench signal is
time-variant

(
vq = vq(t)

)
so one should numerically integrate

the corresponding differential equations. Then, for low val-
ues of the quench frequency fq, we will have α

(
vq(t)

)
≃

σ(V0(t)), ∀t , since for low frequencies Ỹ L1(ω) ≃ Ỹ L1(0),
Ỹ L2(ω) ≃ Ỹ L2(0). However, as fq increases, the frequency

Fig. 3. Schematic used to extract the nonlinear functions required by the
new formulation from circuit-level HB. For the calculation of (G, Y, Yω), the
quench and RF input generators are disabled

(
vq = vRF = 0

)
. The functions

(G, Y ) are calculated for ωAG = ωp, whereas the function Yω is calculated by
using the HB results for ωAG = ωp and ωAG = ωp + dω. For the calculation
of

(
Br

0 , Bi
0, Br

1 , Bi
1
)
, the quench and RF input generators are vq = 0 and

vRF(t) = ε cos
(
ωpt + ϕ

)
, and the AG frequency is fixed to ωAG = ωp. The

functions
(
Br

0 , Br
1
)

are calculated by setting ϕ = 0, whereas the functions(
Bi

0, Bi
1
)

are calculated by setting ϕ = π/2.

dependence of Ỹ L1(ω) and Ỹ L2(ω) will become relevant,
so α

(
vq(t)

)
̸= σ(V0(t)). As a result, the startup transient

predicted with the two formulations will be different.
Note that we have considered the case of the initial (lin-

ear) startup transient because it is analytically tractable and
provides insight into the differences between the two formu-
lations. The general dependences in the full SRO operation
are more complex and cannot be expressed in an analytical
manner. Thus, the prediction capabilities of the two formula-
tions will be numerically compared through their application
to a FET-based SRO.

III. APPLICATION TO A FET-BASED SRO

The FET-based SRO, shown in Fig. 4, makes use of
an ATF-34143 HEMT with series feedback. Ideal models
will be considered for the lumped components, i.e., capaci-
tors, inductors, and resistors, whereas the transmission lines
will be modeled using the physical dimensions and param-
eters of the substrate (Rogers RO4003C, h = 32 mil, and
εr = 3.55). The transistor model (ATF34143-PHEMT) used for
all the simulations is the one provided by Avago Technologies
(Broadcom Ltd., San Jose, CA, USA). This model includes
the losses of the ceramic microstrip package (SOT-343). The
SRO is intended to operate at 2.7 GHz. The circuit division
into a linear and a nonlinear network (as shown in the sketch
of Fig. 2) is explicitly indicated in Fig. 4. Note that the quench
signal vqundergoes a low-pass filtering due to the combined
effect of the dc choke and the dc-block capacitor. The input RF
source vRF(t) is placed inside the linear network, and vout(t) is
the voltage signal that will be used to observe the oscillation
dynamics.

Since the transistor is an n-channel depletion-mode device,
at low frequencies, it provides high impedance at the gate
terminal, yielding I T

0 ≃ 0 in (4). Therefore, in this particular
case, the baseband equation (10) reduces to

Ṽ 0(ω) ≃ HL(ω)ṽq(ω) (20)

where HL(ω) = −Ỹ L2(ω)/Ỹ L1(ω) and HL(0) = 1. Initially,
we have verified the capabilities of the formulation to predict
the stability variations versus the voltage value V0, which,
as explained in Section II-A (and verified later), is the one
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Fig. 4. FET-based SRO at 2.8 GHz based on the transistor ATF-34143 with
series feedback: (a) schematic of the circuit, showing the division into a linear
and a nonlinear network (as shown in the sketch of Fig. 2) and (b) photograph
of the circuit.

that determines the oscillation startup. Fig. 5 presents the
pole function σ(V0) obtained from (18). This shows that the
oscillation starts up for V0 > VH = −0.57 V. The results
have been validated with a stability analysis at the circuit level
based on pole–zero identification [15], [28]. This analysis has
been carried out by setting the quench source to a dc value Vq
and obtaining the value V0(Vq) and the input dc-impedance
Z(ω, Vq) at a given circuit node. Then, the poles of the
transfer function Z

(
− js, Vq

)
are identified in IVCAD ©Maury

Microwave for a sweep in Vq. The curve providing the real part
of the pair of dominant complex-conjugate poles is overlapped
with σ(V0)in Fig. 5. Finally, note that, in dc operation, (20)
produces V0 ≃ HL(0)Vq = Vq. Therefore, the oscillation
startup condition in the single-band system can be expressed
in terms of the gate bias voltage as Vq > VH.

In the following, the new two-band formulation will be
tested in two qualitatively different analyses: with a sinusoidal
quench voltage source and with a rectangular one.

A. Sinusoidal Quench Voltage Source

Initially, we will address the SRO in the commonly used
linear mode. It will be analyzed using both the two-band
formulation [see (10) and (12)] and the single-band formula-
tion (16), and the results will be compared with those provided
by circuit-level envelope transient in commercial HB software.
The sinusoidal quench voltage source is given by vq(t) =

Bq + Aq cos 2π fqt , with Aq = 0.71 V, Bq = −1.3 V, Vp =

0.5 mV, and fq = 1 MHz. The results are shown in Fig. 6,
where the oscillation amplitude V1(t) at the circuit output
has been represented versus time. The slight discrepancies
with circuit-level envelope transient are explained because the

Fig. 5. Small-signal stability analysis. The pole σ(V0) indicates that the
oscillation startup takes place for the gate bias value V0 = VH = −0.57 V.

Fig. 6. SRO in linear mode. The amplitude at the fundamental frequency is
represented versus time. The results of the single-band and two-band models
are compared with those of the circuit-level envelope-transient simulation.
The quench voltage is a sinusoidal signal vq(t) = Bq + Aq cos 2π fqt , where
Aq = 0.71 V, Bq = −1.3 V, Vp = 0.5 mV, and fq = 1 MHz.

two-band model makes use in (11) of a first-order Taylor
series of the admittance function Y in the ω variable. This
kind of Taylor series expansion in terms of ω is of common
use in circuit-level envelope transient based on a piecewise
HB formulation [17], [27]. Thus, it is not peculiar to the
SRO model derived here. The accuracy of the model could be
improved by increasing the order of the series or the number
of variables considered.

Next, we will analyze the dynamical effects. The sinusoidal
quench voltage source is now given by vq(t) = Bq +

Aq cos 2π fqt , with Aq = 0.9 V and Bq = −1.3 V, and Vp =

0.5 mV. The results will be compared with those obtained with
circuit-level envelope transient when using NH = 21 harmonic
terms. Fig. 7(a) presents the time variation of the oscilla-
tion amplitude V1(t) at the circuit output, obtained through
the three methods for fq = 1 MHz. From the inspection
of the waveform, which reaches the steady-state oscillation
amplitude, the SRO is operating in nonlinear mode, which
demonstrates the capability of the model to predict this regime.
The signals vq(t) and V0(t) are compared in Fig. 7(b), which
allows identifying the time values at which the oscillation is
triggered. Remember that, as shown in Fig. 5, the formulation
pole fulfills σ(V0) > 0for V0 > VH. When V0(t) > VH, the
oscillation is triggered, and the amplitude V1(t) grows toward
the saturated value. Both the single-band and the two-band
formulations present a good agreement with the circuit-level
envelope-transient simulation. At this low frequency ( fq =

1 MHz), Ỹ Li (ω) ≃ Ỹ Li (0) for i = 1, 2 and therefore, V0(t) ≃

vq(t) as in the dc operation mode. The improvement achieved
with the new two-band formulation is better observed in the
zoomed-in view of a single pulse, presented in Fig. 7(c). The
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Fig. 7. Analysis of the SRO performance. The results of the single-band
and two-band techniques are compared with those of the circuit-level
envelope-transient simulation. The quench voltage is a sinusoidal signal
vq(t) = Bq + Aq cos 2π fqt , where Aq = 0.9 V, Bq = −1.3 V, Vp = 0.5 mV,
and fq = 1 MHz: (a) amplitude at the fundamental frequency V1(t); (b) base-
band components vq(t) and V0(t); and (c) zoomed-in view of (a) and (b).

signal V1(t) predicted by the single-band formulation (16) is
time advanced with respect to the one simulated with both the
two-band and the circuit-level simulation. This is consistent
with the shift of the baseband voltage V0(t) with respect
to vq(t) [Fig. 7(c)] because of the baseband components
Ỹ L1(ω) and Ỹ L2(ω). As a result, the time interval for which
the startup condition V0(t) > VH is fulfilled is time-shifted
with respect to vq(t) > VH. Remember that, as explained in
Section II-C, in the single-band system (16), the oscillation
startup is directly triggered by vq(t), missing the baseband
effects produced by Ỹ L1(ω) and Ỹ L2(ω).

Fig. 8. Analysis of the SRO performance. The results of the single-band
and two-band formulations are compared with those of circuit-level
envelope-transient simulation. The quench voltage is a sinusoidal signal
vq(t) = Bq + Aq cos 2π fqt , where Aq = 0.9 V, Bq = −1.3 V, Vp = 0.5 mV,
and fq = 6.6 MHz: (a) amplitude at the fundamental frequency V1(t);
(b) baseband components vq(t) and V0(t); and (c) zoomed-in views of
(a) and (b).

In Fig. 8, the quench frequency has been increased to fq =

6.6MHz. As can be seen, the bias voltage V0(t) no longer
agrees with vq(t). Indeed, it is attenuated and phase-shifted
with respect to vq(t) by the effect of the baseband components
Ỹ L1(ω) and Ỹ L2(ω). Consequently, the time interval for which
the startup condition V0(t) > VH is fulfilled is shorter and
time-shifted with respect to vq(t) > VH, yielding a smaller
growth of V1(t). The single-band formulation (16) is unable to
predict this behavior, whereas the two-band formulation agrees
with the circuit-level envelope-transient simulation.

Finally, if the quench frequency fq is further increased, the
oscillation is nearly annihilated, as shown in Fig. 9(a) for
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Fig. 9. Analysis of the SRO performance. The results of the single-band
and two-band techniques are compared with those of the circuit-level
envelope-transient simulation. The quench voltage is a sinusoidal signal
vq(t) = Bq + Aq cos 2π fqt , where Aq = 0.9 V, Bq = −1.3 V, Vp = 0.5 mV,
and fq = 8 MHz: (a) amplitude at the fundamental frequency V1(t) and
(b) baseband components vq(t) and V0(t).

fq = 8 MHz. This is because for this frequency value, the
baseband component V0 is attenuated below the threshold VH
[Fig. 9(b)]. Thus, the new formulation provides a condition
valid for all values of the quench signal, regardless of the
frozen or nonfrozen behavior. As can be seen, even though
the oscillation condition V0 > VH is not fulfilled anymore, the
oscillation component V1(t) still shows a little bump, obtained
when the baseband component V0(t) gets close to VH; this is
due to the amplification resulting from the low σ value. The
effect is similar to that obtained in a reflection amplifier when
its dominant complex-conjugate poles approach the imaginary
axis [29].

B. Rectangular Quench Voltage Source

Now the case of a rectangular quench voltage source is
considered, represented as a periodic pulse train

vq(t) = Bq + Aq

∞∑
k=−∞

p
(
t − kTq

)
(21)

where

p(t) =

{
1, 0 ≤ t < Tq/2
0, otherwise

(22)

and Tq = 1/ fq. As in the sinusoidal case, the values Aq =

0.9 V and Bq = −1.3 V have been chosen. Then, the voltage
source ideally activates the oscillation during the upper part
of the pulses (vq(t) = −0.4V > VH) and deactivates it during
the lower part (vq(t) = −2.2 V < VH). The analysis has been
carried out for the same quench frequencies of the sinusoidal
case. The simulation results for fq = 1 MHz are shown in

Fig. 10. Analysis of the SRO performance. The results of the single-band and
two-band techniques are compared with those of the circuit-level envelope–
transient simulation. The quench voltage is a periodic pulse train given by (21)
where Aq = 0.9 V, Bq = −1.3 V, Vp = 0.5 mV, and fq = 1 MHz:
(a) amplitude at the fundamental frequency V1(t); (b) baseband components
vq(t) and V0(t); and (c) zoomed-in views of (a) and (b).

Fig. 10. In the case of the single-band formulation, the oscil-
lation is triggered by the quench signal vq(t). However, the
signal V0(t) exhibits some differences with respect to vq(t)[see
Fig. 10(b) and the zoomed-in view in Fig. 10(c)], which
explains the behavior of V1(t) obtained with both circuit-level
envelope transient and the two-band formulation. On the one
hand, V0(t)is delayed with respect to vq(t), which gives rise
to the delay in V1(t). On the other hand, V0(t) is smoothed in
comparison with vq(t), which is due to the baseband network
filtering effects. As a result, the growing transient is slower
when simulated with the two-band formulation [which follows
V0(t)], in agreement with the circuit-level envelope-transient
simulation [see Fig. 10(a) and (c)].
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Fig. 11. Analysis of the SRO performance. The results of the single-band and
two-band techniques are compared with those of the circuit-level envelope–
transient simulation. The quench voltage is a periodic pulse train given by (21)
where Aq = 0.9 V, Bq = −1.3 V, Vp = 0.5 mV, and fq = 6.6 MHz:
(a) amplitude at the fundamental frequency V1(t); (b) baseband components
vq(t) and V0(t); and (c) zoomed-in views of (a) and (b).

Next, the quench frequency is set to fq = 6.6 MHz, which
provides the results in Fig. 11. In this case, the baseband
filtering effects on V0(t) are more noticeable. This effect is
transferred to the amplitude V1(t) when analyzed with both
the two-band formulation and circuit-level envelope transient.
Indeed, since V0(t) fulfills V0(t) > VH for a shorter time than
in the low-frequency case, the oscillating region gets narrower
in the cycle, and the growing transient of V1(t) attains a
lower amplitude. This phenomenon is not detected by the
single-band formulation, which follows the startup condition
vq(t) > VH, so the relative width of the oscillating region
is similar to that of the low-frequency case. Note that the

Fig. 12. Simulation of the first-harmonic phase variable φ(t). The quench
voltage is a sinusoidal signal vq(t) = Bq + Aq cos 2π fqt , where Aq = 0.7 V,
Bq = −1.3 V, Vp = 0.5 mV, and fq = 1 MHz. Comparison of the results of
the two bands with those obtained with circuit-level envelope transient.

Fig. 13. Measurement setup including an Anritsu MG3710A VSG, providing
the RF input to the SRO, and a WW2572A arbitrary waveform generator,
providing the quench signal. The output of the SRO has been connected
to a spectrum analyzer and a digital storage oscilloscope (DSO90804A):
(a) schematic and (b) photograph.

top of the pulses obtained with circuit-level envelope-transient
simulation exhibits some ripple [Fig. 11(c)]. It is produced
by the introduction of a multiharmonic signal in a nonlinear
high-order system. This behavior is partially reproduced by
the two-band formulation, due to the order reduction of
the systems (10) and (11) in comparison with circuit-level
envelope-transient.

So far, we have analyzed the effect of the quench-signal
frequency on the amplitude of the output pulses. It will also
be interesting to analyze the output phase. However, due to
the unlocked operation of the SRO, there is an invariance
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Fig. 14. Measured SRO performance, with simulations superimposed. The
quench voltage is a Tq− periodic sinusoidal signal vq(t) = Bq + Aq cos 2π fqt ,
where Aq = 0.9 V, Bq = −1.3 V, and Tq = 1/ fq: (a) fq = 2 MHz;
(b) fq = 5 MHz; and (c) fq = 6 MHz.

of the oscillator solution under constant time shifts: x(t) →

x(t − nTp), where n is an integer and Tp is the period
of the RF input signal [30]. This implies one degree of
freedom in the phase variable, which will affect both the
oscillation-phase transient and its steady state. As a result,
when describing the same system in two different manners,
one can expect differences in the phase response φ(t). The
circuit-level envelope transient and the two-band model are
formally different systems with a different order. Thus, the
oscillation phase will evolve in a different manner in each
system. When the oscillation is extinguished, the system tends
to the Tp− periodic solution forced by the RF input, and φ(t)
becomes constant. One should note that, despite the described
invariance, the oscillation phase can track the time variations
of the input-signal phase φ(t), as shown in many previous
works [4], [7], [8], [31], [32], [33], [34], [35]. Fig. 12 presents
the phase of the output pulses when changing the phase of the
RF input signal in steps of 45◦. The results of the two-band

Fig. 15. Measured SRO performance, with simulations superimposed. The
quench voltage is a Tq− periodic pulse train given by (21) where Aq = 0.9 V,
Bq = −1.3 V, and Tq = 1/ fq: (a) fq = 2 MHz and (b) fq = 5 MHz.

model are compared with those obtained with circuit-level
envelope transient. As can be seen, the phase is different
during the oscillation pulses, in agreement with the above
explanation, but becomes the same when the oscillation is off.
In the two cases, the phase of the output pulses tracks the
phase shifts of the input modulation.

IV. EXPERIMENTAL RESULTS

For the experimental characterization, we have connected an
Anritsu MG3710A vector signal generator (VSG) to the RF
input of the SRO. The quench signal has been generated using
a WW2572A arbitrary waveform generator, setting the dc
offset voltage (Vdc) below the transistor threshold voltage. The
output of the SRO has been connected to a spectrum analyzer
and a digital storage oscilloscope (DSO90804A) through a
power splitter (see Fig. 13).

The RF input frequency is fin = 2.7 GHz and the input
power is Pin = −60 dBm, which keeps the SRO output pulses
above the noise floor. In the absence of the quench signal, the
SRO is biased below the conduction threshold, with the gate
voltage VGG = −1.3 V and the drain voltage VDD = 0.7 V.
In the first test, we have considered the sinusoidal quench
signal vq(t) = Bq + Aq cos 2π fqt , with Bq = −1.3 V and
Aq = 0.9 V, with three different quench frequencies: 2, 5,
and 6 MHz. This choice will enable a clear evaluation of the
progressive impact of the increase in the quench frequency
on the output pulses. Fig. 14 shows the oscillator output
voltage vout(t) obtained for each frequency. The results are
compared with the amplitude V1(t) (at the fundamental fre-
quency) provided by the two-band formulation of Section III.
Because this formulation exhibited a good agreement with the
circuit-level envelope transient, discrepancies are attributed to
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modeling inaccuracies in the transistor and passive compo-
nents. Nevertheless, in all cases, the effect on vout(t) is similar
to the one obtained in Section III. In fact, the most valuable
comparison is the one carried out versus circuit-level envelope
transient since only in this case, we can be sure that the active
and passive elements are identical. In comparison with the
experimental results, inaccuracies in the component models
will give rise to discrepancies that are not due to the simulation
procedure, but to those modeling errors. For fq = 2 MHz
[Fig. 14(a)], the amplitude of the signal vout(t) grows up to
0.6 V during the oscillation intervals, in a manner like the
simulation of Fig. 7. When the quench frequency increases to
fq = 5 MHz [Fig. 14(b)], the amplitude of the signal vout(t)
grows up to 0.29 V only, and the length of the oscillation
intervals decreases, in agreement with the simulation of Fig. 8.
Finally, for the quench frequency fq = 6 MHz, the oscillation
is nearly extinguished, as predicted by the simulation of Fig. 9.

In a second test, we have introduced a rectangular quench
signal of the form (21). We have considered two different
values of the quench frequency: fq = 2 MHz and fq =

6 MHz. With the rectangular quench signal, the dynamic
effects are observed from relatively low frequencies since
the components of this multiharmonic signal are unevenly
filtered by the baseband system. The impact of the increase
of the quench frequency is similar to the one obtained with a
sinusoidal waveform. The simulated and experimental output
voltage vout(t) is represented in Fig. 15 for the two quench
frequencies. For fq = 2 MHz, the envelope of the output
voltage vo(t) reproduces the square quench signal slightly
filtered by the bias network, as in the simulation of Fig. 10.
When the quench frequency increases to fq = 6 MHz, the
length of the oscillation intervals decreases, in agreement with
the prediction of the simulations in Fig. 11. Again, because
the new formulation exhibited a good agreement with the
circuit-level envelope transient, discrepancies are attributed to
inaccuracies in the models of the circuit components.

V. CONCLUSION

A two-band outer tier model of SROs in the envelope
domain has been presented. It accounts for the oscillator
circuitry at the oscillation band and at the quench-signal
band. With the aid of this model, we have identified the
baseband component that determines the oscillator stability
properties under the variation of the quench frequency. When
increasing the frequency, this baseband component becomes
attenuated and delayed with respect to the quench signal,
which explains dynamic effects that cannot be predicted with
other models. The functions required by the formulation are
easily extracted from HB by making use of two independent
excitations, one in each of the two different bands. Once
the model is available, it can be used for a system-level
description of the SRO, as it can efficiently predict its response
under arbitrary input modulations and choices of the frequency
and shape of the quench signal. The developed model has
been successfully tested through its application to an SRO at
2.8 GHz, which has been manufactured and experimentally
characterized.
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