
74 C O M P U T E R P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y 0 0 1 8 - 9 1 6 2 / 2 2 © 2 0 2 2 I E E E

ARTIFICIAL INTELLIGENCE/MACHINE LEARNING

A Japanese anime television series called Neon 
Genesis Evangelion features the Magi system, 
a supercomputer that makes decisions from 
three perspectives—that of a scientist, that 

of a mother, and that of a woman. The people in this se-
ries believe that a better decision can be made by con-
sidering a greater number of perspectives. Similarly, in 
the real world, people expect to obtain advanced func-
tionalities with high accuracy and robustness by fus-
ing greater amounts of sensory information. A biolog-
ical example of multisensor fusion is the human brain, 
which fuses sensory information and makes inferences. 
Deep-learning-based multisensor fusion aims to approx-
imate the mysterious working of the human brain and 
opens up an avenue for various applications, such as au-
tonomous driving and robotics. In this context, this article 

focuses on deep-learning-based multisen-
sor fusion and discusses the associated op-
portunities and challenges.

According to a report published by 
the National Highway Traffic Safety Ad-
ministration of the United States,1 6,516 
pedestrians lost their lives in automobile–

pedestrian crashes in that country in 2020. Advanced 
driver-assistance systems (ADASs), such as automotive 
collision-avoidance subsystems, can help to prevent such 
crashes and, possibly, save many lives. In such systems, 
multisensor fusion perception modules are important 
enablers. For example, a forward-collision warning sys-
tem uses cameras and radar sensors to detect the po-
tential for a crash and immediately warns the driver. 
Moreover, a few advanced forward-collision systems au-
tonomously brake or steer the vehicle upon detecting the 
potential for a crash.

Robots working in hostile environments greatly reduce 
the number of human fatalities and injuries. Multisensor 
fusion modules are crucial to ensuring that robots can 
precisely perceive the physical world and moving objects. 
For example, firefighting robots can detect fires and im-
plement countermeasures automatically or on the basis 
of remote instructions from human commanders while 
firefighters are kept at a safe distance. These firefighting 
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robots rely on infrared or ultraviolet 
detectors and visual cameras to under-
stand their working environment.

SENSING TECHNOLOGY 
IS A CORNERSTONE
Sensing technology pertains to the use 
of sensors for sensing physical envi-
ronments and to the transformation of 
the sensed information into a readable 
format. There are two main categories 
of sensing technologies. The technol-
ogies under the first category mimic 
human senses, namely, touch, sight, 
hearing, smell, and taste. Image and 
acoustic sensing technologies have 
been studied extensively, but there is 
considerable room for exploring sens-
ing technologies pertaining to touch, 
smell, and taste. The technologies un-
der the second category address what 
lies beyond human senses, such as 
ultrasound, infrared signals, light de-
tection and ranging (lidar), radar, and 
satellite signals.

In multisensor fusion, homogeneous 
or heterogeneous sensory informa-
tion is combined to achieve the desired 
functionality. Multiple homogeneous 
sources of sensory information may 
yield extra information or offer a cer-
tain level of robustness through re-
dundancy. For example, a stereo cam-
era consisting of two camera devices 
not only captures images from dif-
ferent angles but also captures depth 

information. A region of overlap exists 
in the pair of images captured using a 
stereo camera, and each camera can, 
thus, serve as the other’s backup. In ad-
dition, multiple homogeneous sources 
of sensory information may be used in a 
complementary manner. For example, 
several cameras may be mounted on a 
driverless car to provide a 360° view of 
the car’s surroundings.

Multiple heterogeneous sources of 
sensory information create diverse 
fusion opportunities with potentially 
high fusion complexity. For exam-
ple, an automotive perception system 
may consist of a visual camera and a 
lidar sensor for detecting and locating 
objects on the road, although the im-
ages captured by the camera and the 
3D cloud points provided by the lidar 
sensor must be synchronized before 
they are fused. Deep-learning-based 
heterogeneous sensor fusion is based 
on multimodal machine learning, 
in which data obtained from various 
sensor modalities are used to arrive 
at a final prediction. Heterogeneous 
sensor fusion has two main charac-
teristics in the context of multimodal 
machine learning. First, it relies heav-
ily on time synchronization among 
all sensed data, whereas multimodal 
machine learning may rely on se-
mantic alignment. Second, heteroge-
neous sensor fusion uses signals from 
the physical environment, whereas 

multimodal machine learning may 
use data from cyberspace.

Researchers have been working on 
specific hardware designs and signal 
processing techniques to advance sens-
ing technologies that mimic human 
senses, such as touch and odor sensors, 
as well as superhuman senses, such as 
the pressure and temperature sensors 
used in robotic exoskeletons. The di-
versity of sensing technology serves as 
a strong support base for the evolution 
of multisensor fusion technology.

DEEP-LEARNING-BASED 
MULTISENSOR FUSION 
STRATEGIES
Owing to the diversity of sensing tech-
nologies, various types of signals are 
represented using different data types, 
such as images, audio, video, radar point 
clouds, and lidar 3D point clouds. Three 
main types of data fusion strategies ex-
ist, which differ in terms of how data are 
fused, as illustrated in Figure 1. 

First, in data-level fusion strategies, 
sensed data are integrated at the input 
level. The data sensed by different sen-
sors are combined, and their correla-
tions are analyzed and removed be-
fore they are input to a deep learning 
model. A simple example is the concat-
enation of sensed data. 

Second, decision-level fusion strat-
egies analyze sensed data separately 
and fuse the individual results at the 

FIGURE 1. The data-level fusion, decision-level fusion, and feature-level fusion strategies.
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decision level. An example is the en-
semble model, which aggregates re-
sults from several deep learning mod-
els to accomplish a given task. 

Third are feature-level fusion strat-
egies, which offer great flexibility in 
terms of how data are fused by a deep 
learning model. The representations of 

sensed data can be fused across various 
types of inputs and different layers of a 
deep learning model. Hence, the model 
learns how to jointly represent multi-
sensor data. In practice, a mixture of 
these three types of fusion strategies is 
feasible. For example, data-level fusion 
can be combined with feature-level fu-
sion to obtain flexible feature represen-
tations within a deep-learning model.

DEEP-LEARNING-BASED 
MULTISENSOR FUSION 
APPLICATIONS
Deep-learning-based multisensor fu-
sion has been investigated in many 
application fields. Herein, we present 
a few examples that demonstrate the 
potential and opportunities created by 
this fusion technology.

Medical applications 
enabled by microelectronic 
sensing technology
Magnetic resonance imaging (MRI) and 
computed tomography (CT) are common 
tools for generating internal images of 
the human body to enable medical diag-
noses. Positron emission tomography 
(PET) scans can also produce detailed 
3D images. MRI relies on radio waves, 
whereas CT uses X-rays. PET is a type of 
nuclear medicine procedure and, thus, 
uses radioactive substances. These are 
advanced medical technologies for de-
tecting diseases and injuries. 

Research on fusing these advanced 
medical imaging modalities by using 

deep learning has begun. For exam-
ple, researchers fused MRI and PET 
images by using a Visual Geometry 
Group (VGG) network to obtain one 
resulting image.2 Information en-
tropy was employed to evaluate the 
effectiveness of the fused data. In an-
other study, MRI and CT images were 

fused to concentrate information 
from source images into a final im-
age.3 The fusion of medical images is 
performed with the aim of improving 
the usefulness of images when mak-
ing medical diagnoses. In addition, 
multisensor fusion has been applied 
in an end-to-end approach for clinical 
diagnosis. For instance, T1-weighted 
imaging, T2-weighted imaging, and 
fluid-attenuated inversion recovery 
are MRI scanners with unique fea-
tures. Researchers fused their fea-
tures by using deep learning models, 
with the aim of better classifying gli-
oma,4 a common type of brain tumor.

Human activity recognition driven 
by wearable sensing technology
With the wide availability of wearable 
devices equipped with diverse sen-
sors, multisensor fusion now plays an 
important role in human activity rec-
ognition within diverse fields,9 such 
as personal health monitoring, med-
ical care, and gaming. Data sensed by 
multiple sensor modalities installed at 
multiple locations on the human body 
can be fused to facilitate more compre-
hensive analyses. Common wearable 
sensors for human activity recogni-
tion include inertial sensors, such as 
accelerometers and gyroscopes; phys-
iological sensors, such as electroen-
cephalography (EEG) devices; thermal 
sensors; and pressure sensors. They 
are often inexpensive, f lexible, and 
easy to integrate by design. When 

applying deep-learning-based multi-
sensor fusion to human activity recog-
nition, the first challenge is to collect 
training data for the designated task. 
Currently, most data sets are propri-
etary. Second, owing to the limited 
resources of wearable sensors, the de-
veloped models have size restrictions. 
The model architecture and model 
size affect the resulting accuracy and 
response time.

One example of the deployment 
of deep-learning-based multisensor 
fusion in personal health monitor-
ing is sleep detection. Researchers 
have employed deep learning models 
to fuse EEG and electro-oculogram 
(EOG) signals to monitor sleep.5 This 
monitoring can help with the diag-
nosis of sleep-related diseases. Me-
kruksavanich and Jitpattanakul7 
used a convolutional neural network 
(CNN) to obtain EEG signals as well 
as a long short-term memory (LSTM) 
model to obtain EOG signals, and the 
two signals were fused to generate 
a final decision. The training data 
sets included a private data set and 
the Sleep-European Data Format ex-
panded database,6 which contains re-
corded EEG signals, EOG signals, and 
other sleep physiological signals with 
manually labeled events.

Another example is the detection 
of human activities by using various 
smartphone sensors.7 In this exam-
ple, time series data from the acceler-
ometer and gyroscope embedded in a 
smartphone provide information in 
the continuous time space, and, for 
this reason, LSTM-based models are 
used. The training data set was the 
University of California, Irvine Hu-
man Activity Recognition data set,8 
which classifies six activities on the 
basis of the sensor data obtained from 
a waist-mounted smartphone.

Self-driving applications
With advances in perception sensors, 
such as cameras as well as radar and 
lidar sensors, ADASs are supporting 
diverse functionalities with finer gran-
ularity and shorter response times. 

Multisensor fusion modules are crucial to ensuring 
that robots can precisely perceive the physical 

world and moving objects.
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They overcome blind spots by deploy-
ing more sensors with diverse sensing 
abilities. Object detection and scene 
segmentation are the two main cor-
nerstones of ADASs. Object detection 
is used to detect pedestrians, vehicles, 
and road signs and can be employed to 
realize various ADAS functions, such as 
forward-collision avoidance, automatic 
parking, and traffic sign recognition. 

Visual sensor-based object detection 
can be enhanced by using additional 
sensors that provide or derive depth 
information over time, meaning that 
objects can not only be detected but 
also be located in 3D space in continu-
ous time. For example, 3D object detec-
tion can be achieved using an automo-
bile-mounted stereo camera consisting 
of two visual cameras,10 where the pro-
posed stereo region-based CNN model 
uses feature-level fusion network to 
fuse images obtained from a stereo 
camera and predict the 3D bounding 
boxes of detected objects. 

Another approach is to fuse the 
data streams of a camera and a lidar 
sensor,11,12 and this approach is being 
actively researched with the aim of de-
veloping a more robust or more precise 
object detection model. The Karlsruhe 
Institute of Technology and Toyota 
Technological Institute at Chicago 
data set is widely used in the automo-
tive context.

Scene segmentation tasks help ADASs 
understand their physical surround-
ings and contribute to the functions of 
these systems, such as automatically 
remaining in and changing lanes. Mul-
tisensor fusion can also help manage 
various weather conditions. For exam-
ple, by using a deep learning model to 
fuse the data streams emanating from a 
visual camera and a thermal sensor, se-
mantic segmentation can be performed 
in snowy weather.13 The vision–ther-
mal fusion model detects persons with 
higher accuracy than a camera-only 
model in snowy scenarios. This exam-
ple demonstrates that diverse sensor 
inputs can be used to compensate for 
various unsuitable weather conditions 
in the self-driving context.

SATELLITE APPLICATIONS 
ASSISTED BY REMOTE 
SENSING TECHNOLOGY
Satellite sensors produce images with di-
verse spatial, spectral, and temporal res-
olutions owing to the satellites’ different 
orbit altitudes and revisit periods. For 
example, the Moderate-Resolution Im-
aging Spectroradiometer has fine granu-
larity in time, whereas Landsat has fine 
granularity over covered land spaces. 
More advanced satellite missions offer 
superior temporal and spatial resolu-
tions and include the Copernicus Senti-
nel-2 mission. By fusing complementary 
satellite images, finer Earth observa-
tions can be made. Because feature en-
gineering relies heavily on experts’ do-
main knowledge, deep-learning-based 

satellite fusion opens a door for data sci-
entists who may not have a strong back-
ground in satellite technology. 

One example of deep-learning 
-based satellite fusion is superresolu-
tion imagery, for which images from 
Landsat and Sentinel-2 are fused, and 
time series images with high resolu-
tion are generated.13 Another example 
is the fusion of satellite images from 
homogeneous satellites but in differ-
ent modes for detecting ice-wedge 
polygons across the Arctic region.14 
Superior Earth observations enable 
scientists to closely monitor Earth in 
real time and precisely model plane-
tary changes to generate predictions.

CHALLENGES
Although massive progress has been 
made by using deep-learning-based 
multisensor fusion in various fields, 
general challenges and challenges spe-
cific to each application domain remain. 
We discuss a few of these challenges and 
expect to overcome them by conducting 
more research:

›› First, data collection from 
multiple sensors is at least as 
challenging as that from a single 
sensor. In multisensor fusion, 
time synchronization among 
all sensed data is an additional 
challenge that is not encoun-
tered when using a single sensor, 
especially in the case of comple-
mentary sensors. When asyn-
chrony occurs in data sets,  
it is difficult to detect and  
recover from.

›› Second, identifying which 
fusion architecture will offer 
the highest task performance 
in advance is challenging. In a 
relatively popular field, there 
may be some well-known and 

well-verified models. However, 
less research has been conducted 
on the domain adaptation of 
multisensor fusion models. In 
specific scenarios, proprietary 
studies and massive empirical 
experiments remain in demand.

›› Cooperative sensors are com-
monly believed to have higher 
task performance and robust-
ness against errors or attacks. 
However, the problem descrip-
tion must be refined to obtain a 
proper problem statement. For 
example, some early studies 
have demonstrated that the 
use of additional sensors may 
not lead to the expected level of 
robustness, and novel, effective 
attacks against multisensor fu-
sion models have emerged.16,17 
Moreover, multiple sensors 
can potentially expose a wider 
range of sensor abnormalities 
and vulnerabilities. Recovering 
from faulty or exploited sensors 
and sensed data is challenging.

Data sensed by multiple sensor modalities installed 
at multiple locations on the human body can be 

fused to facilitate more comprehensive analyses.
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In theory, more information leads to 
more knowledge, which improves the 
quality of decisions. We reviewed the 

concept of deep-learning-based multi-
sensor fusion and its potential to con-
tribute to various application fields. As 
sensor technology continues to advance 
and deep learning technology enables 
richer multisensor data representation, 
deep-learning-based multisensor fu-
sion will create new opportunities for 
increasing efficiency, performance, and 
robustness. We have highlighted the 
challenges associated with the develop-
ment of multisensor fusion in data col-
lection and fusion model design. Fur-
thermore, new forms of vulnerabilities 
related to multisensor fusion warrant 
careful investigation. 
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