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Training data quality is of paramount importance 
to the success of machine learning. No matter 
how complicated the learning model is and how 
much data are used to train it, the performance of 

the model is ultimately limited by the quality of the train-
ing data. However, obtaining high-quality training data is 
a time-consuming and expensive process. This has sparked 
a recent shift in artificial intelligence (AI) system develop-
ment, moving from model-centric AI to data-centric AI. As 
a result, the field of visual analytics has witnessed grow-
ing research dedicated to enhancing training data quality. 
This research trend involves a tight integration of interac-
tive visualization techniques with machine learning tech-
niques, offering new and promising avenues to address the 
challenges posed by data-centric AI systems.

In this “Spotlight on Transac-
tions” column, we take a closer look 
at selected research articles recently 
published in IEEE Transactions on 
Visualization and Computer Graph-
ics. These articles explore visual 
analytics methods to identify and 

diagnose data-quality issues, such as out-of-distribution 
(OoD) instances, noisy annotations, and imprecise anno-
tations. Given that data consist of individual instances 
and their associated annotations, visual analytics efforts 
for enhancing training data quality can be categorized 
into three main classes: instance diagnosis, annotation 
diagnosis, and hybrid diagnosis.

Instance diagnosis involves identifying and addressing 
quality issues at the instance level, which includes OoD 
instances, blurry images, and data heterogeneity. OoD in-
stances refer to data instances that significantly differ from 
the distribution of the training data used to train a machine 
learning model. Figure 1 illustrates two such examples. 
Handling OoD instances is crucial in many real-world appli-
cations to ensure the model’s robustness and generalization 
to unseen data. To better identify and understand such in-
stances, OoDAnalyzer1 integrates an ensemble-based OoD 
detection method and a grid visualization. By enlarging 
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the feature set and the algorithm set, 
the developed detection method can 
achieve better detection performance. 
To understand why these instances are 
not covered by the training data, a sim-
ilarity-preserving grid visualization is 
developed for exploring these OoD in-
stances in context. To support real-time 
interaction, a kNN-based approxima-
tion is proposed to speed up the layout 
algorithm. Once OoD instances and un-
derlying reasons have been identified, 
adding labeled instances accordingly 
to training data can usually improve 
the model performance.

Since the publication of OoDAna-
lyzer,1 researchers have been actively 
exploring and advancing visual analytics 
techniques to enhance data quality at the 
instance level. For example, Wang et al.2 
developed a visual analytics method, 
HetVis, to address the data heterogeneity 
challenge in horizontal federated learn-
ing (HFL). Data heterogeneity among 
clients is a critical concern when train-
ing high-quality HFL models. HetVis en-
ables participating clients to explore and 
understand data heterogeneity through 
the comparison of prediction behaviors 
between the global federated model and 
local stand-alone models. The key fea-
ture of this method lies in its capacity to 
employ context-aware clustering to sum-
marize inconsistent records and provide 
visualizations to identify heterogeneity 
issues in HFL. This capability serves as 
a source of inspiration for improving the 
quality of local datasets.

Annotation diagnosis centers on eval-
uating and resolving issues related to 
annotations provided for instances. 
This includes identifying and address-
ing problems, such as inaccurate anno-
tations, where the provided annotations 
for instances are incorrect; incomplete 
annotations, where essential annota-
tions are missing, resulting in none or 
only a few instances being annotated; 
and inexact annotations, where the pro-
vided annotations are coarse-grained 

and not as precise as required for the 
specific task. Addressing these annota-
tion-related issues is crucial to ensure 
the reliability and generalizability of 
machine learning models and their 
subsequent applications in real-world 
scenarios. To address the issue of incom-
plete annotations, Park et al.3 introduced 
CMed, a visual analytics framework tai-
lored for exploring crowdsourced med-
ical image data annotations. By integrating 
interactive linked visualizations, CMed 
allows detailed examination of crowd 
annotation results for specific videos 
and workers. This capability empow-
ers users to observe patterns and gain 
valuable insights into crowdsourced 
data annotations, thereby facilitating 
the design of more effective crowd-
sourcing applications. CMed proves 
to be a useful tool in improving the over-
all quality and efficiency of the crowd-
sourcing process. Subsequently, FSLDi-
agnotor was introduced as a solution to 
address the challenges of inaccurate and 
incomplete annotations.4 This method 

formulates the representative instance 
selection as a sparse subset selection 
problem. Based on this formulation, it 
effectively filters out low-quality anno-
tated instances and suggests the addi-
tion of new instances for annotation to 
ensure a comprehensive representation 
of the data collection.

Hybrid diagnosis combines both in-
stance-level and annotation-level as-
sessments to identify and address qual-
ity issues in the data used for training 
machine learning models. Such a com-
prehensive diagnosis method is essen-
tial in many machine learning tasks. 
For example, evaluating models under 
different subsets of data, known as data 
slices, is essential to ensure fairness and 
consistent performance in diverse situa-
tions. In response to this requirement, 
Zhang et al.5 developed SliceTeller, a 
tool designed to identify and address is-
sues with critical data slices. It enables 
users to debug and enhance machine 
learning models by detecting problem-
atic data slices. Once the underlying 

FIGURE 1. OoD samples in image classification. (a) A white dog and a black cat are 
incorrectly predicted with high confidence by a classifier trained on a dataset only 
consisting of dark-colored dogs and light-colored cats. (b) A more complex case where 
a cartoon dog with long ears is incorrectly predicted as a rabbit due to the absence of 
cartoon dog in training data.
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issues are identified, users can either 
correct noisy annotations or adjust the 
weights of the associated instances. To 
speed up model iterations, this tool also 
employs a boosting model to estimate 
performance divergences after a slice-
based model fine-tuning. Additionally, 
SliceTeller facilitates the comparison of 
multiple model versions, streamlining 
the selection of the most suitable one 
for a given application. Using this hy-
brid diagnosis, SliceTeller exemplifies 
the drive to improve the robustness and 
fairness of machine learning models.

The tight integration of visual ana-
lytics techniques with machine learning 
techniques has been particularly effec-
tive in enhancing the quality of train-
ing data. Given the promising results 
and trends observed, we expect even 
greater achievements from this synergy 
in the future. This is especially true in 
today’s era, characterized by the preva-
lence of large foundation models, where 
the quality of data for fine-tuning these 

models is crucial for adapting them to 
specific tasks. As a premier source of 
knowledge, IEEE Transactions on Visual-
ization and Computer Graphics remains 
committed to sharing pivotal research 
findings on this evolving topic. 
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