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Abstract—Precision farming technologies refer to a set of
cutting-edge tools and strategies implemented to optimize the
management of the plantation. Smart meter devices, Internet of
Things (IoT) technologies, and wireless sensor networks (WSNs)
are only a few examples of the innovative systems increasingly
employed from an Agriculture 4.0 point of view. Recent literature
has paid close attention to the role of artificial intelligence (AI)
and deep learning (DL) algorithms in helping farmers and
improving soil productivity. In this regard, this article presents
the design of a WSN based on low-cost, low-power photovoltaic
(PV)-supplied sensor nodes able to acquire data regarding
environmental conditions and soil parameters. Among all the
implemented sensors, the most critical is the soil moisture sensors
because of many issues related to cost, installation, reliability, and
calibration. Thus, this article proposes a DL approach based on
long short-term memory (LSTM) networks to provide a virtual
soil moisture sensor using only the data acquired by the other
transducer installed on the node. Performance estimation of the
virtual sensors and an in-depth comparison with other learning-
based approaches have been presented in this article to validate
the effectiveness of the proposed soft sensing approach.

Index Terms— Agricultural engineering, artificial intelli-
gence (Al), long short-term memory (LSTM), sensor fusion,
smart devices, soft sensors, wireless sensor networks (WSNs).

I. INTRODUCTION

ECHNOLOGICAL evolutions over the last decade are

making predictive modeling processes in multiple fields
ever easier. In particular, the massive diffusion of artificial
neural networks (ANNs) and, more generally, deep learn-
ing (DL) algorithms make computers more autonomous in
learning processes for classifications, regressions, and pre-
dictions. This evolution is of fundamental importance in the
Industry 4.0 paradigm, where these innovative analysis tools
are integrated within the context of smart metering based on
Internet of Things (IoT) architectures. Thanks to the latest evo-
lutions of artificial intelligence (Al), it is possible to analyze
the huge amount of data produced by this growing number of
intelligent sensor nodes in order to extract useful information
for the optimization of industrial processes [1], [2].
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This optimization concerns the industrial world and any
other sector where reducing costs is necessary. Among these
fields, the interest in Al-based optimization of IoT architec-
tures is rapidly spreading in the agricultural industry [3], [4].
As a matter of fact, precision farming (also known as smart
farming) technologies involve the use of smart meters, wireless
sensor networks (WSNs), unmanned aerial vehicles (UAVSs),
smart camera nodes, and many other [oT technologies in order
to fulfill the following [5]-[7].

1) Decrease the use of pesticides allowing a more sustain-
able and eco-friendly production.

2) Optimize the irrigation reducing water waste.

3) Enhance the overall resources management of the farm.

4) Diagnose and prevent plant diseases allowing a signifi-
cant improvement in the harvest.

5) Reduce farming costs.

A. Problem Background

Smart farming is crucial in the fight against climate change,
as the waste of natural resources contributes substantially to
worsening the situation. In this regard, the world of agricul-
ture is pushing toward improving monitoring efficiency by
employing DL algorithms as decision support in agricultural
activities [8].

More in detail, the improvement in decision making, with
consequent optimization of the use of natural and economic
resources, has been studied for multiple activities related to
this area. For example, environmental factors capable of affect-
ing the crop yield and the consequent irrigation scheduling
were analyzed in [9] using DL algorithms. Furthermore, the
study of factors that may influence irrigation scheduling was
analyzed with convolutional neural networks (CNNs) and long
short-term memory (LSTM) networks in [10]. Similarly, a DL
approach for smart irrigation systems is proposed in [11] using
an LSTM-based neural network.

Another example of the use of DL algorithms is given
by Moon et al. [12], where a prediction of CO, concentra-
tion in greenhouses was made thanks to an LSTM network
trained with different environmental data, including temper-
ature, relative humidity (%RH), atmospheric pressure, CO,
concentration, soil parameters (temperature, humidity, and
electrical conductivity), and parameters outside the greenhouse
(temperature, humidity, and wind).

Disease detection is another central point of study in this
context that could benefit significantly from the introduction
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of Al For instance, a shallow visual geometric group (VGG)
based on several convolutional and pooling layers has been
introduced in [13] to identify plant diseases. The effectiveness
of the network has been tested using images of potato,
corn, and tomato fields. Other approaches for plant disease
identification and classification include the use of adapted deep
residual neural network-based algorithms [14], LSTM [15],
transfer learning [16], and embedded system enriched with
a recurrent neural network (RNN) [17]. For a more detailed
discussion about this topic, see [18] and [19].

Soft sensors, also known as virtual sensors, have also found
great engagement in this context. This term refers to a software
node where numerous measurement tasks are performed and
processed together. The spread of ANNs has made possible the
development of increasingly advanced soft sensors capable of
identifying correlations between measures that could not be
predicted in the past. For example, in [20], a soft sensor for
gasoline engine exhaust emission estimation has been devised
using ANNSs. Soft sensors are crucial in environments where it
is impossible for logistical reasons, such as installing physical
sensors [21], [22]. Their use is also helpful in areas where the
failure of one of the sensors can cause severe damage, both
functionally and economically. This aspect is mainly described
in [23], where soft sensors are implemented for instrument
fault accommodation, and in [24], where soft sensors were
used for timber bundle volume measurement in the Swedish
forest industry.

In this context, the applicability of the soft sensor concept
to the precision agriculture field employing DL algorithms
was evaluated. In particular, a study has been carried out on
the cost of all the sensors necessary for the correct irrigation
programming of the fields to be cultivated. The results of the
analysis emphasized that the soil moisture measurement sensor
is one of the most important but also one of the most expensive
and most critical sensor in a weather station for agricultural
purposes, as widely described in [11] and [25]-[27].

B. Literature Review

So far, soil moisture is estimated using WSNs and satellite
imagery, but these are expensive and have low accuracy [28].
To overcome these limitations, the researchers have tried
to make the most of all the sensors present above and
below ground to reduce costs and increase the accuracy of
the analysis and prediction of the parameters. Specifically,
Liu et al. [29] tried to predict soil moisture by employing
standard environmental sensors comprising ambient tempera-
ture and humidity sensors and the soil moisture sensor. The
authors then implemented a smart sensor node connected with
the cloud platform via the Message Queue Telemetry Transport
(MQTT) protocol. However, the approach’s limitations can be
traced to two factors: the first relates to the economic factor
since, as mentioned earlier, soil moisture sensors are not cheap;
moreover, the proposed method requires multiple sensors to
improve the accuracy of measurements over a large area of
land. Another limitation is the possible failures that may have
the sensors, more likely due to their greater quantity, combined
with possible measurement errors due to hostile environmental
conditions and improper installation by the operators.
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Another approach presented in [30] uses a support vector
machine (SVM) to predict soil moisture based on digital
photography. However, the cost and size of the required
hardware make the approach based on photography not always
affordable. Another approach based on soil picture is presented
in [33]. Different machine learning methods for soil moisture
prediction are investigated in [31]. This article presents a
remarkable review of machine learning approaches; however,
it misses considering RNN and their improvements, such
as LSTM. Another comparison between machine learning
algorithms for soil moisture prediction has been proposed
in [32], considering multiple linear regression, support vector
regression, and RNN. The major limitation of the work is
the limited time forecast (up to 7 days). Other available
approaches include the use of graph neural networks [34],
intelligent multioutput regression model [35], and DL regres-
sion network [36].

Therefore, to comply with the soft sensor concept, it was
necessary to supplement the collected data with an estimation
and prediction algorithm from exogenous variables related to
the variable. However, in such cases, correlations between
environmental variables are often weak and insufficient for
applying classical estimation and prediction algorithms such
as Kalman filtering and Fuzzy logic.

C. Major Contributions

For the reasons mentioned above, it was decided to use
the black box approach concept typical of DL algorithms,
which are used in almost every field today. In particular,
it was decided to leverage the capabilities of LSTM networks
in conjunction with the soft sensor concept to remove the
soil moisture sensor by predicting the value mentioned above
from other environmental measurements taken at the site.
Furthermore, this method is also characterized by the ability
to predict not only the present value of soil moisture but also
more distant time steps due to the structure of the LSTM
network.

The choice of LSTM networks is based not only on the
excellent performance in regression and prediction by the net-
work itself but also on the scalability and flexibility capabilities
of the technique. In fact, the neural network can be retrained
to accommodate a change in geographic sensor placement; it
is also possible to change the architecture slightly to vary the
number of inputs while keeping the final soft sensor output
unchanged. In this way, it is possible to integrate new sensors
without overcomplicating the architecture, which can improve
performance during the regression process of the network.

The major contributions of this article are as follows.

1) The introduction of a DL technique within a traditional
monitoring device for smart pharming technologies. This
allows to propose an innovative Al-based IoT device
for precision agriculture that is currently not available
neither in the literature nor in the market.

2) The implementation and characterization of a virtual soil
moisture sensor using the LSTM network, which to the
author’s knowledge, has never been developed in the
literature.
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Fig. 1. Schematic representation of the LSTM cell architecture [37].

3) The optimization of both LSTM network architecture
and hyperparameters with respect to the problem under
study in order to improve the accuracy of prediction.

4) A detailed comparison between LSTM, fully RNN
(FRNN), nonlinear autoregressive network with exoge-
nous inputs (NARX), and multivariate regression tree
for virtual soil moisture sensor, which to the author’s
knowledge, is missing in recent literature.

D. Manuscript Structure

This article will introduce the concept of LSTM units
and how they integrate into more complex architectures in
Section II. Then the experimental setup will be described from
a hardware point of view in Section III. In Section IV, the data
analysis and the neural network training will be described,
along with all the baseline models available in state of the art,
chosen for performance comparison. Section V will compare
the results with a traditional nonlinear regression method, a
NARX networks, and a FRNN. Finally, in Section VI, the
conclusions will be presented.

II. DL FOR SOFT SENSING
A. LSTM Networks

LSTM networks are special neural networks composed of
individual LSTM units. These units result from an evolution of
the RNNs, which are neural networks having a state, a feature
that allows them to learn characteristics of long temporal
sequences, to make classifications or predictions on future
predictions time steps.

The need to use LSTMs instead of RNNs arises from the
“vanishing” gradient problem, i.e., the possibility that the
gradient may vanish or explode during the back-propagation
operation, the real pillar of the training of ANNs. An example
of an LSTM network structure can be seen in Fig. 1. In par-
ticular, the signals shown in the figure are described by the
set of following equations:

it = O-(.xlUl +h[_]Wi) (1)
fi=o(x U +h_ W) 2)
Oy =0 (.xon + h[_] WO) (3)

C, = tanh(x,U® + h;_  W?) 4

2515411

C,=0x(fi xCoi+ir x C,) 3)
hy = o, X ap(cy) (6)

where ¢ is a sigmoid activation function, o, and o) are
two hyperbolic tangent activation functions, f; is the forget
gate’s activation vector, i, is the input/update gate’s activation
vector, o; is the output gate’s activation vector, h, is the
hidden state vector, C, is the cell input activation vector, and
C, is the cell state vector. The different W stand for the
weight matrices and bias vector parameters learned during the
training.

The three gates regulate the flow of information through
the cell since the number of states stored is arbitrarily defined
during training.

LSTM networks can be used, depending on the choice of the
output layer, either for the classification of temporal sequences
or for the prediction of successive temporal instants.

In particular, in order to make a convincing prediction, the
network must analyze several samples, defined as a warmup,
that are not given as output by the network.

In addition to the reference time steps, these networks
can have one input and one output (univariate LSTM) or
multiple inputs and one output (multivariate LSTM). The latter
approach was the appropriate one for the case study, as it
involves an improvement in the quality of the prediction of the
output variable due to the simultaneous analysis of multiple
variables. Furthermore, this approach allows the identification
of correlations between the input and output variables that are
often difficult to identify with traditional methodologies and
approaches.

The soft sensor can then be designed from a training
having as input the measured variables and as output, the
objective measurement of the soft sensor, to physically remove
the sensor after the training and continue to estimate its
measurement at the software level.

B. Dataset Construction

As in all DL approaches, it is necessary to construct the
dataset respecting size, intraclass variability, and interclass
variability criteria. In this case, it is necessary to ensure a
sufficient number of samples for the warmup of the network.
Furthermore, the dataset must be made up of the input data and
the corresponding time step, which is essential for predicting
future outputs of the time series analysis.

The neural network then accepts input in a format (batch,
sequence length, input features), provided following a structure
visible in Fig. 2.

Another fundamental aspect regarding the construction of
the dataset is its normalization. This is crucial because a
dataset normalized according to a Gaussian simplifies the opti-
mizer’s work considerably, thus increasing the performance of
the prediction. The equation used for the normalization of the
dataset is (7), where F; stands for the input feature, or input
data, NF for the Normalized Features, F for the mean of
the features, and sz for the sample standard deviation of the
features

F,— F
NF; = . (7
SF
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Fig. 2. Example of LSTM input structure [38].

III. EXPERIMENTAL SETUP

This section presents the characteristics of the proposed
IoT infrastructure for smart farming technologies. The entire
system is a WSN based on a self-organized and self-configured
mesh topology to collect data from a distributed network
of sensor nodes deployed on a wide field. The nodes are
independent and self-powered units that collect different kinds
of environmental data and transmit them to a central gateway
(i.e., the root node or simply the access point). Furthermore,
they also serve as a relay for other nodes to reach the central
gateway using a multihop protocol and dynamic routing tables.

The proposed sensor node is a low-cost and low-power
device composed of the following subunits.

1) The power supply unit uses the energy provided by a
photovoltaic (PV) panel to recharge two lithium ion
batteries through a customized dc—dc converter.

2) The acquisition and elaboration unit uses the ESP32
system-on-a-chip microcontroller to acquire data from
analog and digital sensors and transmit them to the
central gateway through IEEE 802.11 Wi-Fi protocol.
Digital sensors are managed directly by the micro-
controller, while analog sensors are acquired through
adequate and customized conditioning circuits and two
embedded eight-channel 12-bit successive approxima-
tion register (SAR) analog-to-digital converter (ADC).

3) An external 3 dBi antenna.

4) A sensors pack, including the following transducers.

a) The AM2315 digital temperature and humidity
sensor. The temperature measurement is character-
ized by a 0.1 °C and 16-bit resolution ranging from
—40 °C to 125 °C. The typical accuracy is 0.1
°C in the center of the range, while it can reach
the maximum value of +1 °C in the proximity of
the range’s bound. Instead, the relative humidity
measurement has a typical resolution of 0.1 %RH
and typical accuracy of +2 %RH in the wide range
[0, 99.9] %RH. This sensor is used to acquire
ambient temperature (At) and relative humidity of
the air (RHa).

b) The DS18B20 programmable (9- to 12-bit resolu-
tion) digital temperature sensor is used to acquire
the soil temperature (St). It is characterized by
40.5 °C accuracy from —10 °C to 85 °C.

¢) The SM 100 soil moisture sensor, which is an ana-
log transducer characterized by a 3% volumetric
water content (VWC) accuracy and a 0.1% VWC
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Fig. 3.

Photograph of a sensor node installation on the olive grove.

resolution. This sensor is used to collect informa-
tion about the relative humidity of the soil (VWC),
which represents the target feature to be estimated
using the proposed soft sensing algorithm.

d) An analog solar radiation sensor used to collect the
light radiation (Rad).

e) An embedded thermistor with £0.5 °C accuracy
implemented to monitor the microcontroller’s over-
heating.

The duty cycle of the proposed sensor node is almost 5%
(i.e., the node works 1 min to acquire and send data over a
period of 20 min) to minimize energy consumption, to avoid an
oversampling of environmental data (note that meteorological
parameters change slowly during the day), and to reduce
component overheating and thus increase system reliability.
See [37] and [38] for more information about the developed
hardware.

The proposed network has been installed within an olive
grove nearby Pisa, Tuscany, central Italy. A set of ten battery-
powered sensor nodes have been deployed in different loca-
tions of the olive grove, and they have been used to acquire
environmental and soil parameters for more than one year.
An example of sensor node installation on the field is illus-
trated in Fig. 3, highlighting the location of the different
implemented sensors with dedicated labels.

The proposed WSN for smart farming applications has been
self-developed, taking into account the following principles.

1) Low-cost hardware able to ensure a good trade-
off between metrological performances, computational
complexity, and the price of the final product.

2) Fault-tolerant network architecture to ensure high-
reliability requirements.

3) Easiness and quickness of installation on the field.

4) Low power consumption to maximize the battery life
and minimize the need for maintenance operations due
to loss of power.

5) Easiness of sensor calibration.

Considering all the principles mentioned above, it stands

rapidly out of the numerous issues and challenges brought
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by the SM 100 soil moisture sensor. First of all, the high
cost of the soil moisture sensor makes it extremely difficult to
maintain a good tradeoff between the performance and price
of the final product. As a matter of fact, half the hardware
development cost of the entire sensor node (including all the
sensors and the required electronics) is due only to the SM 100
soil moisture sensor. Furthermore, the soil moisture sensor also
has a higher cost in terms of maintenance. Moreover, several
studies on the prototypes highlighted that the soil moisture
sensor has a higher probability of failure than all the other
sensors installed in the proposed node, with a major impact
on the overall system’s reliability.

Moreover, the calibration process of the SM100 is extremely
difficult, and the installation is quite challenging too. It must
be deployed on the ground at a precise depth level, which must
be exactly the same for all the sensors in the WSN to ensure
consistent results. Considering all the limitations mentioned
above, a DL approach for soft sensing has been implemented
in this work. The work aims to substitute the soil moisture
transducer with a virtual sensor achieved by utilizing an LSTM
network. The data acquired by the other sensors installed in
the station are used to train the network and predict the target
feature (i.e., the VWC).

IV. DATA ANALYSIS AND NETWORK TRAINING
A. Data Correlations

Following the data collection, organized in tables, an
in-depth analysis was carried out to remove any errors and
to understand the presence of any correlations capable of
improving the ability to estimate the relative humidity of the
soil. As indicated above, the data available concern the time of
acquisition, i.e., the timestamp, the ambient temperature (At),
the RHa, the soil temperature (St), the relative humidity of the
soil (target feature, VWC), the light radiation (Rad), and other
values concerning the operating status of the smart sensor. The
first results concerning this analysis are shown in Fig. 4, where
data concerning environmental and soil parameters have been
examined. The matrix presents on the major diagonal unitary
values, as they refer to the autocorrelation of the features.
In contrast, in the other cells, values between —1 and 1
represent the correlation of covariances between the features
reported, respectively, in the specific row and column. As can
be seen from the correlation matrix, the features that present
greater correlations with the others have been air temperature,
relative air humidity, and soil temperature. On the contrary,
the light radiation and the relative humidity of the soil had
less strong correlations with the other features.

The main focus of this discussion was that soil moisture had
stronger correlations with air temperature and soil temperature,
while it has weaker correlations with relative air humidity
and light radiation. Therefore, to improve the soil moisture
prediction as much as possible, it was decided to include
additional data regarding the amount of rainfall. Although no
rainfall sensor was installed on the site, it was possible to
obtain the above data related to the specific location where
the sensors were installed, thanks to the hydrological and
geological service of the Tuscany Region, Italy.

2515411

At
RHa 0.5
St
0
vwC
Rad
0.5
At RHa St vwC Rad
Fig. 4. Correlation heatmap between data acquired by the proposed sensor
node.

TABLE I
EXTRACT OF THE COMPLETE DATA FORMAT USED IN THIS WORK

. At RHa St VWwceC Rad Rain
Date Time
(°O (%) (°0) (%) (Lux) | (cm/h)
20/10/2020 7.2 90.1 7.8 35.3 0.2 0.5
1
At 1 0 0.98 0.76 0.63 0
RHa [ 1 0.44 0.24 0.59 0.75
0.5
St| 0.98 0.44 1 0.75 0.53 0
VWC| 0.76 0.24 0.75 1 0.41 0.67 5
Rad | 0.63 0.59 0.53 0.41 1 0.0
Rain [0 0.75 0 0.67 0.08 1 05
At RHa St VWC Rad Rain

Fig. 5. Correlation heatmap including sensors installed on the prototype and
rainfall data.

Following the data collection, it was necessary to synchro-
nize them, sampled every 15 min, with those acquired by
the setup described above. An example of the complete data
format can be seen in Table I.

Finally, the confusion matrix was calculated similar to
what was done before. The results are shown in Fig. 5.
It can be seen from the correlation heatmap that rainfall
data have a weak negative correlation with air temperature,
a medium correlation with air humidity and soil moisture, and
no correlation with soil temperature and light radiation. The
evaluation of the significance of the input variables for the
algorithms employed has been reported in [39] and states that
the variable is significant if its correlation is greater than the
following equation, for large N, numerosity of input data

2
Absolute correlation > ——. (8)
VN

B. Multivariate Regression Tree

As described above, it was not possible to perform a linear
regression to predict soil moisture values, as there are no
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sufficiently strong correlations between the different features.
Therefore, it was decided to use a regression method based
on a specific machine learning algorithm. Thus, in the form
of a multivariate regression tree, decision tree learning has
been used as a term of comparison for the performances of
the proposed DL algorithm.

This method is, in fact, used in data mining, machine
learning, and statistical applications for both classification
and decision-making applications and prediction applications
[40], [41].

In particular, three specific profiles of this algorithm were
used: fine tree, medium tree, and coarse tree.

The parameter used by the algorithm as a minimization
objective is the entropy E(S) (9)

N
E(S) =Y _(—pilog, pi) ©
i=1

where S is the set of all instances in the dataset, N is the
number of distinct class values, and p; is the event probability.
In this case, it can measure the impurity of the sub splits of
the regression tree, improving the distinction of the features
and, therefore, the successive regressions. In addition to this
parameter, the Gini impurity /s (10) is also usually used
in constructing the regression tree, which is also useful in

estimating the purity of the tree’s branches

N

Io= 1= (p})

Jj=1

(10)

where N is the number of distinct class values, and p; is the
event probability.

The model was generated on one dataset and then tested
on three datasets in all cases. These results are reported in
Section V.

C. NARX Model

Another tested methodology belonging to the field of neural
networks is NARX. These networks are part of state of the art
in time series classification and prediction. The model relates
the current value of a time series to the past values of the
same series and to the current and past values of the driving
factor (the model).

The NARX model can be formalized as follows:

L) te.
(11)

In (10), y, is the variable of interest at time 7, u, is the
externally determined variable at time 7, and ¢ is the error.

The designed NARX network has been structured with ten
hidden layers and one delay step.

Ve = F(yl—la V=25 Yt—3s5 v sUpy Up—1, Ur—2, Ur_3, ..

D. Fully Recurrent Neural Network

FRNNS are deep neural networks capable of classifying and
predicting temporal sequences characterized by the greatest
simplicity of hyperparameters possible. The FRNN is a simple
deep neural network where, however, every neuron, except
those belonging to the input layer, has a feedback link from
the output to the input of another neuron. This is also the
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TABLE 11
ARCHITECTURE OF THE PROPOSED FRNN

Layer Type Shape
1 Input (Batch, 2000, 5)
2 Fully Recurrent Unit (Batch,32)
3 Dense (Output) (Batch,1)
TABLE III

ARCHITECTURE OF THE PROPOSED LSTM NETWORK

Layer Type Shape
1 Input (Batch, 2000, 5)
2 LSTM (Batch,32)
3 Dense (Output) (Batch,1)

case for multiple hidden layers and output layer neurons. This
greatly simplifies the basic cell structure at the expense of
architectural complexity [42].

The architecture of FRNN employed in the work is shown in
Table II and includes 2000 warmup samples, 32 fully recurrent
units, and one neuron for the output layer for the regression
task.

E. LSTM Network

As described in Section II, the choice of DL algorithm fell
on LSTM Networks. In particular, tests were carried out to
evaluate the performance of the different hyperparameters,
such as the length of the sequence for warming up the network,
the sampling rate, the batch size, the number of epochs, the
learning rate, the training, and validation split of the data.

The network architecture was then designed, as shown in
Table III. The size of the input layer had to take into account
the number of input variables, namely, St, RHa, Gt, Rad,
and Rain. So, the shape of the input level is composed of
the batch, the warmup steps (2000), and the number of input
variables, while the LSTM level is composed of 32 units with
no activation function. The output layer consists of only one
neuron to comply with the regression task. The training was
monitored with the mean square error loss parameter and using
the Adam optimizer.

F. Network Training

In order to train the network, it was first necessary to fix all
the hyper-parameters in order to reduce the mean squared error
of the neural network output compared to the validation set.
Although there is no general rule for defining the architecture
of the neural network, the literature has reported that the
number of hidden layers should be only one, or at least no
more than two, to keep accuracy high and reduce possible
overfitting [43].

The number of LSTM cells of the hidden layer, on the other
hand, is highly dependent on the level of complexity of the
input signal.

For this reason, it should be as few as possible in order
to avoid overfitting problems. Therefore, the operation was
carried out empirically, verifying each time the trend of the
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TABLE IV
BEST PARAMETERS OF THE PROPOSED LSTM NETWORK

Hyperparameter Value
Learning Rate le-4
Batch Size 128
Epochs 40
Optimizer Adam
Loss Function MSE
Warm up Samples 2000
Train/Validation Split 75%/25%
TABLE V
DATASET MANAGEMENT
Training Validation Test
Batch #0/1 Batch #0/2 Batch #1 #2 #3
(12993 samples) (4331 samples) ( ~27000 samples)
4 1
‘\ ——Training Split
o
N ,
w \
he] N
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Fig. 6. Network training results.

results concerning the best set of the previous rounds. The
optimal parameters obtained at the end of the optimization
process are shown in Table IV and have been used for both
LSTM and FRNN training.

More in detail, after the operation of normalization
described in Section II, the data have been organized, with the
aid of an appropriate Python script, in such a way to respect
the shape foreseen by the input layer of the neural network.

At the end of the training operations, the best results have
brought back a validation loss, mean squared error, equal to
1.70, reached on the 35th epoch.

The summary of the dataset split can be seen in Table V,
while the training trend and the loss and validation loss
parameters can be seen in Fig. 6.

After the training, the model was compiled and used to
predict and estimate soil relative humidity data in the inference
phase.

V. RESULTS AND DISCUSSION
A. Algorithm Comparison

Following the neural network training, it was decided to
test its results on three sets of measurements taken at different
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Fig. 7. Extract of the proposed soft sensor’s output compared to the actual
Sensor’s response.

locations. In particular, the three sets covered a period of
at least nine months, with data acquired between 2020 and
2021. As a result, the variability of the data is very high,
as they covered periods of cold and heat, related to the change
of season between winter and summer, and also between
drought and large rainfall, as evidenced by the variability of
precipitation.

These factors predicted relative soil moisture values more
challenging. It was, therefore, necessary to set up, as described
above, a long warmup period of about 2000 samples,
equal to about 34 days. Following the inference operation,
it was also necessary to de-normalize the resulting data by
reversing (7) using the same mean and standard deviation
values.

The results of this evaluation were then compared and
visualized to verify consistency with actual soil moisture data
to understand the true capability of the system to replace the
relative sensor.

As an example, a batch of data having a time span of about
180 days is reported, as an example, in Fig. 7. In particular, the
predicted values, in orange, and the measured values, in blue,
are compared.

The same operation was performed with the algorithm
chosen as a benchmark and described previously. More in
detail, the dataset used for training the neural network has
been used to derive the regression model, while the three
sets of measurements used during the testing phase of the
LSTM were also used to test the other models. The measured
values versus the values resulting from the model were then
plotted, and the results are reported in Fig. 8. For the valida-
tion of the model, a cross-validation fold on four partitions
of the dataset was also prepared to avoid overfitting the
model.

In order to choose which of the three regression trees (fine,
medium, or coarse) was the best, the root mean square error
(RMSE), calculated as in (12), was evaluated for each test set
of measures

N ~
S G —y)?
N

where N is the number of samples analyzed, J; is the estimated
value, and y; is the real value. The results of the RMSE
estimation are reported in Table VI.

RMSE = (12)
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Fig. 8. Medium regression tree algorithm. True values versus predicted
sensor’s output.

TABLE VI

COMPARISON OF THE RMSE BETWEEN THE PROPOSED LSTM AND
THREE DIFFERENT REGRESSION TREES

Model Batch #1 Batch #2 Batch #3
Fine Tree 0.64 3.44 0.91
Medium Tree 0.70 3.41 0.92
Coarse Tree 0.59 3.39 0.84
NARX 0.51 2.48 0.25
FRNN 0.22 2.51 0.26
LSTM 0.15 0.92 0.21

What stands out from the table is that the coarse tree turns
out to be the optimal multivariate regression model due to the
smaller mean square error.

Similarly, the RMSE has also been evaluated considering
the neural network prediction results since accuracy is not an
employable parameter for regression tasks. For comparison,
the RMSE of the LSTM approach has been calculated using
the same batches of data implemented in the case of the
regression tree, NARX, and FRNN. The resulting RMSE
values are also reported in the final row of Table VI using
bold characters. Fig. 9 shows a batch of true responses versus
predicted responses for the LSTM approach. What stands out
from the plot is that the results of Table VI are confirmed.
Furthermore, the values predicted by the LSTM network
resulted in being closer to the bisector (i.e., perfect prediction)
than those related to the regression tree method (as in Fig. 8).

Given the models’ results and their performances presented
in synthetic terms using the RMSE, it can therefore be con-
cluded that the proposed method based on the LSTM network
has provided better results on all three batches of data used
for testing. In contrast, the NARX network and the FRNN
achieved similar performances, better than the multivariate
regression trees but worse than the LSTM.

The downside concerns training times: while inference
times turn out to be small compared to the dynamics of the
phenomenon under investigation (~1 s), training times can be
considerably longer depending on the type of hardware used.
In fact, deep neural networks require longer training times than
other approaches, which can be cut down by using graphics
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TABLE VII
TRAINING TIME COMPARISON

Regression tree NARX FRNN LSTM

~10 sec ~10 sec ~400 sec ~2400 sec

accelerators and more powerful hardware. In particular, the
LSTM has a better RMSE and a significantly higher training
time at the same epochs than the FRNN. This is mainly due
to the higher architectural complexity of the LSTM unit in
comparison with the simple feedback neuron of the FRNN.
A laptop without graphics acceleration has been used for this
article, and the results are shown in Table VII.

B. Performance Estimation

In order to pursue the main purpose of the work, i.e., to
design a soft sensor starting from the technique exposed and
tested so far, it was necessary to perform a more in-depth
analysis of the predictions in comparison with the ground
truth, measured with the appropriate soil moisture sensor,
to make calibration of the entire measurement chain.

In a first step, the characteristics of the error committed by
the neural network in estimating the relative humidity of the
soil were evaluated in more detail. An in-depth analysis of
how the average relative error varies across the dataset was
then performed for each test batch employed.

For this purpose, it was decided to use a function defined as
sliding occurrence error (SOE). This function allows estimat-
ing the probability distribution of the average relative error in
the form of a survival function, as in the following equation:

St)=P{T > t}) = /00 f)du=1-F(t) (13)

where T is a continuous random variable with cumulative
distribution function F(¢) on the interval [0, 00).

Then, the average relative error was calculated using a
sliding window on the dataset, according to (14). L, specifies
the width, in terms of the number of samples, of the sliding
window, y, the predicted value, and y,, the measured value

yP(i —k) —ym(i — k)
ym(i _k)

=
o2

k=0

Emean,L(i) =

(14)
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Fig. 11. Comparison of SOE considering the proposed approach and three

other state-of-the-art methods.

The SOE curve plots the mean relative deviation Emean,z, On
the x-axis and the corresponding relative occurrences in the
moving window of the regression error on the y-axis.

To improve the prediction accuracy, further optimization has
been carried out. First, the length of the sliding window and the
overlap between different windows have been parametrized.
Following this analysis, a 30-sample wide sliding window was
chosen, with an overlap between windows of 80%. The latter
corresponds to 24 samples. The optimized results are shown
in Fig. 10.

In particular, the first batch of data is the one that obtained
the lowest error, as the average relative error of almost all
observation windows was confined within 5%. On the other
hand, batch three and especially batch two reported larger
mean relative errors even though the probability of it being
greater than 0.08 is still less than 10%.

The last analysis has been about comparing the SOE
obtained for the best batch of data (the first one) predicted
using the LSTM network, the coarse regression tree method
(i.e., the regression tree method that ensures the best results
for the same batch of data), the NARX and the FRNN. The
results of this comparison are illustrated in Fig. 11. Also,
in this case, we have the substantial confirmation of the results
reported previously, as the probability level associated with
the average error of the sliding window, calculated on the
output data of the LSTM network, turns out to be lower
than that of the regression tree on the whole interval under
examination.

At the same time, FRNN performed slightly worse than
LSTM, and NARX had almost the same performance as the
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regression tree. These tests, therefore, verified the improve-
ments of using the LSTM network for soft sensing over the use
of traditional machine learning algorithms, particularly over
the regression tree and NARX.

VI. CONCLUSION

This work deals with a soft sensing solution to improve the
performance of a WSN for smart farming applications. The
developed WSN is based on ten autonomous sensor nodes
equipped with an air temperature and humidity sensor, a soil
temperature sensor, a soil moisture sensor, and a radiation
sensor. Due to several limitations in using a physical sensor
for measuring the relative humidity of the soil, this work
introduces a soft sensing algorithm based on a DL approach
to implement a virtual soil moisture sensor. The virtual sensor
has proven to be a remarkable advantage despite the classical
physical sensor, allowing a cost reduction, an increment in
system reliability, and an easier installation and maintenance
of the node. Compared with NARX, FRNN, and multivari-
ate regression tree networks, the proposed technique’s main
downside lies in the long training time. However, this problem
can be solved by using more powerful hardware at the time
of training since, in the inference phase, the time required
is significantly lower and in line with the dynamics of the
observed phenomenon. To test and validate the performances
of the proposed LSTM-based soft sensing approach, a com-
parison with three alternatives of the classical multivariate
regression tree algorithm has been presented. The results show
the goodness of estimation of the proposed virtual sensor
regarding RMSE and SOE.
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