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Abstract— The ability to remotely assess vital signs using radar
systems may potentialize the healthcare systems, since it does
not require any direct interaction with the subject. Nonetheless,
these systems present inherent challenges that could compromise
the accuracy of the vital signs parameters. For instance, there
is a lack of resolution on the cardiac signal, since the radar
only detects the chest micro-displacement. Low cardiac resolution
prevents the exact localization of signal peaks, compromising the
heart rate variability (HRV) assessment. In this work, we use
a customized bandpass filter (BPF) obtained through adaptive
filtering, applied to the electrocardiography (ECG) signal to
generate the corresponding synthetic radar signal. This provides
an easy way to extract a cardiac radar signal model, free of
issues that arise from random body motion (RBM) or from an
eventual decrease in signals quality, which are inherent issues of
long-term acquisitions. This model was further used to verify if
the signal resolution provided by lower carrier radars is suitable
to determine the HRV parameters accurately.

Index Terms— Bio-radar, cardiac signal, continuous wave
(CW), Doppler radar, heart rate variability (HRV), vital signs,
Wiener filter.

I. INTRODUCTION

THE bio-radar system is a non-contact technology able
to monitor remotely the respiratory and the cardiac sig-

nal [1]. The bio-radars implemented with continuous-wave
(CW) radar are based on the micro-Doppler effect. A radio
frequency (RF) signal is transmitted toward the subject’s chest
wall, which moves periodically due to the cardiopulmonary
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function. The RF signal is reflected on the chest wall and
subsequently received by the radar front-end, being phase
modulated due to that periodical motion [2].

The received signal contains both respiratory and cardiac
signals, wherein the cardiac component extraction from a radar
signal is a challenging task. This fact is related not only to
radar operation limitations, but also due to the proper nature
of the cardiopulmonary function captured by the radar. First
of all, the received signal presents a spectral proximity of
both respiratory and cardiac components, and an eventual
harmonic superposition. Several methods have been proposed
in the literature to separate both bio-signals, which encompass
spectral manipulation [3], filtering [4], and signal decomposi-
tion [5], [6]. A multiresolution analysis using wavelets is also
an effective method as proved in [7]–[13].

With regard to the way bio-signals are perceived by the
radar, the respiratory stands out as the dominating signal,
with an amplitude varying between 4 and 12 mm [14],
while the maximum displacement due to heartbeat consists of
0.5 mm [15]. Ramachandran and Singh [15] used laser speckle
interferometry to measure the corresponding chest-wall motion
to each electrocardiography (ECG) wave, and they observed
that the highest motion is related to the Q-wave, R-wave,
S-wave (QRS) complex of the ECG and is focused in one
specific location, namely, the apex of the heart. Hu et al. [7]
also pointed out that identifying that area is increasingly ham-
pered if the subject is not at rest or if the radar antenna is not
properly focused on that maximal displacement zone. This fact
can be worsened if directional antennas are being used, since
narrow beam widths require a precise alignment. It should be
noted that directive antennas are, in fact, the most indicated,
especially in CW radars to avoid the reception of parasitic
reflections that occur in the surrounding environment [16].
In addition, the chest-wall motion amplitude and the cardiac
signals quality are also related to subjects physiognomy and
gender [7], [17], [18].

The bio-radar potential can be maximized if the acquired
bio-signals are used to infer certain subject conditions such
as, the emotional state, drowsiness or to help identify possible
cardiopulmonary diseases. For this purpose, beside the signals
rate, other parameters can be estimated as the heart rate
variability (HRV). The HRV enables to assess the cardiac vagal
tone, which marks the contribution of the parasympathetic
nervous system to the cardiac regulation [19], allowing our
body adaptation to sudden psychophysiological modifications
required to guarantee the homeostasis [20]. While the heart
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Fig. 1. Illustration of the radar peaks time location variation [13].

rate indicates the number of beats per minute (BPM), the
HRV measures the variation of the interbeat interval (IBI) [19],
[20]. To obtain such delicate parameters, a cardiac signal with
high resolution is required to correctly identify cardiac peaks
location.

However, it is challenging to obtain accurate IBI results
when the cardiac detection is performed at the chest surface,
as suggested by Kaisti et al. [17], where they studied the
measurement process of the heart mechanical motion. The
radar signal acquisition is based on the same principle, but
it has an aggravating factor, which is the system sensitiv-
ity dependency with the selected carrier frequency. Li et al.
[16] established a relation between the signal resolution and
the carrier frequency selection. They evaluated the relation
between the cardiac signal-to-noise ratio (SNR) and the carrier
frequency, concluding that frequencies between 5 GHz and the
lower region of Ka-band provide signals with better SNR.

In this sense, the works presented in the literature so far
have been showing interesting results regarding the HRV
assessment using radar systems operating with different car-
riers. Kim et al. [21] and Massagram et al. [22] using the
2.45-GHz ISM band revealed that HRV parameters cannot be
inferred accurately due to intrinsic characteristics of the radar
sensor [21], [22]. In [23], this lack of signal resolution is also
reported for a radar operating with the same frequency, but
an autocorrelation-based algorithm is developed to rectify the
missed peaks. Gouveia et al. [13] presented a study focused
on the cardiac signal extraction on CW radars operating
at 5.8 GHz. Six different methods were applied in radar
signals, and their effectiveness to extract the cardiac signal
was compared. In addition, a preliminary study was carried
out to evaluate the feasibility to compute HRV parameters.
For this purpose, the time localization of the radar cardiac
peaks was inspected. Fig. 1 presents a radar cardiac signal
superimposed with an ECG signal captured simultaneously.
In general, the radar cardiac peak is delayed in relation to the
ECG peak, with a �t time difference. Nonetheless, one can
observe that �t varies over time, achieving, in some cases,
a value close to zero, when the radar peak superimposes the
ECG one (as depicted by the blue regions in Fig. 1). This
effect might be related to the lack of signal resolution and
leads to an increased variation on the IBI computation.

On the other hand, accurate HRV results were reported
mostly using 24-GHz radars in [24]–[27], and as far as we

know, [7] is the only work reporting HRV results using
a 5.8-GHz radar. Despite the outstanding results presented
for 24-GHz radars, one should highlight the importance of
performing studies with lower carriers. Higher carriers might
require a more complex hardware, their increased sensitivity
turn signals prone to be highly affected by random body
motion (RBM) during the monitoring period, and high carrier
signals also suffer from high attenuation. On the other hand,
if lower carriers are used, the overall system becomes sim-
pler, and the interference caused by RBM is less prominent.
Furthermore, low carriers allow the operation at a wider
range, since their signals are less attenuated. Finally, the
research on this scope should also care with the challenges
of implementing solutions to be further used in the market.
For instance, low-profile systems can be accomplished by
hiding the radar inside specific objects. Low-frequency carriers
allow this integration, since electromagnetic waves can easily
penetrate dielectric materials.

In summary, the accuracy of the cardiac radar signal can be
compromised due to different causes, such as the following:
1) the own system sensitivity; 2) the alignment between the
subject’s chest wall and the maximum lobe of the antenna;
3) the subject stability during the measurement period; and
4) or even the noise interference acquired within the same
frequency band. Accordingly, this work aims to simulate
the signals acquisition in an ideal scenario, which are not
influenced by those external disruptive sources, and verify
if under these ideal circumstances, it is possible to compute
the HRV parameters using a CW radar operating at 5.8 GHz.
For this purpose, an exclusive tool was used, which is fully
dedicated to the authentic and unbiased cardiac signal. This
tool consists of a radar cardiac signal model, extracted directly
from an ECG, using a customized bandpass filter (BPF). In this
way, the radar signal model does not encompass any RBM or
any other issues presented earlier.

The necessary BPF coefficients were defined using an
adaptive filter, namely, the Wiener filter [28]. For this purpose,
an ECG signal was used as an input, and a cardiac radar
signal acquired at the exact same time was used as its output.
Since the estimation robustness must be guaranteed, a study
was performed regarding the correlation between the estimated
radar signal (ERS) and the corresponding original radar signal
(ORS). The correlation variability over time was verified, for
different heart rates from the same subject and in-between
different subjects.

In summary, our contributions are as follows.
1) Evaluate if it is possible to assess HRV parameters

accurately using our bio-radar system setup, operating
in CW at 5.8 GHz and implemented through an off-the-
shelf RF front-end.

2) The HRV assessment is performed using an ideal cardiac
radar signal obtained through adaptive filtering, applied
directly to the ECG signal. Under these conditions,
external and random sources of noise, such as the body
motion or an eventual SNR decrease, cannot compro-
mise the HRV results.

3) The HRV assessment evaluation is performed consid-
ering real case scenarios: the signals were acquired
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during long time periods (approximately one hour),
on different days, in two different subjects and under
different psychological conditions.

This work is divided as the following: in Section II, the
radar system setup is described, as well as the conducted
signal acquisition sessions. In this section, the digital signal
processing (DSP) algorithms applied to extract the ORS are
also detailed. Then, Section III presents the adaptive filter
implementation and its general validation through the study
of the correlation variability considering different subjects
and different days. Results regarding the heart rate and HRV
obtained by ERS are discussed in Section IV, and the final
conclusions are presented in Section V.

II. RADAR SYSTEM SETUP DESCRIPTION

A. Signals Acquisition

The radar setup used to collect the subjects vital signs
was composed by a software-defined radio as RF front-
end, namely, the USRP B210 board from Ettus Research1,
operating in CW mode with a 5.8-GHz carrier frequency.
Transmission and reception were performed using two 2 ×
2 antenna arrays [13]. These antennas are circularly and
crossed polarized, to avoid the mutual coupling and to improve
the path gain, according to [29] and [30]. Both antennas have
a half-power beamwidth of 40◦, and 11.6 dBi of gain. The
setup was operated with a transmitted power equal to 2 dBm.

The USRP B210 board was selected as RF front-end for
being compact and flexible, meeting the market requirements.
Nonetheless, the USRP presents some hardware limitations
when it is being used in radar applications, such as phase
incoherency between the transmitting and receiving channels
and also a weak isolation between both ports. One should note
that these hardware issues will not affect the results herein
reported, since the DSP algorithm used to extract the vital
signs was developed to overcome these issues. The algorithms
are explained further in detail in Section II-B.

An informed consent was obtained from all the subjects.
To account with the individual differences, two subjects were
considered in this study: subject 1 and subject 2. The signal
acquisition was performed with the subjects seated in front
of the antennas at a distance of half meter, while they were
watching videos. The videos content was specially selected
to induce different emotions, namely, a neutral condition and
the fear state [31]. The experiment was conducted in two
sessions occurring on separate days, one per emotion, to obtain
unbiased and authentic reactions. The same setup configuration
and the surrounding environment conditions were kept for all
the acquisitions.

Each session was composed by a baseline (which also
served as neutral condition) and an inducing moment,
to gather time and rate variation for the same subject. These
emotions, in turn, induce different HRV parameters [19],
which will be determined later for ERS, ORS, and ECG,
to evaluate if it is feasible to use this radar setup for this pur-
pose. Considering the emotions induction and the individual
behavior in different days, three different moments are going

1Trademarked.

Fig. 2. Breathing pattern and trigger definition for signals synchronization.

Fig. 3. Signal processing algorithm for the wiener coefficients estimation.

to be evaluated: BL1—Baseline (neutral condition) acquired
on the first day, F1—fear condition induced on the first day,
and N2—neutral condition induced on the second day.

The vital signs were acquired simultaneously, using our
bio-radar prototype and the BITalino (r)evolution BT board
for the ECG signal [32]. To synchronize both signals, the
subjects were asked to perform a breathing pattern composed
by three deep breaths, an apnea period of 10 s and a slow
exhale, as depicted in Fig. 2. Then, immediately before the
next inhale, the subject pushed a trigger button to start the
ECG acquisition. On the post-processing side, signals are
synchronized by neglecting the signal prior to the trigger
sample indicated in Fig. 2. In the exact context of this work,
where adaptive filtering is being used, it is imperative to
assure the system causality. Therefore, the radar signal was
considered to start 100 ms before its trigger, to guarantee that
in case of synchronization doubt, it is delayed in relation to
the ECG signal.

After their acquisition, both ECG and radar signals were
processed before being used as input and output, respectively,
on the Wiener filter. Section II-B details the DSP algorithm
implementation.

B. Radar Signal Processing Algorithm

Fig. 3 shows the block diagram of the implemented DSP
algorithm. The bio-radar signal gR(n) was acquired using the
GNU Radio Companion software, with a sampling frequency
equal to 100 kHz, and the ECG signal gE(n) was acquired
using the OpenSignals software, from PLUX, with a sampling
frequency equal to 1 kHz. Both signals were processed using
MATLAB. First, both were downsampled to operate at a
sampling rate of 100 Hz, resulting in dE(n) and dR(n) signals.
To make the R-peak more prominent, a 15th-order bandpass
FIR filter (BPF-R) was applied to dE (n), between 6 and 20 Hz,
as recommended in [33]. In this stage, the resulting ECG signal
is the one used as the Wiener filter input x(n).

On the radar side, since a CW radar was used as RF front-
end, signals are downconverted to baseband using in-phase
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and quadrature demodulation. Thus, the signal processing is
performed using complex signals, and the received baseband
signal can be represented by an arc projected in the complex
plane [1]. Regarding the signal processing steps, first of all,
the environment clutter must be removed, since it induces dc
offsets in the complex signal. Note that the eventual crosstalk
occurring between the transmitting and receiving ports could
also increase these dc offsets. The clutter removal can be
accomplished by following the algorithm proposed in [1],
which is robust to low amplitude signals and to non-static
parasitic reflections. In this way, dc offsets are estimated over
time encompassing the scenario changes properly. Afterward,
the hardware phase incoherence is compensated by rotating
the arc signal b(n) to vary around 0◦ phase. Finally, the vital
signs information is extracted through a phase demodulation
by applying the arctangent demodulation [34]. Thus, the signal
at (n) contains both respiratory and cardiac signals, which are
then separated in the cardiac extraction block. Herein, it is used
a BPF combined with discrete wavelet transform (DWT) [13].
We verified, in preliminary tests, that applying a BPF prior
to DWT attenuates the respiratory component and improves
the resultant cardiac signal [13]. In this case, the BPF is a
100th-order FIR filter, with a passband between 0.7 and 2 Hz.
The filter order was selected considering a 10-dB attenuation
over the respiratory frequency band. On the other hand, the
DWT coefficients are obtained using the maximal overlap
discrete wavelet transform, implemented with modwt function
from MATLAB, considering seven decomposition levels [10].
The selected mother wavelet was the Daubechies with four
vanishing moments. The resultant signal y(n) was recovered
from the wavelet coefficients using the modwtmra function
from MATLAB, using only the 5th and 6th decomposition
levels [13].

III. ADAPTIVE FILTER IMPLEMENTATION USING

THE WIENER FILTER

A. Wiener Coefficients Estimation Using a Short-Time Signal

The ECG signal can be seen as a sum of waves, corre-
spondent to the different heartbeat phases: the P-wave, QRS
complex, T-wave, and U-wave [35]. On the other hand, the
cardiac radar signal is obtained from the measurement of
the mechanical motion of the heart, and thus, its rate can
be comparable with the fundamental component of the ECG
signal.

This fact can be verified in Fig. 4, which shows an example
of a radar and an ECG signals spectrum, normalized according
to their maximum magnitudes to ease the analysis. These
signals were acquired at the exact same time and for the
same subject. Fig. 4 presents the radar signal spectrum in two
different stages of the algorithm previously presented in Fig. 3.
The black dashed black line shows the spectrum of the at (n)
signal, after removing the dc offsets of the radar signal, and
yet containing the respiratory component. The blue line shows
the spectrum of the cardiac radar signal y(n).

Starting with the radar spectrum (at (n) signal), in Fig. 4,
it is possible to identify the respiratory and cardiac spectral
components. Both components are aligned in frequency with
the ECG spectrum. For instance, the respiratory peaks stand in

Fig. 4. Normalized ECG and radar signals spectrum for different stages of
the radar DSP.

the 0.244 Hz (equivalent to 14.6 breaths per minute), and the
fundamental cardiac component stands in 1.123 Hz (equivalent
to 67.4 BPM) for both radar and ECG signals. The radar
signal presents a higher magnitude in the respiratory spectral
component, since this signal has an amplitude ten times higher
than the cardiac one. More specifically, the radar cardiac
component is attenuated almost 20 dB in comparison with
the respiratory one. Conversely, the ECG spectrum consists
of a set of well-defined harmonics, with high magnitude,
inherent to the aforementioned signal nature. The overall
radar spectrum matches with the ECG one in the fundamental
component and in the first harmonic. The same behavior
is observed for the y(n) radar signal, where the respiratory
component is fully mitigated.

In this work, we aim to extract a radar cardiac signal model
from the ECG, to further inspect if it possible to compute
HRV parameters without the influence of RBM and eventual
SNR decrease. For this purpose, the first stage of this work is
to find the filter coefficients W (n) that can relate an ECG
signal with the cardiac radar signal acquired at the exact
same time, and this can be performed using adaptive filtering.
The Wiener filter was selected for being a FIR filter, as it
presents a stable behavior. Based on a least-squared error
approach, the wiener coefficients are computed to minimize
the average-squared distance between the filter output and
input [28] and, thus, determine the transfer function H (n) that
relates both signals. In practice, the transfer function H (n)
represents the channel model between the ECG signal and the
ORS. The implementation of the Wiener filter to determine
W (n) is depicted in Fig. 5(a).

According to [28], the Wiener theory assumes that signals
are stationary. Therefore, the values of W (n) are determined
using short time signals, namely, with 1-min duration to
always guarantee a good approximation. The radar signal for
a single subject can vary largely over time, especially in the
long-term acquisitions due to RBM that the subject might
perform for discomfort reasons. Therefore, the 1-min segment
was carefully selected keeping in mind that it should provide
the best correlation result between the ORS and the ERS over
time. The selection of such 1-min segment and the further
filter implementation were carried out through two different
approaches for each subject: A1—a single 1-min segment was
selected to compute the W (n) once, and the same filter was
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TABLE I

MEAN CORRELATION RESULTS FOR DIFFERENT FILTER ORDERS

Fig. 5. Illustration of the procedure to obtain the ERS. (a) Wiener filter
implementation to determine W (n) coefficients, to be further used in the
transfer function H (n). (b) Application of the bandpass filter to obtain
the ERS.

applied over time. For this case, the BL1 was analyzed seeking
for a moment free of RBM; A2—all signals were divided into
5-min segments and the 1-min segment that provided the best
correlation for its 5-min slot was selected. In this way, the
values of W (n) are updated every 5 min, leading to a different
filter for each instance. This periodicity was selected, since
signals with a minimum duration of 5 min are required for
the HRV parameters computation [20].

It was also selected a total number of 1024 coefficients, for
being an exponent of power 2 and having in mind an optimal
resolution in frequency, but yet a reasonable order to further
compensate the caused delay. Moreover, the same number of
points was used in the Welch method to obtain the signals
spectrum. It is important to note that the selected number of
coefficients was the result of a series of trials that encompass
low and higher order approaches. Almost all trials presented
similar correlation results, as demonstrated in Table I, and
therefore, 1024 was selected considering a balance between
the delay compensation and the spectral resolution.

As an example, Fig. 6 shows the frequency response of
the resulting W (n) using the A1 approach. To approximate
the ECG signal to the radar one, W (n) presents a magnitude
equal to 30 dB around the fundamental cardiac component,
since the ECG fundamental component is attenuated that the
same amount in relation to the radar. On the other hand, W (n)
attenuates the first harmonic around 20 dB, and the remaining
ECG spectral harmonics are attenuated more than 30 dB. After
determining W (n), the ERS can be obtained and compared

Fig. 6. Wiener coefficients behavior in frequency domain along with the
corresponding ECG and ORS spectrum.

Fig. 7. Evaluation of the obtained estimated radar signal. (a) Normalized
spectrum of ERS, ORS, and ECG signals. (b) Time domain signals.

with the ORS, by applying a BPF on the ECG signal using
W (n) [see Fig. 5(b)]. Then, the filter delay was compensated,
and for the subsequently comparison purposes, both ECG and
ORS were also compensated assuming the same delay.

Fig. 7 shows the result, where Fig. 7(a) shows the obtained
normalized spectrum of ERS, ORS, and ECG, and Fig. 7(b)
presents the corresponding superimposed time domain signals.
It is possible to verify that the ERS is highly correlated with
the ORS in that signal portion. The correlation can be indeed
verified, by computing the cross correlation between ORS and
ERS, which is equal to 0.95 in this case.
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Fig. 8. Cross correlation between ERS and ORS over time and the corresponding residual error on the W (n) estimation for subject 1 and subject 2. (a) and
(d) For BL1. (b) and (e) For F1. (c) and (f) For N2.

B. ERS Analysis

Before computing the cardiac signal parameters associated
with ERS, it is required to evaluate the correlation between
the ERS and ORS over time, for the different subjects in all
moments. High correlation demonstrates the similarity of both
signals, allowing a reliable analysis. Nonetheless, it is worth
to highlight that the purpose of this work is to evaluate the
effectiveness of obtaining HRV parameters considering a static
system. For these reason, the results of both approaches used
for W (n) were analyzed simultaneously, where A1 represents
a full static system and A2 represents a system that it is only
static during 5 min.

Fig. 8 shows the cross correlation between the ERS and
the ORS and the corresponding residual error on the W (n)
estimation for different moments: Fig. 8(a) corresponds to
BL1; Fig. 8(b) corresponds to F1, and Fig. 8(c) corresponds to
N2. The residual error was estimated through the ratio between
the energy of the error (ORS–ERS) and the energy of the ORS.
Furthermore, Fig. 9 shows the spectral coherence between ERS
and ORS, computed at the ORS fundamental frequency.

Starting with the time correlation for subject 1 for the A1
approach, on the BL1 case, the cross correlation is kept above
0.8 most of the time, presenting a mean value of 0.84. Worst
correlation results were obtained for the F1 case, where the
cardiac rate is changing due to frights, and the occurrence
of more RBM is also expected. Even though, some of the
correlation results were above 0.8, presenting a mean value
of 0.71. The neutral condition on a different day (N2 case)
presented also correlation close to 0.8, where the mean value
decreased slightly to 0.77. With this results, it is possible
to state that ERS and ORS are identical, excepting some
differences inherent to heartbeat changes or sporadic invol-
untary motions, that were not accounted by W (n). For the A2
approach, the results were slightly better, where a correlation
of 0.86, 0.73, and 0.80 was obtained for the BL1, F1, and N2
cases, respectively. One can also see that the residual error
keeps the correlation pace, increasing when lower correlations

were observed and vice versa. More differences between A1
and A2 approaches were observed in the spectral coherence
analysis in Fig. 9, where A1 stands out with the worst results,
especially on the F1 case. The A1 represents a fully static
system, so the eventual physiological changes due to the fear
feeling might be hided. Thus, A1 might not represent fully the
actual cardiac signal that subject 1 presented that day. On the
other hand, A2 keeps track of the cardiac changes that occurred
during the experiment, leading to a better match with the ORS
signal frequency.

Fig. 8(d)–(f) shows the time correlation results and the
corresponding residual errors for subject 2. In this case, the
correlation results were worse for both A1 and A2 approaches.
Starting with the A1 approach, the BL1 case presented several
cases above 0.8, but a higher number of cases around 0.7,
leading to a mean value of 0.72. The cases related to the
fear condition and the neutral condition on a different day
embraced higher variations leading to a mean correlation of
0.68 and 0.59, respectively. On the other hand, A2 stands out
with a better correlation, presenting 0.74 for the BL1 and
0.71 for F1 and N2 cases.

The low correlation results of subject 2 for the A1 approach
suggest that a reliable analysis requires the estimation of new
W (n) coefficients over time, using in this way a block-adaptive
approach where Wiener theory can be equally applied, as indi-
cated in [28]. This was somehow accomplished with the
A2 approach, by updating the W (n) on every 5 min. Thus,
despite the lower correlation obtained in some 1-min segments,
we believe that the obtained correlation is, in general, enough
to evaluate the heartbeat parameters of the ERS, specially
having in mind that the ERS does not contain subject motions
and keeps that the same signal quality over time.

IV. FEASIBILITY OF HRV ASSESSMENT

To validate the usage of radar systems for HRV computa-
tion, the number of BPM was first computed over time, as well
as its error in relation with ECG. All signal rates were obtained
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Fig. 9. Spectral coherence between ERS and ORS over time for subject 1 and subject 2. (a) and (d) For BL1. (b) and (e) For F1. (c) and (f) For N2.

Fig. 10. BPM among ERS, ORS, and ECG over time for subject 1 and subject 2. (a) and (d) For BL1. (b) and (e) For F1. (c) and (f) For N2.

through the IBI estimation. For ORS and ERS signals, the
zero-crossing intervals were identified, and a peak was defined
by the maximum of such interval. A time threshold was
applied to prevent outliers, consisting of half of the mean
IBI of the full 1-min segment. Since the ECG signal presents
sharped peaks, their identification was easier using only an
amplitude threshold. The number of BPM for ECG, ORS, and
ERS signals corresponds to the median value of the inverse of
IBI values.

Fig. 10 shows the comparison of the BPM among ECG,
ORS, and ERS, in the different moments for subject 1 and sub-
ject 2. The error behavior of both ORS and ERS was evaluated
through its empirical cumulative distribution function, depicted
in Fig. 11. Table II presents the error values in BPM taken by
95% of the dataset. More similarity between the three signals
can be observed for subject 1. On the other hand, the ERS
presented an increased error for subject 2 for the A1 approach.
Overall, the ORS presented an error varying between 1.63 and
2.3 BPM. For the subject 1 case, ERS-A1 presented a lower
error varying between 0.87 and 2.0 BPM, and the error varied

TABLE II

BPM ERROR OF ERS AND ORS FOR EACH SUBJECT

ON THE DIFFERENT CONDITIONS

between 0.89 and 2.9 for ERS-A2. A higher error was obtained
for subject 2 using the A1 approach, which exceeded 3 BPM.
This increased error might be related to the lack of correlation
observed previously.

The HRV evaluation was focused on the time domain para-
meters: the standard deviation of IBIs (SDNN) and the root
mean square of successive difference of IBI (RMSSD). SDNN
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Fig. 11. Empirical cumulative distribution function of the error in BPM for subject 1 and subject 2. (a) and (d) For BL1. (b) and (e) For F1. (c) and
(f) for N2.

Fig. 12. SDNN (a) using a fear condition of subject 1, (b) using a neutral condition of subject 1, (c) using a fear condition of subject 2, and (d) using a
neutral condition of subject 2.

Fig. 13. RMSSD (a) using a fear condition of subject 1, (b) using a neutral condition of subject 1, (c) using a fear condition of subject 2, and (d) using a
neutral condition of subject 2.

and RMSSD were computed using the following equations,
respectively [19]:

SDNN =
√

1

NIBI − 1

∑NIBI

i=1

∣∣�t [i ] − �t

∣∣2
(1)

RMSSD =
√

1

NIBI

∑NIBI

i=1
(�t [i ] − �t [i − 1])2 (2)

where NIBI is the total of IBIs on the signal segment, �t [i ]
corresponds to the IBI value on the i th position, �t [i − 1] is
the value on the previous position, and �t is the mean value
of all IBIs on the signal segment.

The HRV parameters were computed in the full signals,
that included baseline and emotional condition, but divided in
5-min segments according to the guidelines defined in [19].

The obtained results are shown in Figs. 12 and 13. Overall,
the HRV parameters computed for the ORS present results
largely different from the ones provided by the ECG signal,
and the same effect is observed for the ERS signal for both
A1 and A2 approaches.

The lack of correlation observed in subject 2 using the A1
approach might influence the HRV results as well, since the
error in BPM is often higher than the one obtained with the
ORS. Nonetheless, all results obtained for the A2 approach
demonstrated generally a higher correlation in both neutral
and fear scenarios, and therefore, the HRV results can be more
reliable.

Considering exclusively the results obtained for the A2
approach, the results of the same day during the fear condition
test for subject 1 [see Figs. 12(a) and 13(a)] start with a high
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match with the ones provided by the ECG signal, but cannot
keep that similarity over time, reaching values close to ORS
or even higher. Likewise, the results obtained for a neutral
condition on a different day are equally higher than the ones
obtained with the ECG, especially on the RMSSD case.

In subject 2, although the A2 approach presented results
closer to the ones obtained for ECG, they were still largely
different. These results indicate that the mechanical motion
caused by the heart bumping perceived on the chest does not
provide enough resolution to obtain accurate results for the
HRV parameters. This fact is valid for the front-end and the
vital signs extraction algorithm described in Section II. This
conclusion was raised with the fact that the ERS is directly
extracted from an ECG signal, which means that does not
encompass radar problems, such as the subject random motion
or the temporary misalignment with the front-end. In this way,
it is assumed that the acquisition conditions are kept over
time.

Furthermore, it was also observed that radar signal mod-
els derived using a Wiener filter through the A2 approach
presented a trustworthy behavior when signals are stable
over time. Dynamic signals alter the correlation with the
ORSs, which can directly affect the cardiac parameters further
computed, hence providing biased results.

V. CONCLUSION

To accurately compute HRV parameters, high resolution
signals are required using ECG, to exactly identify the beating
peaks and accurately compute the time interval between peaks.
Radar bio-signals contain the chest-wall displacement due to
the cardiopulmonary function, and the cardiac signal is specif-
ically obtained by the tenuous mechanical motion that can
be perceived on the chest surface. This cardiac micro-motion
lacks of resolution by itself, but it might be enough for
radars operating with higher carriers. In addition, long-term
monitoring periods encompass other damaging effects, such
as the RBM or the misalignment with the antennas beams,
which decreases the signal quality. Under these conditions, it is
difficult to verify if lower carriers can provide accurate HRV
parameters. In this sense, the radar cardiac model derived from
ECG, which do not encompass those external issues, might
be a useful tool to verify if is it possible to compute HRV
parameters using to the proposed front-end. This signal model
was obtained using a Wiener filter, which generate bandpass
coefficients to approximate the ECG signal to a given real
radar signal, acquired on the exact same time.

To simultaneously guarantee the system stability and the
track of the subject behavior, two approaches were explored
to extract the Wiener filter coefficients. One approach con-
sidered a fully static system, and the other updated the filter
coefficients on every 5 min, respecting the signal duration
required to compute HRV parameters. The results of both
approaches were compared, showing that reliable results are
only obtained if the ERS is similar to ORS. This was not
verified for the fully static system model. The Wiener filter
can provide trustworthy models, if the radar signal at hand
is stable over time. Otherwise, low correlation could indicate
misleading heart rates and, hence, biased HRV parameters.

This fact can be even more pronounced in cases where the
subject is not at rest, as observed in the fear tests.

Nonetheless, the updated approach provided high correla-
tion results, and it showed that the computed HRV is deviated
from the ECG results. In summary, radar front-ends with low
carriers are not indicated to be used in the HRV assessment,
since the mechanical heart displacement does not provide
enough resolution to accurately identify the cardiac peaks and
their exact time location.

One should mention that the cardiac models developed in
this work mitigated external disruptive sources that might
occurred in these specific scenarios. Therefore, if the sur-
rounding conditions change or if the subjects present a more
unstable behavior, a new model must be determined. Fur-
thermore, despite this evaluation was performed in a CW
radar, we believe that the same procedure can be conducted
for the signals acquired with different radars operating with
other carriers, such as frequency-modulated CW (FMCW) or
pulsed radars. The presented method can also be used for
other purposes, for instance, to evaluate the interindividual
variability for biometric applications.
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