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Abstract— Diagnosis and classification of arrhythmia, which
is associated with abnormal electrical activities in the heart,
are critical for clinical treatments. Previous studies focused on
the diagnosis of atrial fibrillation, which is the most common
arrhythmia in adults. The classification performance achieved by
studies on other arrhythmia types is not satisfactory for clinical
use owing to the small number of classes (minority classes).
In this study, we propose a novel framework for automatic
classification that combines a residual network with a squeeze-
and-excitation block and a bidirectional long short-term memory.
Eight-, four-, and two-class performances were evaluated on the
MIT-BIH arrhythmia database (MITDB), the MIT-BIH atrial
fibrillation database (AFDB), and the PhysioNet/Computing in
the cardiology challenge 2017 database (CinC DB), respectively,
and they were superior to the performance achieved by conven-
tional methods. In addition, the classwise F1-score in the minority
classes was higher than those of the methods adopted in existing
studies. To measure the generalization ability of the proposed
framework, AFDB and CinC DB were tested using an MITDB-
trained model, and superior performance was achieved com-
pared with ShallowConvNet and DeepConvNet. We performed a
cross-subject experiment using AFDB and obtained a statistically
higher performance using the proposed method compared with
typical machine learning methods. The proposed framework can
enable the direct diagnosis of arrhythmia types in clinical trials
based on the accurate detection of the minority class.

Index Terms— Arrhythmia classification, augmentation,
electrocardiography (ECG), few shot, long short-term memory,
residual network (ResNet), squeeze-and-excitation (SE) block.

I. INTRODUCTION

CARDIAC arrhythmia is a condition in which the heart
rate is irregular, either extremely fast or extremely

Manuscript received 30 December 2021; revised 22 April 2022; accepted
20 May 2022. Date of publication 10 June 2022; date of current ver-
sion 30 June 2022. This work was supported by the Korean Medical
Device Development (KMDF) Grant funded by the Korean Government
under Grant KMDF-PR-20200901-0173. The Associate Editor coordinat-
ing the review process was Huang-Chen Lee. (Corresponding authors:
Hee Seok Song; Seong-Whan Lee.)

Yun Kwan Kim is with the Department of Brain and Cognitive Engineering,
Korea University, Seoul 02841, Republic of Korea, and also with Technology
Development, Seers Technology Company Ltd., Seongnam-si 13558, Republic
of Korea (e-mail: ykwin@korea.ac.kr).

Minji Lee is with the Department of Brain and Cognitive Engineering, Korea
University, Seoul 02841, Republic of Korea (e-mail: minjilee@korea.ac.kr).

Hee Seok Song is with Technology Development, Seers Technol-
ogy Company Ltd., Seongnam-si 13558, Republic of Korea (e-mail:
sam.song@seerstech.com).

Seong-Whan Lee is with the Department of Artificial Intelligence, Korea
University, Seoul 02841, Republic of Korea (e-mail: sw.lee@korea.ac.kr).

Digital Object Identifier 10.1109/TIM.2022.3181276

slow [1]. Although most arrhythmias are not serious, some
can result in stroke, heart failure, and even sudden death [2].
The incidence of arrhythmias has increased in recent years.
Arrhythmias incidences have increased in recent years. In par-
ticular, the frequency of cardiac rhythm abnormalities in
middle-aged to older community-dwelling adults is substan-
tial [3]. Moreover, it is important to accurately diagnose
various types of arrhythmias to reduce the associated threats.

Arrhythmias are broadly divided into three types: supraven-
tricular, ventricular, and bradycardia [4]. Supraventricular
arrhythmia includes atrial fibrillation (AFIB), atrial flut-
ter (AFL), atrioventricular junctional rhythm (AVR), and
supraventricular tachycardia (SVT). In AFIB, p waves are
not visible for fast heart signals and low-amplitude levels.
AFL is completely similar to AFIB; however, the electrical
impulses of AFL are organized, whereas those in AFIB are not.
In AVR, electrical activation starts near or within the atrioven-
tricular node, instead of the sinoatrial node [4]. SVT occurs
when the heart rate is high in the upper heart chambers [5].
Ventricular tachycardia (VT), which is a series of more than
three consecutive abnormal heartbeats at a rate of more than
100 beats per minute, is a typical ventricular arrhythmia [5].
Bradycardia includes sinus bradycardia (SBR) with a lower
than the normal heart rate [6]. Normal sinus rhythm (NSR)
is defined as the rhythm of a healthy heart. Eight types of
arrhythmia classifications, including AFIB, AFL, AVR, SVT,
VT, SBR, NSR, and Other, are typical categorizations based on
the location of occurrence, which can be considerably helpful
when clinicians plan diagnosis and treatment [7].

Electrocardiography (ECG) is a noninvasive diagnostic tool
that evaluates changes in the electrical activity of the heart
over time by graphically recording its rhythm and electrical
activity [8], enabling the detection of abnormal heart-related
disorders. Holter recordings require an accurate diagnosis of
abnormal heart rhythms and beats for 24 h or more to detect
arrhythmia. However, the ECG signal is nonlinear with a
low amplitude, leading cardiologists to neglect small changes
[9], [10]. In addition, the manual diagnosis of ECG signals is
time-consuming and cumbersome because it is recorded over
long periods. To overcome these problems, many automatic
algorithms have been developed to improve the accuracy of
ECG diagnosis.

Many studies on arrhythmia classification have focused on
classifying AFIB and NSR [11] because they are the most
common arrhythmia types in adults [12]. However, many other
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types of arrhythmias have recently been reported [3]. It is
important to accurately diagnose various types of arrhyth-
mias because treatment methods vary depending on the type.
Among the diverse arrhythmia conditions, AFIB and AFL have
the same patterns, and highly trained cardiologists are unable
to accurately determine the correct arrhythmia types from
ECG signals. Rajpurkar et al. [13] studied the performance
of cardiologists in classifying arrhythmias and found that
the average classification performance for AFIB, AFL, and
VT was less than 70%. Cardiologists have different views
on distinguishing between arrhythmias. Therefore, accurate
automated arrhythmia detection systems for various types of
arrhythmias are required in clinical settings.

Recently, deep learning has been actively used for arrhyth-
mia diagnosis [25], resulting in significant performance
improvements. However, challenges remain in their practical
application. First, although ECG features extracted using deep
learning algorithms may provide useful information for the
automatic identification of cardiac arrhythmias [26], it is
difficult to extract the unique features of arrhythmias. A single
arrhythmia may have diverse ECG morphologies in different
patients because ECG signals have distinctive morphological
and temporal features. Therefore, it is challenging to extract
unique ECG features for certain types of cardiac diseases
using deep learning. Second, many studies have proposed
arrhythmia classification methods based on a skewed class
distribution consisting of majority and minority classes. The
majority class refers to classes with abundant examples in the
entire dataset, and the minority class refers to those with few
classes within the group [27]. Moreover, when a majority class
occupies most of the classes in a database, the minority class
has a limited representation [28]. Imbalanced classification
models have low predictive accuracy for minority classes
because most deep learning algorithms used for classification
are designed assuming an equal number of examples for each
class [29].

In this study, we aimed at addressing the aforementioned
challenges by developing a reliable framework for the fully
automated classification of a large number of arrhythmias
(AFIB, AFL, AVR, SVT, VT, SBR, NSR, and Other). This
is achieved by combining the residual network (ResNet) [30]
with a squeeze-and-excitation (SE) block [31] and bidirec-
tional long short-term memory (biLSTM) [32]. An advantage
of the proposed framework is the extraction of distinctive
features using ResNet by attaching an SE block and biLSTM.
In addition, we used the synthetic minority oversampling
technique (SMOTE) as a data augmentation method pro-
posed in 2002 to solve the class imbalance problem [33].
The implementation of SMOTE can now be found in many
software libraries. The algorithm selects examples close to
a feature space, draws lines between the examples in that
space, and draws new samples at points along that line.
We used the MIT-BIH arrhythmia database (MITDB) [34], the
MIT-BIH atrial fibrillation database (AFDB) [34], and the Phy-
sioNet/Computing in the cardiology challenge 2017 database
(CinC DB) [35]. In addition, we measured the generalization
ability of the proposed method, which is crucial because
deep learning models sometimes do not perform well for

new datasets despite their typically reasonable performance
[36], [37]. In particular, we employed the few-shot learning
method using independent datasets, which refers to teaching
models as a task with a small number of annotated exam-
ples [38], [39]. The few-shot learning method is one of the
methods used to measure generalization ability [40], [41].
We first trained the model using MITDB and evaluated it using
AFDB and CinC DB. We hypothesized that the generalization
performance of the proposed model would be higher than
that of other models, such as ShallowConvNet [42] and
DeepConvNet [43]. We additionally performed a cross-subject
experiment as a leave-one-subject-out approach to measure the
generalization ability [44]. In the cross-subject experiment,
one subject was chosen as a test subject, while the training
models were trained on the rest of the subjects in the same
database. We performed only the AFDB because there was
no common arrhythmia among the subjects in MITDB and
CinC DB. Two classes, AFIB and NSR, were found to be in
common among the 21 subjects in the AFDB. In this regard,
a cross-subject experiment was performed using 21 subjects
from the AFDB, and other typical machine learning methods
were compared.

The main contributions of this study can be summarized as
follows.

1) Our proposed framework combines ResNet with SE
block and biLSTM to extract features from raw ECG
data to obtain unique intersubject characteristics.

2) We have demonstrated that combining the proposed
method with SMOTE showed an effective frame-
work for solving imbalance problems in the arrhyth-
mia classification compared to other augmentation
methods.

3) We have demonstrated that our proposed method
exhibits the highest generalization ability compared to
other models that are widely used in related areas.

II. RELATED WORKS

Many deep learning frameworks have recently been pro-
posed using ECG signals for arrhythmia classification. In addi-
tion, various data augmentation strategies have been used
to solve the class imbalance problem and achieve a higher
classification performance. Table I shows various performance
metrics presented in the existing studies to help explore and
compare the performance of different methods for classifying
cardiac arrhythmia.

A. Data Augmentation for Class Imbalance

Several data augmentation methods have been used to
increase the number of minority classes. Indeed, it helps
to intuitively impose nonuniform misclassification costs by
changing the class distribution of the training data to uniformly
change the highly skewed dataset [45]. However, they do not
affect the absolute rarity of both rare and rare cases [46].
In addition, these approaches can cause overfitting [47]. There-
fore, it is important to use an appropriate data augmentation
method depending on the problem.
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TABLE I

SUMMARY OF RELATED WORKS ON THE CLASSIFICATION OF ARRHYTHMIA

He et al. [21] used random oversampling (ROS) to improve
arrhythmia classification performance by generating a uniform
data distribution of arrhythmia classes using the china phys-
iological signal challenge database. There are nine types of
arrhythmias: NSR, AFIB, first-degree atrioventricular block,
left bundle branch block, right bundle branch block, pre-
mature ventricular contraction, premature atrial contraction,
ST-segment depression, and ST-segment elevation. They
achieved F1-score close to or higher than 78.0% for all
arrhythmia types. However, a comparison of the results with
and without ROS was not presented. Liang et al. [20] used
ROS to classify nine types of arrhythmias in the same
database. Although the overall sensitivity, specificity, and
F1-score were 74.3%, 97.5%, and 80.0%, respectively, the
enhancing effect was not compared. Shaker et al. [23] pro-
posed a generative adversarial network (GAN) to restore the
balance of MITDB for 15 classes of heartbeats in MITDB.
They introduced an end-to-end approach based on a deep
convolutional neural network (CNN). They obtained an overall
accuracy, precision, specificity, and sensitivity of 98.30%,
90.00%, 99.77%, and 99.23%, respectively.

ROS, which has the advantage of rebalancing the class dis-
tribution [47], has several limitations. It is prone to overfitting

because learning algorithms tend to focus on duplicated exam-
inations of minority classes [33]. In addition, because the sam-
pling process is random, it becomes difficult for the decision
function to find a clear borderline among the classes [48].
Therefore, other data augmentation methods, such as the GAN
and the adaptive synthetic sampling approach (ADASYN),
have recently been used. A GAN utilizes two deep learning
networks to produce synthetic data based on the potential
distribution of real data samples [49]. Training this network
is difficult, and generating results is often considered to be
complex [50]. ADASYN is an extension of the SMOTE, which
uses a weighted distribution for different minority classes [51].
SMOTE outperforms ADASYN when the degree of class
imbalance increases [52]. Therefore, we selected SMOTE to
compensate for the class imbalance.

B. Deep Learning for Classification

Andreotti et al. [14] compared the performance of a
feature-based classifier with that of a CNN for four classes:
NSR, AFIB, noise, and other rhythms. They used the CinC DB
and showed that the CNN obtained a higher F1-score (83.0%)
than the feature-based classifier (79.0%). Moreover, for the
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minority class, the F1-score for AFIB and other rhythms were
78.0% and 78.0%, respectively. Acharya et al. [9] presented
an 11-layer deep CNN for automatically detecting ECG seg-
ments. They considered AFIB, AFL, VF, and NSR classes
and used the MITDB, AFDB, and the Creighton University
ventricular tachyarrhythmia database (CUDB). They obtained
overall accuracy, sensitivity, and specificity of 94.0%, 99.0%,
and 81.0%, respectively. In addition, the minority class in this
study achieved an F1-score of 84.9% and 23.2% for AFL
and VT, respectively. Yıldırım et al. [17] proposed a six-layer
1-D CNN for 17 classes of arrhythmia in the MITDB. This
method achieved an accuracy, specificity, precision, recall,
and F1-score of 91.3%, 99.4%, 89.5%, 83.9%, and 85.4%,
respectively. Pławiak et al. [16] suggested an evolutionary
neural system based on a support vector machine (SVM) for
17 classes of arrhythmia in MITDB. They used the power
spectral density from raw ECG data. They obtained an overall
accuracy and F1-score of 91.00% and 89.49%, respectively.

LSTM is effective in learning the temporal features of ECG
signals; therefore, it has been used to classify arrhythmias.
Sujadevi et al. [15] proposed the LSTM method to classify
AFIB and NSR using the AFDB and MIT-BIH NSR databases.
They demonstrated the cumbersome preprocessing of data by
LSTM, such as denoising of ECG signals, and used LSTM
to detect AFIB in real time. This experiment achieved an
accuracy, precision, recall, and F1-score of 100.0% each
for the two-class classification. Faust et al. [18] proposed an
LSTM model for detecting and classifying AFIB and NSR,
which employed a diagnostic support system for AF using only
the interval between the two adjacent R peak (RR interval)
features. They achieved an F1-score of 99.8% in the AFDB.

Combining CNN and LSTM is advantageous for ECG
classification [53]. Chen et al. [19] proposed such a com-
bination, which applied a multi-input structure to process
ECG signal segments and corresponding RR intervals from
MITDB. This study classified six types of ECG signals as
follows: AFIB, AFL, ventricular bigeminy, pacing rhythm, and
SBR. They achieved an overall accuracy of 99.3% using a
fivefold cross-validation strategy. In particular, the minority
class in this study exhibited an F1-score of 54.6% and 98.4%
for AFL and SBR, respectively. He et al. [21] proposed a
framework consisting of two deep neural network modules:
residual convolutional and biLSTM. Their proposed model
classified the nine described types of arrhythmia. The resulting
F1-score of AFIB, block, premature ventricular contraction,
and ST-segment were 91.4%, 87.9%, 80.1%, and 74.2%,
respectively.

Most ECG rhythm classification studies have considered
AFIB. However, many studies continue to classify a large
number of arrhythmias. Yildirim et al. [22] proposed a deep
neural network model that combines a CNN with LSTM to
classify seven arrhythmias using the database collected by
Chapman University (CU) and Shaoxing People’s Hospital
(SPH) [54]. This ECG database has 11 rhythm classes; how-
ever, seven rhythms were reduced in the study because of the
small number of cases in some rhythm classes. This study
achieved an overall accuracy of 92.2%. Although the overall
accuracy was high, the sensitivity and precision of AFL were

25.0% and 32.0%, respectively. This could be attributed to
the low number of data points in this class. Murat et al. [24]
proposed a framework for both the features obtained from
deep learning model layers and clinical ECG features to detect
cardiac rhythms. The results of this study were used in the
database collected by CU and SPH [54]. This study considered
four rhythm classes by integrating a small number of cases
in some of the 11 rhythm classes. The introduced framework
achieved an accuracy of 90.3% using a random forest classifier.
Although this study proposed a method obtained using the
deep learning model layers, the AFIB class included AFIB and
AFL, and there was no distinction between these two classes.

Although these models achieved high accuracies for their
target classes, more than 50% of the studies were focused on
AFIB [11]. In addition, the presented deep learning architec-
ture has limitations in extracting unique characteristics of the
ECG signal for some types of arrhythmias, such as AFL, AVR,
and VT. Therefore, a novel architecture is required to extract
the clear features of ECG signals for arrhythmia.

III. PROPOSED METHOD

A. Overview

The proposed framework consists of data processing, data
augmentation for class imbalance, and arrhythmia classifica-
tion steps. The three steps are shown in Fig. 1. The first step is
to augment the data of minority classes. The second step is to
extract the global feature using ResNet with an SE block. The
third step uses biLSTM to extract the sequential feature from
the global features. After completing these steps, we calculated
the classwise probabilities using the sequential features.

B. Preprocessing

Each record in the MITDB contains ECG lead II, lead V1,
and lead V5. Lead II is typically been used in arrhythmia
detection [17], [19], and we used only lead II in the ECG
signal because it is commonly used in all patients. ECG
data were resampled at a frequency of 256 Hz. Subsequently,
a third-order Butterworth filter was applied to correct the
baseline wandering. Next, because the labels of the ECG
rhythm in MITDB are a set of annotations presented from
a certain marker to the next marker, each type of ECG data
was extracted according to the markers, each containing a 10-s
recording corresponding to each label.

The employed ECG signal values were not identical because
each signal had different amplitude scaling and vanishing
offset effects. To eliminate these effects, we used normaliza-
tion, that is, the signals are scaled to an identical level. Each
ECG segment was normalized using the Z-score normalization
method.

C. Data Augmentation

To compensate for the class imbalance, data-, algorithm-,
and hybrid-level approaches can be used. The data-level
approach focuses on the lack of sufficient training data for
classification [55]. However, the algorithm-level approach
is associated with the failure of algorithms to optimize
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Fig. 1. Overview of the proposed arrhythmia classification. Our proposed framework consists of three steps. Step one augments data using SMOTE. The
signal of SMOTE consists of a 10-s long signal (indicated by blue) and the augmented data (represented by red). The signal width represents the amplitude,
and the vertical axis is time. SMOTE is applied only to the minority class. Step two is to extract global features. The convolution layer is first applied to
the processed data. The red rectangular box denotes the kernel of the convolution layer in Conv1D. Subsequently, the processed data are inserted into the
ResNet section to extract the global features. In the residual block, the white rectangular box within the white rectangular box indicates the feature map, which
processes features recalibration. The feature map is represented as T × C . T refers to time points, and C refers to channels. The global features extracted
using ResNet are inserted into the biLSTM section for temporal feature extraction. Subsequently, the sequential feature is classified in the fully connected
and Softmax layers. For example, the classification step computes the probability of each class in eight classes using MITDB.

learning for target evaluation criteria in disproportionate
cases [56]. Finally, the hybrid-level approach integrates
data- or algorithm-level approaches to solve the imbalance
problem [56]. The employed database has a nonuniform
distribution among the individual classes. That is, it includes
an approximately normal class of rhythm that belongs to the
majority class, and the remaining rhythms belong to other
minority classes. In this case, adding multiple class instances
to the dataset, in a relatively balanced proportion of the data
class composition, is effective in compensating for the data
imbalance [57].

We applied SMOTE, which is widely used in the data-level
approach, to solve the class imbalance problem. In SMOTE,
a neighborhood is first defined for each element of the minority
class, identifying the K -nearest neighbors (K NNs). When a
sample x represents the ECG signal, i is the instance of
the minority class under consideration, and j represents a
randomly selected instance from the K NN of the minority
class x i . δ represents a vector in which every element is a
random number in [0, 1]. It is used to generate a synthetic
instance of two original instances x i and x j , which are
also known as the primary and assistant reference instances,
respectively. Synthetic data were generated as follows:

x synthetic = x i + (x j−x i) × δ. (1)

In this study, the nearest neighbor number of the minority
class was 5 to generate synthetic samples. A large K can be
highly error-prone; thus, it generally chooses K in the range
of 4–6 [33]. Moreover, many studies typically have a K set
to 5 [58]. In particular, there was no statistical difference
in the performance using various K parameters [59]. That
is, parameter K did not significantly affect the performance.
In the next step, j < K elements of the neighborhood are

randomly selected and used to construct new samples using
interpolation [33].

We classified AFIB, AFL, AVR, SVT, VT, SBR, and Other
classes by dividing each class with the largest number into
the majority and the classes that do not have the largest
number into a minority. Then, we generated multimajority that
adversely affects performance. Therefore, NSR was considered
the majority class [60]. When synthesizing the minority class
using SMOTE, a small number of minority classes invaded
other classes, increasing the possibility of generating data that
confuses learning [61]. Therefore, we generated data using the
following formula:

((Nm ÷ Na) ÷ C) × Na) + Na (2)

where N is the number of classes, m is the majority class, a is
the class with the largest samples among minority classes,
and C is the number of arrhythmia classes. For example,
using eight types of arrhythmias from the MITDB, C was 8.
In addition, m is the NSR class, and a is the AFIB class
because the AFIB class has the largest samples compared to
other minority classes, Nm is the number of the NSR class,
and Na is the number of the AFIB class.

The imbalance ratio of the minority classes was kept con-
stant to maintain the data ratio of each class constant [62].
Thus, 1000 samples were prepared based on the AFIB class,
which is the second largest class.

To demonstrate the advantages of SMOTE by directly
comparing its performance with those of other augmentation
methods, we applied ROS, GAN, and ADASYN instead of
SMOTE using MITDB.

1) ROS: Samples from a minority class are randomly
selected and added to the minority class in the training dataset.
This approach was repeated until the desired class distribution
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TABLE II

DETAILS OF LAYERS AND HYPERPARAMETERS IN THE PROPOSED MODEL USING MITDB

was achieved in the training dataset, such as an equal split
across classes.

2) Conditional GAN: This is a GAN whose generator
and discriminator are conditioned during training by using
additional information [63]. The network architecture is shown
in Fig. 1. The batch size and the initial learning rate were set
as 128 and 0.001, respectively. In addition, we used the Adam
optimizer [64].

3) ADASYN: We calculate ratio a, which is the number of
samples in the minority class after resampling divided by the
number of samples in the majority class. Next, we defined
K NN as five, as used in SMOTE.

D. ResNet With SE Block for Global Feature Extraction

Table II lists details of the kernel sizes, the number of
filters, stride sizes, and output sizes for each layer. Feature
extraction is a critical step in the classification of processed
ECG signals. The proposed network comprises a global feature
extraction and learning part, and a sequential feature extraction
and learning part, as illustrated in Fig. 1.

Fig. 2 shows that, in the global feature extraction part,
stacked residual convolutional modules with SE blocks
are used to extract the global features and compress the
long-course ECG signal into considerably shorter sequences
of local feature vectors. The input of this part is the processed
ECG signal, which is a 2-D matrix with determined dimen-
sions (batch size: 2560). The batch size was set to 32. The
second part (batch size: 2560) indicates the signal length used
in the proposed framework. The signal length was calculated
at a sampling rate of 256 Hz, multiplied by 10 s. The ResNet
architecture in our proposed framework was based on the
architecture presented by He et al. [21]. The ResNet module
consists of the residual and SE block. The residual block
in network consist of 1-D convolutional (Conv1D) layers,
batch normalization (BN) [65] layers, leaky rectified linear
units (leaky ReLUs) [66] in the activation layer, and the SE
block [31].

Fig. 2. Architecture of the ResNet block. 1-D convolutional layer: Conv1D.
Fully connected layer: FC layer. ResNet blocks include Conv1D and SE
blocks. Processed data from leaky ReLU are inserted into the SE block. In the
SE block, X̃ indicates the output of the last FC layer. The function of F(X)
represents these Conv1D and SE blocks. Next, the output calculated by F(X)
is added X via skip connection.

Mathematically, we represent these convolutional layers and
SE blocks using the function F(X), where X is the input. The
residual connection can be expressed as in (3). The residual
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block performs the following computation:
Y = F(X) + X. (3)

We assume that the input feature of layer l is al−1 ∈ R × D,
where L is the number of time points in a frame and D is
the dimension of the features. The output al,c

i of that layer is
expressed as follows:

al,c
i = bc +

D∑

v=1

k∑

u=1

wl,c
uv al−1

i− k
2 +u,v

(4)

where bc is the bias term of the cth output feature in the set
of C output features (c = 1, . . . , C). k is the size of the kernel
that slices along the time axis, and wl,c is the weight matrix at
layer l regarding the cth output feature. The Conv1D consists
of a convolutional, BN, max-pooling [67], and leaky ReLU
layer. Accordingly, there were 19 convolutional layers. As the
margin of the input is lost during a convolutional operation,
the input feature maps are padded before each convolutional
layer such that the output has the same length as the original
input. The feature maps are compressed in length only when
they pass through a convolutional block. As shown in Fig. 2,
each substructure consists of one SE block and a residual
module. The length of the feature map is split through each
of the substructures, the number of which partially depends
on the input length; therefore, a longer input requires more
pooling layers to compress the feature map to a certain length.
Formally, a static z ∈ RC is generated by U through its time
points T such that the channel of the cth element of z is
calculated by

zc = Fsq(uc) = 1

T

T∑

t=1

uc(t). (5)

The excitation operation is intended to fully capture the
channelwise dependencies. The excitation operation processes
the output of the squeeze step vector z to produce a vector of
activations s, which is then used to rescale the feature maps.
This activation vector s is not to be confused with s that was
used earlier to keep track of the channels of the input X .
Vector s is calculated from the squeeze output z using two fully
connected layers with a bottleneck that takes the representation
down to size C/r . The hyperparameter r is referred to as the
“reduction ratio.” The output s is presented as follows:

s = Fex(z, W ) = σ(W2δ(W1z)) (6)

where W1 ∈ R(C/r)×C and W2 ∈ RC×(C/r) .

E. LSTM for Sequential Feature Extraction, Learning, and
Classification

After global feature extraction and learning, the extracted
feature vectors were individually fed to a biLSTM layer (the
main body of the sequential feature extraction and learning
part), as shown in Fig. 3.

As the ECG signals represent the time course of the heart’s
electrical activity, a recurrent neural network can be typically
used to process the input along the time sequence in a
parameter-sharing manner, and the internal state is used to

Fig. 3. Architecture of biLSTM block. LSTM: long-short term memory.
biLSTM: bidirectional LSTM.

memorize the context. The unit numbers of these LSTM layers
are four; that is, each local-focused global feature vector has
a length of 64 units. Subsequently, all the sequence-focused
global feature vectors were input into a global max-pooling
layer to obtain a single global feature vector for classification.

With the extracted sequence feature, the classification part
learns a classifier to stratify the recordings into different
classes. The classification part consists of two dense layers
and two activation layers. The first dense layer contains
64 cells, whereas the second dense layer contains eight cells
(corresponding to eight classes). The first activation layer after
the first dense layer is an ReLU layer, which enables the
classification part to accelerate the backpropagation of the
gradients. The second activation layer, which is the final layer
of the network, is a Softmax layer that outputs the predicted
probability distribution over the eight classes. Xt represents
the tth time series value fed in the LSTM. ct represents the
memory cell, which is the core of LSTM.

The equation of different cells in LSTM is as follows:

it = σ(Wxixt + Whiht−1 + bi) (7)

ft = σ(Wxf xt + Whfht−1 + b f ) (8)

ot = σ(Wxoxt + Whoht−1 + bo) (9)

ct = tanh(Wxcxt + Whcht−1 + bc) (10)

ct = ft ect−1 + it ect (11)

ht = ot etanh(ct ) (12)

where ft and ot represent the tth input gate, the forget gate,
and the output gate function, respectively. Wxi, Wxf , Wxo, and
Wxc represent the weights of the input gate, the forget gate, the
input gate, and the memory cell, respectively. Whi, Whf , Who,
and Whc represent weights from hidden layers to the input
gate, the forget gate, the input gate, and the memory cell,
respectively. bi , b f , bo, and bc are the bias values of the input
gate, the forget gate, the output gate, and the memory cell,
respectively, where σ is the sigmoid function. Tanh refers to
the hyperbolic tangent activation function, and J represents
pointwise multiplication. To obtain the optimal parameters,
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TABLE III

PROPOSED OPTIMAL MODEL PARAMETERS FOR
ARRHYTHMIA CLASSIFICATION

either the CNN or LSTM can use the backpropagation method
to adjust the model parameters during the training process.

F. Model Training Algorithm

As shown in Table III, the batch size was set to 32 for
MITDB. The initial learning rate was set to 0.0001 using
the learning rate decay strategy. The decay interval of the
learning rate was 16, and it was reduced by a factor of 10 at
each decay interval. This strategy increases the stability of the
results and enhanced the performance of the network. We used
Adam optimizer [64] for weight upgrading. Hyperparameters,
including the convolutional kernel size and the number of
LSTM units, were tuned in the experiments. The proposed
model achieved the minimum test error among all attempted
combinations when the convolutional kernel size and the
number of LSTM units were 7 and 64, respectively.

IV. EXPERIMENTS AND VALIDATION

A. Database

In this study, we used three ECG databases; Table IV sum-
marizes the results. The performance was evaluated by apply-
ing the proposed framework to each of the three databases, and
the MITDB was used in the ablation study. In addition, the
AFDB and CinC DB were tested based on an MITDB-based
model to measure the generalization ability.

1) MITDB: This database contains 47 two-channel ambu-
latory ECG recordings obtained from 47 subjects collected
at the MIT-BIH Arrhythmia Laboratory between 1975 and
1979. Individual recordings had a duration of approximately
30 min and a sampling rate of 360 Hz. The database includes
recordings corresponding to 17 types of arrhythmic rhythms
and heartbeats [68].

In this study, we selected seven classes with a high incidence
of arrhythmia among 17 classes [7], the other classes were
classified as “Other” classes, and a total of eight classes were
classified using MITDB.

Each recording contained an annotation of the AFIB, AFL,
AVR, SVT, VT, SBR, and NSR rhythms. Fig. 4 shows an
example of eight different classes of arrhythmias. The details
of MITDB are shown in Table I.

2) AFDB: AFDB contains long-term two-lead ECG records
of 25 subjects with AFIB. Each data file lasted for 10 h,
and the signal was sampled at a sampling rate of 250 Hz.
The original ECG data were recorded at Boston’s Beth Israel
Hospital using ambulatory ECG recorders, with a typical

TABLE IV

SUMMARIZATION OF THREE DATABASE USED IN OUR EXPERIMENTS

Fig. 4. Eight selected rhythms of ECG signals. Each rhythm shows a
representative sample of the ECG signal from MITDB. (a) AFIB. (b) AFL.
(c) AVR. (d) SVT. (e) VT. (f) SBR. (g) NSR. (h) Other.

recording bandwidth of approximately 0.1–40 Hz. The data-
base includes AFIB, AFL, AVR, and NSR [68]. Details of
AFDB are provided in Table II.

3) CinC DB: The database includes AFIB, noise, NSR,
and other rhythms in the short-term ECG recordings (9–61 s)
with a sampling frequency of 300 Hz. We used 12 186 ECG
segments, and the data consisted of 8528 subjects in the public
training [35] and 3658 subjects in the private hidden test sets.
Each recording was captured by an individual, who purchased
one of the three generations of the AliveCor single-channel
ECG device. Although there were four types of ECG data in
the database, the training set in this study only used the ECG
samples of NSR and AFIB because noise and other rhythms
were insufficient compared to MITDB. Details of the CinC
DB are provided in Table III.

B. Experimental Setup

We used K -fold cross-validation to overcome the overfitting
problem. In this study, we set K = 5 as used in many
previous studies [19], [21]. The processed ECG segments
were randomly shuffled using a fivefold validation process.
In addition, to check the influence of K , we computed a
tenfold cross-validation as K = 10 [69] and compared the
performance metrics.

The original training set from MITDB indicates that 80% of
the MITDB training did not apply SMOTE. The oversampled
training set included data synthesized in 80% for the MITDB
training. The number of data samples was set to 1000 to main-
tain a constant distribution of the minority classes. In addition,
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the original and oversampled training sets from different ECG
databases used the same procedure as MITDB.

C. Few-Shot Learning Using Independent Database

In this experiment, models trained using the source data-
base (MITDB) were tested on the other target databases
(AFDB and CinC DB). The experiment consisted of four
steps to measure the generalization ability. First, MITDB was
used as the source database [68], where AFDB was the target
database, and only four classes, AFIB, AFL, AVR, and NSR,
were trained. As the target database, AFDB consists of four
classes: Only four of the classes were selected in the source
database for the response. Moreover, only AFIB and NSR
classes were trained when CinC DB was used as the target
database because it includes only two classes as in the case
of AFDB. Second, the proposed method was used to train
the source database. Third, we randomly selected k samples
from four categories of the target database as the AFDB. For
the CinC DB, we randomly selected k samples from two
categories of the target database. The k samples randomly
selected from each target database were applied equally to the
proposed method, ShallowConvNet, and DeepConvNet. Next,
k annotated samples are selected to constitute the support set
for k-shot learning. Because k is typically used in the range
of 0–20 in the dataset [70], [71], we chose 0, 5, 10, and
20 for samples annotated with k. Finally, we have trained
zero-shot, five-shot, ten-shot, and 20-shot in trained classifiers
[40], [72]. The support set was used to optimize the classifier
for 60 iterations, where the batch size was 1.

To compare generalization ability, we followed the same
steps and applied different methods, including ShallowCon-
vNet and DeepConvNet.

1) ShallowConvNet [73]: This method designed tempo-
ral convolution, spatial filter, squaring nonlinearity, a mean
pooling layer, and a logarithmic activation function. This
architecture is widely used in the field of biosignals because
it can extract temporal and spatial features to match the
characteristics of biosignals [42].

2) DeepConvNet [43]: This method consists of four
convolution-max-pooling blocks. The first block is designed
to extract the temporal and electrode characteristics of a
biosignal. Therefore, DeepConvNet is widely used in the field
of biosignals [43].

D. Cross-Subject Experiment Using Same Database

In this experiment, the model trained two classes including
AFIB and NSR in the AFDB of the remaining subjects that did
not choose subjects evaluated one subject that chosen subject.
Details of the classes for each subject in MITDB and AFDB
are provided in Tables IV and V. To compare generalization
ability, we followed the same steps and applied different
classic machine learning methods, including SVM and linear
discriminant analysis (LDA), K NN, multilayer perceptron
(MLP), and Gaussian naive Bayes (GNB). These meth-
ods are classically used in arrhythmia classification problem
[74]–[76], which does not use deep learning. Specifically, the
SVM classifier used the radial basis function. The parameters

Gamma and C were set to 0.7 and 1, respectively. The K NN
classifier has a K set to 3. MLP used the Adam optimizer [64],
and the initial learning rate was set to 0.001.

E. Evaluation Metrics

The overall precision, recall, specificity, F1-score, and
G-mean were used as the performance criteria. These per-
formance metrics are indicators of commonly used model
performance [77], [78]. In particular, G-mean is a metric
that measures the balance between classification performance
in both majority and minority classes [79]. As in other
ECG studies, the classes were imbalanced, and minority
classes were particularly inadequately represented [19]. There-
fore, we measured the classwise precision, recall, specificity,
F1-score, and G-mean as follows:

Precision = TP

TP + FP
(13)

Recall = TP

TP + FN
(14)

Specificity = TN

TN + FP
(15)

F1-score = 2 × Precision × Recall

Precision + Recall
(16)

G-mean = √
Specificity × Recall (17)

where TP, FP, TN, and FN represent true positives, false
positives, true negatives, and false negatives, respectively.

F. Statistical Analysis

The difference between the nonoversampled and over-
sampled datasets using SMOTE was evaluated using the
Mann–Whitney test. The difference between K = 5 and
K = 10 of the cross-validation performance was also eval-
uated using the Mann–Whitney test. The performance met-
rics between the frameworks with and without SE blocks
were tested using the Mann–Whitney test to evaluate the SE
block effect. Moreover, the differences among oversampling
methods, including SMOTE, ROS, GAN, and ADASYN,
were assessed using the Kruskal–Wallis tests, with pairwise
Wilcoxon tests with the least significant difference (LSD) for
post hoc analyses. Next, we assessed the differences in the
cross-subject performance among SVM, LDA, K NN, MLP,
GNB, and the proposed method using the Kruskal–Wallis tests
and pairwise Wilcoxon tests with LSD for post hoc analyses.
A significance level of 5% ( p < 0.05) was considered signif-
icant for all analyses.

G. Implementation

The proposed method and baseline models were imple-
mented using MATLAB R2020b and Python 3.7. MATLAB
was used to load and preprocess the raw ECG signals, and
Python was employed to implement the model using Keras
v1.3.1. For training and testing, a computer with an Intel
Xeon-Gold 6246 with 3.30-GHz CPU, 128-GB RAM, and an
NVIDIA RTX 8000 GPU was used.
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Fig. 5. Average confusion matrix of the ECG segments classified by the proposed framework. (a) MITDB. (b) AFDB. (c) CinC DB. The color bar indicates
the proportion of samples per class assigned to the correct label.

TABLE V

COMPARISON OF CROSS-VALIDATION PERFORMANCE USING

PROPOSED FRAMEWORK IN MITDB

V. RESULTS AND DISCUSSION

A. Classification Performance of Proposed Model

The performance of the proposed framework was evalu-
ated using MITDB, AFDB, and CinC DB. We used five-
fold cross-validation to overcome the overfitting problem.
Fig. 5 shows the confusion matrix for the three databases. The
eight-class classification performance using MITDB achieved
an overall accuracy and F1-score of 99.20% and 91.69%,
respectively. In addition, four-class arrhythmia using AFDB
in the proposed method achieved an overall accuracy and
F1-score of 99.35% and 92.86%, respectively. Finally, the
two-class arrhythmia using CinC DB in the proposed method
obtained an overall accuracy and F1-score of 97.05% and
91.44%, respectively.

In addition, we compared the classification performance
between the fivefold cross-validation and tenfold cross-
validation approaches using MITDB to check the influence
of performance according to the K value.

Table V shows the performance metrics using five-
fold cross-validation and tenfold cross-validation approaches.
Therefore, no statistically significant difference exists among
the performance metrics. The statistical result was shown in
Table VI.

Next, to visualize the distribution between each class of
the MITDB nonoversampled dataset and the oversampled
dataset, we applied the Barnes–Hut variant of t-distributed
stochastic neighbor embedding (t-SNE) [80]. Fig. 6 shows the

Fig. 6. Visualization via t-SNE of features extracted from the global average
pooling layer of the proposed method trained using the original ECG data
and ECG data augmented with SMOTE in the MITDB. (a) Features using
original ECG data. (b) Features using augmented ECG data with SMOTE.

distribution between each class of features extracted through
the global average pooling layer of the proposed method using
t-SNE. As a result, the AFIB and AFL classes overlapped
in the nonoversampled dataset. However, despite the increase
in the number of minority classes when using the SMOTE
method, these classes were well distributed. Examples of the
ECG signals in the original training set and the oversampled
training set using SMOTE are shown in Fig. 2.

We compared the performances of various oversampling
methods using the fivefold cross-validation in the proposed
framework based on MITDB to investigate the effect of
SMOTE. We conducted the Kruskal–Wallis test with LSD
post hoc tests. Fig. 7 shows a statistical comparison between
the oversampling methods, including SMOTE, ROS, GAN,
and ADASYN. The results indicate that the performance of
the proposed model using SMOTE was statistically higher in
terms of recall, specificity, F1-score, and G-mean ( p < 0.05).
Furthermore, post hoc analysis showed that the performance
of SMOTE was statistically higher than that of ROS, GAN,
and ADASYN in terms of recall. The SMOTE of specificity
statistically differed from GAN and ADASYN. In addition, the
F1-score in SMOTE was statistically higher than that of ROS
and GAN. In the G-mean, SMOTE was statistically higher
than that of GAN and ADASYN.
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TABLE VI

COMPARISON BETWEEN THE OVERALL PERFORMANCE METRICS OF EACH MODEL IN ORIGINAL AND
OVERSAMPLED TRAINING SETS USING THE MITDB

Fig. 7. Statistical comparison between overall performance metrics in
oversampling methods, including SMOTE, ROS, GAN, and ADASYN. The
result is presented as the overall mean ± standard deviation. *p < 0.05 (the
Kruskal–Wallis test with LSD post hoc).

The reasons for the higher performance of SMOTE are
given as follows. First, the ROS result is low because it may
not have the effect of significantly increasing awareness of
the minority class [46]. Second, although ADASYN is an
extended version of SMOTE, the performance of ADASYN
is poorer than SMOTE. SMOTE may outperform ADASYN
when the degree of class imbalance increases [52]. Finally,
while GAN produces data that appear comparable to the
original data, these networks are difficult to train and often
considerably complex to produce results [50]. Therefore, the
standard deviation values were highly variable. Despite the
use of various data augmentation methods, SMOTE is more
suitable for classifying arrhythmia with a large number of
classes and high class imbalance. Consequently, SMOTE was
the best oversampling method for the proposed framework.
A statistical comparison of the oversampling methods is shown
in Table VII.

B. Ablation Study

The proposed framework consists of three components:
1) SMOTE; 2) ResNet combined with SE block architecture;
and 3) the biLSTM architecture. Moreover, we discuss ablation
experiments using MITDB to demonstrate the role and effec-
tiveness of components. Table VI lists the overall performance
of the proposed components.

1) SMOTE: This was used to solve the class imbalance
problem. Table VI shows that the oversampled training set
using SMOTE achieved an overall precision of 92.28%,
whereas that of the original training set was 88.63%. The
original and oversampled training sets achieved an overall
recall of 84.93 and 91.23%, respectively. The overall speci-
ficity of the original training set was 99.64%, whereas that of
the oversampled training set achieved 99.83%. The F1-score
of the oversampled training set obtained 91.69%, whereas that
of the original training set was 86.59%. The G-mean scores of
the oversampled and original training sets were 95.43% and
92.00%, respectively. In summary, all performance metrics,
except for the specificity, significantly increased in the over-
sampled training set using SMOTE. The statistical results are
presented in Table VIII.

Table VII shows that the classification performance of the
proposed framework using SMOTE was higher than that of the
original training set in terms of precision, recall, F1-score, and
G-mean for AFIB, AFL, AVR, SVT, and SBR. In particular,
in the proposed framework using SMOTE, the F1-score of
AVR was 61.54%, which is higher than the obtained F1-score
of 40.00% achieved by the proposed framework using the
original training set. In addition, the G-mean was higher for the
proposed framework using the oversampled training set than
for the proposed framework using the original training set in
all classes. When the previous probabilities of the classes differ
considerably, such metric comparisons may be misleading. For
example, it is straightforward to create a classifier with an
accuracy of 99% when the dataset has a majority class with
99% of the total number of cases by simply labeling every
new case as the majority class. In this case, misleading can
be prevented by matching the data of the minority class with
the proportion of the majority class [81]. However, although
the classification performance of AVR increased according to
all the metrics, misclassification between AFL and AVR and
between AVR and Other increased. The results indicate that,
when SMOTE is used to augment AVR data, the number of
original samples of the AVR class is small, and this small
number of samples is located at the boundary between the
different classes. Therefore, the misclassification would have
increased because the newly synthesized samples were located
near the boundary between the Other and AFL classes [82].

The SMOTE approach generates more samples in minority
classes to achieve class balance. The proposed method trained
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TABLE VII

COMPARISON BETWEEN THE CLASSWISE CLASSIFICATION PERFORMANCES USING PROPOSED FRAMEWORK IN MITDB

unique feature representations from a balanced database.
In addition, this approach causes the classifier to build larger
decision regions that contain nearby minority class points [33].
Therefore, the proposed framework reduces the failure of pre-
dicting the correct class for the minority class. Therefore, the
proposed method using SMOTE achieved statistically higher
performance than that of the original training dataset and other
oversampling methods in the proposed method. Moreover,
SMOTE directly contributes to improving the arrhythmia clas-
sification performance of the proposed model by increasing the
amount of trained data.

2) ResNet: Table VI shows that, in the absence of biLSTM
and the SE block, the ResNet framework obtained a precision,
recall, specificity, F1-score, and G-mean of 79.00 ± 4.08%,
76.38 ± 2.75%, 99.51 ± 0.17%, 76.91 ± 2.73%, and 80.72 ±
1.79%, respectively. In absence of ResNet and SE block,
biLSTM showed a low classification performance of 10.45 ±
0.00, 12.50 ± 0.04, 87.50 ± 0.01, 11.39 ± 0.01, and 33.07 ±
0.01 of the precision, the recall, the specificity, the F1-score,
and the G-mean in the original training set. ResNet combined
with biLSTM slightly increased each performance metric over
the ResNet framework. Thus, ResNet satisfactorily extracts the
global features of arrhythmia in all patients [31].

3) BiLSTM: We removed the biLSTM framework to exam-
ine its effect. The biLSTM framework achieved lower per-
formance than the ResNet framework. We added SMOTE
to the biLSTM framework, which increased all the per-
formance metrics; however, the classification performance
remained low. Results indicated that biLSTM achieved a
low performance when its input was in an extremely long
range [83]. Faust et al. [18] used the input of the RR interval
to extract features for temporal changes. Khan and Kim [77]
used the input of dimension-reduction data using principal
component analysis from the ECG signal. The results of
these studies were incorporated into the features, whereas
our method used long-range ECG signals. Faust et al. [18]
and Sujadevi et al. [15] used the binary classification to
classify only AFIB and NSR; thus, the chance level was

higher than that of the proposed method. Moreover, although
Sujadevi et al. [15] used processed ECG signals, only 25 sam-
ples were used for binary classification. By contrast, our
biLSTM model has a long-range dependency problem because
it uses a greater number of classes. Although ResNet combined
with biLSTM exhibited a similar performance when we com-
pared the ResNet framework, biLSTM combined ResNet and
the SE block framework to increase precision, recall, F1-score,
and G-mean compared with those of the ResNet combined
with the SE block. Therefore, biLSTM plays an important
role in extracting associations between individual features by
summarizing global features into sequential features for ECG
classification [21], [84].

4) SE Block: When we added the SE block to the
ResNet framework, the precision, recall, F1-score, and G-mean
increased above 6% compared to those of the ResNet frame-
work alone. In addition, when we added the SE block and
biLSTM, all overall metrics increased by approximately 2%
in the ResNet combined with the SE block and biLSTM frame-
work compared with those of the ResNet combined with the
biLSTM framework. This was equally high for both ResNet
combined a biLSTM framework with and without SMOTE.
In addition, we compared the results with and without the SE
block to evaluate the effect of the SE block. Thus, a statisti-
cally significant difference exists in the performance between
with and without SE blocks. The results are presented in
Table IX. In addition, the role of the SE block is to recalibrate
channel-specific feature responses by explicitly modeling the
interdependencies between channels in ResNet [31]. Moreover,
the SE block further strengthens the representation of the
features in ResNet.

C. Few-Shot Learning Using Independent Database

We tested two independent databases after training the
proposed model using the source database [19] to measure
the generalization ability. Table VIII shows generalization
performance for the three deep learning models under two
different independent database conditions.
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TABLE VIII

COMPARISON OF FEW-SHOT LEARNING USING AN INDEPENDENT DATABASE

First, we tested the AFDB using the source database. The
k-shot classification performances were compared to measure
the generalization ability of the AFDB. The precision, the
recall, the F1-score, and the G-mean in the 20-shot of the
proposed method were 38.28%, 58.67%, 83.50%, 30.30%,
and 67.77%, respectively, while the precision, the recall, the
specificity, the F1-score, and the G-mean in the 20-shot of the
ShallowConvNet were 29.63%, 15.39%, 75.23%, 8.39%, and
14.76%, respectively. The precision, the recall, the specificity,
the F1-score, and the G-mean achieved by DeepConvNet were
30.24%, 30.71%, 80.05%, 28.48%, and 33.04%, respectively.
In addition, DeepConvNet achieved higher performance than
ShallowConvNet, whereas its performance was lower than that
of the proposed method. In addition, the overall performance
metrics of zero-shot were the highest for the proposed model
trained on the source dataset. In addition, all the overall
performance metrics were the highest for the proposed method
when we added a different number of support datasets. Unlike
the proposed method, the performances of ShallowConvNet
and DeepConvNet did not increase, even when the number of
support datasets was increased.

Moreover, we tested CinC DB from the source database
to classify AFIB and NSR. The precision, recall, specificity,
F1-score, and G-mean in the 20-shot of the proposed method
from CinC DB were 73.01%, 78.30%, 78.30%, 75.19%,
and 77.31%, respectively. In addition to the AFDB, our
proposed method obtained the highest performance in all
the overall performance metrics when we added a different
number of support datasets. The F1-score in DeepConvNet is
relatively low compared to the precision and recall criteria.
DeepConvNet classified most of them as NSR and could not
properly differentiate between AFIB and NSR. Therefore, the

TABLE IX

STATISTICAL COMPARISON USING AFDB

precision and recall scores were skewed to one side, and
F1-score, as the harmonic mean, was relatively low.

D. Cross-Subject Experiment Using Same Database

We compared the two-class classification performance using
the proposed method and typical machine learning methods in
the AFDB to investigate the generalization ability. Table IX
shows a statistical comparison of the overall F1-score between
the proposed method and typical machine learning methods,
including SVM, LDA, K NN, MLP, and GNB. The result
indicates that the performance of the proposed method was
statistically higher in terms of F1-score (p < 0.001). Fur-
thermore, the post hoc analysis showed that the performance
of the proposed method was statistically higher than that of
SVM, LDA, K NN, MLP, and GNB in terms of F1-score. The
statistical results are presented in Fig. 3.

E. Comparison With State-of-the-Art Methods

Table X presents a comprehensive performance compari-
son between the proposed method and existing methods for
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TABLE X

COMPARISON OF CLASSIFICATION PERFORMANCE OF THE PROPOSED MODEL AND STATE-OF-THE-ART METHODS

arrhythmia classification. The word “Augmentation” in the
table header indicates that information on the augmentation
method is provided. In addition, we describe the corresponding
method and report the performance of each method using an
overall accuracy and F1-score.

Andreotti et al. [14] used the CinC DB to classify
four rhythms, and they achieved 83.00% F1-score.
Acharya et al. [87] used 11-layer deep CNN classifier on a
combination of MITDB, AFDB, and CUDB. Furthermore,
accuracy and F1-score of 94.50% and 71.50% were achieved.
Pławiak et al. [16] constructed an evolutionary neural system
to detect 17 types of arrhythmias. Their model yielded an
accuracy and F1-score of 91.00% and 89.49%, respectively.
Yıldırım et al. [17] proposed a 16-layer deep CNN to
classify 17 types of arrhythmias. They obtained an F1-score
of 85.19%. Chen et al. [19] proposed a deep learning model
combining a CNN with LSTM to classify six types of
arrhythmias. Their model used raw data and RR intervals and
achieved an F1-score of 90.82%. He et al. [21] combined
ResNet with biLSTM to detect nine types of arrhythmias.
They obtained an F1-score of 80.60%. Yildirim et al. [22]
used the database collected by the CU and SPH to classify
seven types of arrhythmias and achieved an F1-score of
80.04%. Jin et al. [85] used AFDB to classify two classes.
They proposed a twin-attentional convolutional LSTM using
multidomain features. Their method obtained an F1-score
of 98.15%. Petmezas et al. [86] used AFDB to detect foul
arrhythmic rhythms and achieved an F1-score of 80.89%.

MITDB, AFDB, and CinC DB were used to test the perfor-
mance of the proposed framework. Our proposed framework
in MITDB, AFDB, and CinC DB obtained an F1-score of
91.69%, 92.86%, and 93.47%, respectively. Although it is
difficult to directly compare in MITDB, our proposed method

outperformed existing studies because no significant difference
existed in the chance level [88]–[90]. We trained and tested
different accessible ECG databases for a direct comparison
with the proposed model and another model. When using
AFDB, the obtained F1-score of our method is higher than that
obtained by Petmezas et al. [86]. The F1-score of our method
is higher than that obtained by Andreotti et al. [14], who used
CinC DB. ResNet was used with the SE block to extract the
global features for rescaling the ECG data, as the SE block
is essential in extracting the global features [31] and provides
higher performance.

Table XI shows the F1-score of specific classes obtained
by the proposed and four comparison methods. The proposed
method achieved a higher F1-score in certain minority classes,
including AFL and SBR, compared with the results presented
by Chen et al. [19]. The F1-score for AFL, VT, SBR, and
NSR were higher than those reported by Acharya et al. [9].
The proposed method achieved a higher F1-score for AFIB,
AFL, SVT, and SBR than that reported by Yildirim et al. [22].
In addition, the proposed method using AFDB achieved an
F1-score of 95.78%, 99.22%, 78.26%, and 99.50% for AFIB,
AFL, AVR, and NSR. Therefore, the F1-score of AFL, AVR,
and NSR obtained using the proposed method were higher
than those reported by Petmezas et al. [86]. The F1-score of
the proposed method in CinC DB was 88.63% and 98.30%,
respectively.

Thus, the proposed method satisfactorily extracts features
from the eight classes and learns. In real-world clinical envi-
ronments, sufficient datasets are often not available; thus, high
performance is highly important. Moreover, our model outper-
forms the state-of-the-art models in arrhythmia classification,
which may make it more appropriate for real-world scenarios
than existing models.
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TABLE XI

COMPARISON OF CLASSWISE F1-SCORE BETWEEN THE PROPOSED MODEL USING THREE DATABASE AND STATE-OF-THE-ART METHODS

F. Limitation

The proposed model exhibited the highest classification
performance among all comparison models for some types
of arrhythmias. However, the results were obtained using
an independent database, and in the case of using various
few-shot learnings to evaluate generalization ability, desirable
results cannot be guaranteed. Its performance can falter when
it encounters new data in the field of medicine. Therefore,
an advanced and more generalized model is required.

SMOTE has the disadvantage that the augmentation effect
can be minimized because baseline wander and noise could
be added to the rhythm data. However, SMOTE is one of
the widely used data augmentation methods in sleep stage
classification research using electroencephalogram data, which
is a long time series signal [91]–[93]. Moreover, heartbeat
classification using ECG signal studies used SMOTE to solve
data imbalance [94], [95]. We used SMOTE as one of the data
augmentation methods of the proposed framework. SMOTE
obtained statistically higher performance when SMOTE was
compared with ADASYN, ROS, and GAN. Nevertheless,
there are still limitations; thus, further studies about effective
augmentation methods of ECG data are needed in the future.

In addition, the proposed model requires training time, and
the required computational power is not feasible in most
clinical settings. Therefore, a model with high computational
complexity requires more time to derive results in practical
scenarios compared with those measured in a laboratory envi-
ronment. Therefore, it is necessary to develop a lightweight
model in the future.

VI. CONCLUSION

In this study, we proposed an arrhythmic classification
framework that combines ResNet with SE block and biLSTM
using the single-lead ECG data. The proposed architecture uses
an augmentation method, in particular SMOTE, to solve the
problem of imbalance between classification categories. The
experimental results showed that the model with augmentation
outperformed the model without augmentation on all overall
classification metrics in all classification categories. In addi-
tion, an ablation study was performed to evaluate the effects
of the architecture. The combination of the ResNet, the SE
block, and the biLSTM method exhibited an improvement

over the ResNet and LSTM methods. Finally, the proposed
framework obtained the best generalization ability compared
with other deep learning models. Therefore, we confirmed
that the ResNet combined with the SE block and the biL-
STM architecture classified arrhythmia from single-lead ECG
signals without feature extraction.

We could classify multiclass arrhythmia categories, includ-
ing AFIB, with high accuracy using a model with high
classification performance. Because a model trained on data
with a large number of classes is fit to a classification type
with a large number of classes, the classification performance
of a relatively small type is reduced. This problem can be
addressed by using SMOTE, which generates synthetic data.
Moreover, our proposed model exhibited a high classification
performance for the F1-score in minority classes compared
to that of the comparison methods using the same database.
Finally, our proposed model has the best generalization ability
compared to other deep learning models when using few-shot
learning and an independent database. Consequently, the pro-
posed model can be useful for long-term ECG monitoring
using single-lead wearable devices in clinical settings in the
future.
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