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A Window-Adaptive Centroiding Method Based on
Energy Iteration for Spot Target Localization

Jingyu Bao , Haiyang Zhan , Ting Sun , Sheng Fu , Fei Xing , and Zheng You

Abstract— The random noise of complementary metal–oxide–
semiconductor (CMOS) image sensor is the main factor limiting
the further improvement of high-accuracy spot target detection.
Accordingly, a window-adaptive centroiding method based on
energy iteration is proposed in this article. The method can
effectively mitigate the problem of localization performance
fluctuations caused by the random noise at the low-intensity
pixels within the extraction window. By analyzing the centroiding
error model and the random noise of CMOS detectors, sim-
ulations are used to deduce that pixel response random noise
that remains after removing systematic errors is the main factor
limiting further improvement in positioning accuracy. Based on
the generally applicable threshold centroiding algorithm, the
influence of the pixel response within the extraction window
on the centroiding accuracy is derived according to the pixel
energy and the pixel location relative to the target centroid. This
leads to an iterative method, which combines the pixels with
better performance as a new extraction window and recalculates
the target centroid. The effectiveness of the algorithm at the
signal-to-noise ratio (SNR) typical for real cases is simulated and
analyzed. An experimental scheme is designed for the subpixel
movement of point targets with a measurement platform based
on a high-precision rotary table and a star tracker to validate our
algorithm. Further real star experiment is conducted to verify
the effectiveness of the algorithm. The results of the experiments
indicate that the proposed method can reduce the random noise
effect on spot extraction accuracy.

Index Terms— Localization algorithm, optical instrumenta-
tions, optical measurement, space instrumentations.

I. INTRODUCTION

SPOT target optical measurement is the crucial and univer-
sal technology for high-precision space navigation [1]–[3],

medical fluorescence positioning [4], [5], and microscopy
super-resolution imaging [6], [7]. In this article, the main goal
is to improve spot target localization. Our study is for star
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localization using a spatial optical measurement instrument
called star tracker but can be generalized to other fields.
A description of the satellite attitude measurement application
of the star tracker is shown in Fig. 1. When the instrument
parameters and the number of measured stars are determined,
the centroiding accuracy directly determines the output attitude
accuracy of the star tracker. For high-accuracy attitude fixing
tasks, more accurate star spot localization method is required.

The conventional centroiding algorithm with threshold is
used in the AST series star sensors (Lockheed Martin,
Bethesda, MD, USA) [8] and the star sensors of Jena-Optronik
(Germany) [9] to calculate the subpixel position of star cen-
troids. Then, the centroid is output by a continuous filtering
algorithm to reduce the random noise. However, the filtering
method is usually limited by systematic errors and has high
computational complexity. The accuracy of this method is
about 1/50 pixels and has the potential to be further improved.
In 2005, the JPL Laboratory modeled and analyzed the error
of star centroiding to conclude that the error of the image
detector and the centering system are two important factors
affecting the accuracy of the final centroid location [10].
The error of the image detector was reduced by utilizing
correction and filtering, and then, the centering system error
was eliminated through calibration. Their research points out
that the accuracy improvement brought by Gaussian fitting
and the numerical fitting algorithm is limited in the actual
application of star sensors because it would involve a complex
calculation [11]–[13]. Therefore, the centroiding algorithm
with threshold value is the most appropriate localization
method. Hence, with the improvement of the denoising level of
complementary metal–oxide–semiconductor (CMOS) image
detectors, it has been widely used in star trackers. We also
note the substantial research on the high-precision positioning
method of CMOS image detectors, and it has been carried
out [14]–[16]. In 2014, a study on threshold algorithm demon-
strated that the influence of the noise of image detectors on
the variance of centroiding results is related to the threshold
selected [17]. The existence of a single threshold on all pixels
would cause extra noise to have a greater impact on centroid
positioning fluctuations. The traditional threshold algorithm
does not discuss the influence of random noise on the centroid
determination of spot targets with different energy distribu-
tions. Therefore, a single-threshold algorithm cannot achieve
further improvement in centroiding accuracy. Consequently,
the iterative method has become the focus of research. In 2020,
based on studies of Shack–Hartmann wavefront sensors in
the field of adaptive optics, Poladyan et al. [18] proposed an
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Fig. 1. High-accuracy spot target localization for satellite attitude measurement applications.

iterative weighted centroid algorithm (IWCOG) to make the
centroiding accuracy better than 1/100 pixels. Their method
maximized the output centering result of the cross correlation
function between the tracking topography of discrete sampling
and the actual star-point topography by iterating the centroid
of the tracking target image. In relative terms, the IWCOG
algorithm should be the algorithm with the highest centering
accuracy [19]–[22]. However, Thomas et al. [23] found that
when the signal-to-noise ratio (SNR) did not meet the tracking
conditions, the cross correlation function could not seek the
optimal solution, and the tracking spot target morphology was
greatly affected by random noise. In 2021, Sun et al. [24]
proposed a filtered centering method based on the motion
pattern, which can effectively solve the problem of random
noise. However, this algorithm requires continuous motion
information of the point target and is not real time [25].
Therefore, to deal with the influence of random noise caused
by CMOS image detector response during centroiding, this
article proposes an energy iteration-based window-adaptive
centroiding algorithm (EIWA). The basic principle of this
algorithm is shown in Fig. 2. It shows the effect of CMOS
random noise fluctuations on position accuracy in a spot
target energy distribution. To obtain a more stable centroiding
accuracy, the applicable centroid calculation windows are iter-
ated for spot targets with different energy distribution forms.
We then analyze whether each pixel should be included in the
extraction window and utilized in the calculation according to
its influence on the centroiding accuracy. Compared with other
algorithms, the proposed EIWA algorithm has the following
advantages.

1) The spot target energy distribution information does not
need to be known before calculating which is a more
general approach. The Gaussian surface fitting method
requires knowledge of the model function [26], [27]. The
centroiding accuracy of this type of algorithm is related
to the model accuracy.

2) The algorithm can adaptively reduce the impact of
CMOS random noise through energy analysis. Random
centroiding error fluctuations due to overfiltering and
weighting can be avoided. Other methods will introduce
the corresponding systematic error of weighting and the
fitted model. Systematic errors generated by using the
EIWA algorithm are more easily corrected.

3) Low algorithm complexity and enabling real-time
applications. In contrast to other numerical iterative
algorithms, this algorithm is based on the traditional
centroiding method of iteration. The number of iterations
and process time is much lower than the IWCOG
algorithm [28], [29]. Also, combined with the hardware
centroiding module, it can realize the practical applica-
tion of the star tracker. Although other high-accuracy
algorithms can achieve better centroiding accuracy, cur-
rently, most of them can only be simulated in the
laboratory, such as IWCOG’s wavefront prediction and
deep learning methods [30].

II. ANALYSIS OF SUBPIXEL CENTROIDING ERROR

In this section, errors of spot target imaging and localization
are analyzed for the iterative algorithm. Spot target can be
positioned at the subpixel level through defocus imaging
processing and image detector sampling. In the ideal case,
the intensity distribution of the point target can be expressed
by a 2-D Gaussian function as

I (x, y) = I0

2πσ 2
exp

(
− (x − x0)

2 + (y − y0)
2

2σ 2

)
. (1)

I0 is the total energy of the spot target on the detector, x0

and x0 are the real spot center, and σ is the Gaussian radius
relevant to optical system design. Since x and y are symmetric,
just the analysis of the x-direction can be carried out. The
analysis for the y-direction will be identical.
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Fig. 2. Schematic of window-adaptive method based on the energy iteration algorithm.

Fig. 3. Imaging process of the spot target on the CMOS detector.

The imaging process of the spot target on the image detector
is shown in Fig. 3. The continuous spot energy point diffusion
PSF function I (x) convolves with the pixel response function
P(x) of the image detector to obtain the continuous energy
function f (x) received by the pixel. Then, discrete multipixels
s(x) sample f (x) to get the window pixel sampling function
g(x). Here, p(x) is the door function and s(x) is the comb
function [31].

Through optical discrete processing, the spot target that will
light intensity distribution on the connecting several detectors’
pixels is sample output. With the spot target energy distribution
function I (x) and image detector pixel response function
P(x), the convolution function is defined as

f (x) = I (x) ⊗ P(x). (2)

The actual centroid of the star is fixed using the corre-
sponding point spread function I (x , x0). The entire discrete
sampling process of the star can be expressed as

g(x) = [I (x, x0) ⊗ P(x)] × s(x) (3)

where g(x) is the detector response calculated for the actual
measurement, which is directed against the point spread func-
tion I (x , x0)’s effective PSF function (ePSF, effective PSF)
[32], [33].

At present, the centroid of the gray method (CG) is com-
monly used to calculate the centroid of the discrete point
targets. The calculation formula for ideal spot target centroid
x̄0 without image noise can be represented as

x̄0 =
∑xk gk

W∑gk
W

(4)

where xk is the number k center coordinates of centroid
extraction the region, gk is the ideal response of the k pixel,
and W is the calculated window.

However, the actual detector response ik with noise for spot
target centroid x̃c is

x̃c =
∑xk ik

W∑ik
W

. (5)

The actual detector response ik contains detector random
noise σik and nik , which is the pixel noise of the single
measurement. The spot target ideal energy response is gk

ik = gk + nik . (6)

The centroid error caused by CMOS random noise is δi ,
which can be determined as

δi =
∑

W

(
∂ x̃c

∂ik

)
× nik . (7)

Next, the derivative of x̃c from (5) can be obtained as

∂ x̃c

∂ik
= xk

∑
W ik − ∑

W xkik(∑
W ik

)2 = xk − x̃c∑
W ik

. (8)

Now, (7) can be expressed as

δi =
∑

W

(
xk − x̃c∑

W ik

)
× nik . (9)

x̄0 is the center of the centroid, which is calculated by the
discrete CG method without detector response noise. δi is
random noise caused by the CMOS detector. For this error
model, we discuss in Section II-B.
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A. Systematic Error Modeling and Analysis of Centroid
Gravity Algorithm

For the real centroid x0, one should continuously compute
the spot target energy distribution as

x0 =
∫∫

ROI x f (x)dx∫∫
ROI f (x)dx

. (10)

When discrete pixel centers are used instead of continuous
energy centers, systematic errors will occur as [34]–[36]

x̄0 =
∑n

k=1 xk gk∑n
k=1 gk

=
∫ ∞
−∞ xg(x)dx∫ ∞
−∞ g(x)dx

. (11)

The Fourier transform of g(x) can be represented as

G(w) =
∫ ∞

−∞
g(x)e−2π j xwdx (12)

then ∫ ∞

−∞
g(x)dx =

∫ ∞

−∞
g(x)e−2π j xwdx |w=0 = G(0) (13)

the derivative of G ′(w) can be given as

G ′(w) = dG(w)

dw
=

∫ ∞

∞
(−2π j x)×g(x)e−2π j xwdx

= −2π j
∫ ∞

∞
xg(x)e−2π j xwdx . (14)

Based on (14), G ′(0) = −2π j
∫ ∞
−∞ xg(x)dx and∫ ∞

−∞ xg(x)dx = −G ′(0)/2π j .
From (14), (13) can be written as

x̄0 =
∑n

k=1 xk gk∑n
k=1 gk

=
∫ ∞
−∞ xg(x)dx∫ ∞
−∞ g(x)dx

= − G ′(0)

2π j G(0)
. (15)

The energy function of the center at the origin is defined
as fe(x), and for real spot target center x0, it can be given
as

f (x) = fe(x − x0). (16)

Due to the frequency-domain shift theorem, the frequency
domain can be expressed as

F(w) = exp(−2π j x0w)Fe(w). (17)

According to the imaging process analysis (3), the conver-
sion to the frequency domain can be given as

G(w) = F(w) ⊗ S(w) = exp(−2π j x0w) × Fe(w) ⊗ S(w)

(18)

where S(w) is the frequency-domain transform about discrete
multipixel samples function s(x).

Then

G ′(w) = F ′(w) ⊗ S(w)

= [−2π j x0 exp(−2π j x0w)Fe(w)

+ exp(−2π j x0w) × F ′
e(w)

] ⊗ S(w). (19)

Let (17)–(19) get into (15)

x̄0 = − G ′(0)

2π j G(0)

=
[−2π j x0 exp(−2π j x0w)Fe(w)

−2π j exp(−2π j x0w)Fe(w) ⊗ S(w)

+ exp(−2π j x0w)F ′
e(w)

] ⊗ S(w)

−2π j exp(−2π j x0w)Fe(w) ⊗ S(w)

∣∣∣∣w=0 (20)

and

x̄0 = x0 − exp(−2π j x0w)F ′
e(w) ⊗ S(w)

2π j exp(−2π j x0w)Fe(w) ⊗ S(w)

∣∣∣∣w=0. (21)

The frequency-domain variation of sampling function is the
comb tooth function S(w) = ∑n=+∞

n=−∞ δ(w − n/T ) and the
convolution can be given as

εs = x̄0 − x0

= − 1

2π j

∑n=+∞
n=−∞

{
exp

[−2π j x0
(
w − n

T

)]
F ′

e

(
w − n

T

)}
∑n=+∞

n=−∞
{
exp

[−2π j x0
(
w − n

T

)]
Fe

(
w − n

T

)}
∣∣∣∣
w=0

= − 1

2π j

∑n=+∞
n=−∞

[
exp

(
2π j x0

n
T

)
F ′

e

(− n
T

)]
∑n=+∞

n=−∞
[
exp

(
2π j x0

n
T

)
Fe

(− n
T

)] . (22)

Equation (22) can be simplified as

εs = 1

π

∑n=+∞
n=1 F ′

e

(
n
T

)
sin

(
2πx0

n
T

)
Fe(0) + 2

∑n=+∞
n=1 Fe

(
n
T

)
cos

(
2πx0

n
T

) . (23)

According to the imaging process, Fe(w) can be given as

Fe(w) = I (w, 0) × P(w). (24)

Then, using I (w, x0) = I0 exp[−2(πσw)2] exp(− j2πwx0)
and P(w) = sin(T πw)/(T πw), it can be obtained as

Fe(w) = I0 exp
[−2(πσw)2

] × sin(T πw)

T πw
. (25)

According to (25) and Fe(0) = I0, Fe(n/T ) = 0(n �= 0).
Hence, (25) can be given as

εs = 1

π

∑n=+∞
n=1 F ′

e

(
n
T

)
sin

(
2πx0

n
T

)
I0

(26)

where F ′
e(n/T ) = (−1)n I0 exp[−2(πσ(n/T ))2] × n/T .

Finally, the error model can be obtained as

εs = T

π

n=+∞∑
n=1

(−1)n exp

[
−2

(
πσ

n

T

)2
]

sin
(

2πx0
n

T

)
× 1

n
.

(27)

Pixel length T can be a unified unit as

εs = 1

π

n=+∞∑
n=1

(−1)n exp
[−2(πσn)2] sin(2πx0n) × 1

n
. (28)

According to the systematic error formula (28), the error
model expression does not contain the item of I0. Thus,
the energy of the target at the point of incidence does not
affect the S-curve error. The previous two terms are the main
error terms. With different Gaussian radius distributions, they
can be simulated and can be compared with the theoretical
physical meaning, as shown in Fig. 4(a)–(d). We make the
ideal spot target’s center x0 continuously located in the pixel
position [0 1]. Then, the conversion from continuous energy
function to discrete sampling is performed. The spot target
centroid x̄0 is calculated by the discrete CG method. The error
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Fig. 4. (a)–(d) S-curve approximation error obtained by energy representation simulation and (e) and (f) simulation curve of centroiding system error S-curve
error model.

profiles of spot targets with different phases in pixel can be
calculated.

Therefore, it can be seen from the approximate error curve
that the error function can be approximated to the previous
two main terms. When the radius of the Gaussian σ is within
0.5–0.2, the approximate error is less than 0.0001 pixel.
Therefore, the centroiding system error can be approximately
expressed as

εs ≈ 1

π

{
− exp

[−2(πσ)2
] × sin(2πx0)

+ exp
[−8(πσ)2] × sin(4πx0) × 1

2

}
. (29)

Then, according to (5), (9), and (29), the error between the
actual discrete CG method and the real center of spot target
can be obtained as

x̃c = x̄0 + δi = εs + x0 + δi . (30)

The final expression for the systematic error can be given
as

δx̃c = x̃c − x0 = εs + δi (31)

where δi = ∑
W ((xk − x̃c/

∑
W ik)) × nik .

According to (31), the system error of centroiding can be
divided into two parts.

1) The centroiding error εs caused by a continuous energy
center. This is replaced by the geometric center in
discrete sampling with a period of pixels presented as
an S-curve as shown in Fig. 4.

2) The imaging detector error δi caused by detector
response noise with spatial differences between pixels

Fig. 5. Spot target imaging on the image detector imaging diagram.

and related to the distance from the center of the spot
center.

The principle of centroiding system error helps analyze the
final noise of each part. The effect of random noise is the main
focus of this article. Therefore, the noise analysis of the
image detector is crucial for overall error analysis. Simulation
analysis and discussion are carried out in the following parts.

B. CMOS Imager Noise of Centroiding Error

The imaging process of spot target on the CMOS image
detector is shown in Fig. 5. The signal photons μp reach the
detector after quantum conversion (with conversion efficiency,
η) into electrons stored in the capacitive structure. After the
quantum transformation, the variable is μe. At this time,
the signal is superimposed with the dark current noise μd

caused by the circuit structure and then amplified with gain
K , and finally, the digital gray signal output μy is obtained
by A/D conversion. Random noise σs and quantization noise
σq caused by silicon structure exist in the process of analog
amplification [37]–[39].
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The whole process of imaging output gray value can be
given as

μy = K (μe + μd). (32)

According to the imaging process, the detector noise can be
obtained as

σ 2
y = K 2σ 2

e + K 2σ 2
d + σ 2

s + σ 2
q . (33)

The photon shot noise σ 2
e = μe and dark current shot noise

σ 2
d = μd are Poisson distributions. Now, (33) can be given as

σ 2
y = K 2σ 2

d + K 2μe + σ 2
s + σ 2

q

= K 2σ 2
d + K

(
μy − μy,dark

) + σ 2
s + σ 2

q . (34)

With μy,dark = Kμd , let μy′ = μy − μy,dark. The output
gray value is subtracted from the dark current value to obtain
the output gray noise expression

σ 2
y′ = Kμy′ + σ 2

s + σ 2
q . (35)

The random noise σs caused by the silicon structure, which
is different from CCD detectors, with each pixel having a
different amplification structure. Hence, σs has the spatial
difference. Spatial nonuniform noise can be eliminated by
calibration, and random noise is the main cause of fluctuations
in the centroiding process. However, quantization noise can
cause the limited random noise, the photon shot noise, and
the Gaussian random noise caused by the input signal that are
analyzed in this article

σ 2
ik

= Kμi ′
k
+ σ 2

s (36)

where σik is the noise variance corresponding to the pixel
response ik and μi ′

k
= μik − μik ,dark.

For single-frame star map, Poisson noise that varies with
light intensity is the main noise item affecting the SNR of
star imaging. The centroid location measured is affected by
imaging noise, which will drown the S-curve error existing in
the gray algorithm and cannot be measured. Therefore, there is
no way to compensate for it. In addition, although the random
noise level of the detector is low, the pixel farther away from
the centroid also has a great influence on the centering result,
which needs to be discussed.

The energy-dependent Poisson noise σ 2
ek

caused by the
detector response is added to the spot target with the Gaussian
radius of 0.3 and 1 least significant bit (LSB) random a
Gaussian noise σ 2

s , and the response noise can be given as

σ 2
ik

= σ 2
ek

+ σ 2
sk

= μik + σ 2
sk
. (37)

Based on this distribution and (9), the centroid positioning
error of a single frame is simulated, as shown in Fig. 6 [CMOS
image sensor (CIS)]. It can be seen from the simulation curve
that the measurement of a single frame is seriously affected
by random noise. If the spot target SNR is low, the random
centroiding error will be large, resulting in systematic S-curve
errors that cannot be effectively observed and measured.

Fig. 6. Simulation of single frame centroiding error (σ = 0.3).

III. WINDOW-ADAPTIVE CENTROIDING METHOD

BASED ON ENERGY ITERATION

The window-adaptive centroiding method based on energy
iteration is proposed in this section. The basic iterative prin-
ciple is based on the previously proposed centroiding error
model. The iterative loss function and variable window con-
dition are also formulated.

A. Principle of EIWA Method

Based on the noise source analysis in the previous section,
we now propose an adaptive window centroiding based on
energy iteration. The flow diagram of the algorithm is shown
in Fig. 7.

According to the analysis in the previous section, prelimi-
nary research conclusions can be obtained that the presence of
random noise can affect the measurement of S-curve errors.
The S-curve systematic error is also difficult to determine
whether the influence of random noise is not reduced. In par-
ticular, pixels at the edge of the extracted window whose noise
variance fluctuates have a large impact on the final centroid
localization. Therefore, the grayscale response of the pixels
in the window needs to be analyzed at each calculation of
the centroid to determine whether they need to be involved
in the calculation. In the process of changing the window, the
centroiding error will change. Accordingly, a window iteration
method is proposed to obtain the convergent change curve of
the centroid error from large to small, where the local optimal
window can be calculated by continuous iteration. The main
steps of the resulting algorithm are given as follows.

1) Iterate the centroid loss function: let the error δc between
the final output center and the ideal center be minimized,
which can be given as

L
(
δc(Wn)

) = |x̃cn − x0| = |εsn + δin | (38)

where Wn is the nth iteration centroid window, the initial
iteration window is W0, and the iteration termination
error is ε = 0.005 pixel.
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Fig. 7. Flowchart of window-adaptive centroiding method based on energy iteration.

2) Calculate the difference between the two iteration loss
functions

∇δc = δc(Wn ) − δc(Wn−1). (39)

3) When ‖∇δc(Wn )‖ ≤ ε, the iteration is finished. Then,
the centroid calculation is carried out using Wn final
iterative window. At this point, the loss function is
locally minimized

L
(
δc(Wn )

) = min |x̃cn − x0|. (40)

B. Iterative Model Analysis

In the process of window change, the centroid of two
measurements can be shown to be

x̃cn =
∑

Wn
xkik∑

Wn
ik

, x̃cn+1 =
∑

Wn+1
xkik∑

Wn+1
ik

. (41)

The two changed windows of pixels will be reduced.
According to the error model (31), the systemic error can be
obtained as

∇εcn+1 = εcn+1 − εcn = x̄0n+1 − x0 − (
x̄0n − x0

)
= x̄0n+1 − x̄0n =

∑
Wn+1

xk gk∑
Wn+1

gk
−

∑
Wn

xk gk∑
Wn

gk
. (42)

According to the window iteration process of EIWA algo-
rithm, as the number of iterations increases, the number of
pixels involved in the calculation is reduced. This part of the
reduced pixel area we define as �Wn

∇εcn+1 = εcn+1 − εcn

=
∑

Wn+1
xk gk∑

Wn+1
gk

−
∑

Wn+1
xk gk+ ∑

�Wn
xk gk∑

Wn+1
gk + ∑

�Wn
gk

=
∑

�Wn

(
x̄0n+1 − xk

)
gk∑

Wn
gk

. (43)

For the window iteration process, from (9), the random error
enhancement is expressed as

∇δin+1 = δin+1 − δin =
∑

Wn+1

(
xk − x̃cn+1

)
nik∑

Wn+1
ik

−
∑

Wn

(
xk − x̃cn

)
nik∑

Wn
ik

=
∑

Wn+1

(
xk − x̃cn+1

)
nik∑

Wn+1
ik

−
∑

Wn+1

(
xk − x̃cn

)
nik + ∑

�Wn

(
xk − x̃cn

)
nik∑

Wn+1
ik + ∑

�Wn
ik

≈
∑

�Wn

(
x̃cn − xk

)
nik∑

Wn
ik

. (44)

According to (31), it can be concluded that the centering
error is composed of system error and gray noise error. Then,
the difference between the two measurements of the centroid
can be obtained as

∇δcn+1 ≈ ∇εcn+1 + ∇δin+1 =
∑

�Wn

(
x̄0n+1 − xk

)
gk∑

Wn
gk

+
∑

�Wn

(
x̃cn+1 − xk

)
nik∑

Wn
ik

. (45)

Let dk = x̃cn+1 − xk ≈ x̃cn − xk ≈ x̄0n+1 − xk . Since the pixel
ideal response gk and centroid x̄0n+1 cannot be obtained, the
actual measurements ik and x̃cn+1 can be approximated as

∇δcn+1 ≈
∑

�Wn
dkik∑

Wn+1
ik

+
∑

�Wn
dknik∑

Wn+1
ik

. (46)

1) Discussion of approximate rationality, since the spot
target’s total energy is SNR = 30 or above (the total
energy of the experimental spot target in this article
is 2000 LSB), the approximate error magnitude of dk

is 10−2. The denominator is the total energy 103 and nik

is 10. Hence, the approximate error magnitude of the
approximate is 10−4. Hence, it is reasonable to use this
approximation.

2) Approximation of pixel response noise nik ≈ σik =
(ik/K )1/2, it can be got from part 2 of this article. The
pixel position that affects the centering is at the edge
of the star point with low energy, and the estimated
variance of its single measurement can be used to
characterize the degree of its influence with a large
probability.

According to the accuracy model in the overall window
region, the accuracy influence model of a single pixel in the
centering region is defined as

∇δcn+1,k ≈ dkik

Isn+1

+ dkσik

Isn+1

(47)



7004113 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 71, 2022

Fig. 8. Comparison of iterative algorithm and traditional threshold algorithm
in the Monte Carlo simulation and optimal iterative window position selection
process.

where Isn+1 = ∑
Wn+1

ik is the n + 1 window’s total
energy.

The centroid pixel energy involved in the calculation of the
new window needs to meet the condition

∇δcn+1,k ≈ dkik

Isn+1

+ dkσik

Isn+1

> αn+1. (48)

Equation (48) determines whether the contribution of the nth
pixel position in the extraction window to the centroid change
rate meets the threshold value αn+1. The accuracy control
threshold for each window iteration is αn+1 = αn + β. Here,
β is the accuracy control step parameter (which can be set to
be 0.0005 pixels). For each window change, the threshold is
adjusted.

C. Monte Carlo Simulation of EIWA Method

By adding Poisson noise to a star with a Gaussian radius of
0.3, Monte Carlo simulation results using this precision control
method are compared with the traditional threshold method.
The process of selecting the optimal control threshold and
centroid output is shown in Fig. 8.

Thousand Monte Carlo simulations are performed with
multiple points and compared with the threshold algorithm.
Here, the threshold 6 is selected since it is more stable for
this SNR and distribution. This threshold choice is consistent
with the later experimental choices.

Through Monte Carlo simulations, the average positioning
root-mean-square (rms) of the proposed energy iteration algo-
rithm is seen to be 0.0094 pixels, while the average positioning
rms of the traditional threshold algorithm is 0.0142 pix-
els, which is 0.0048 pixels (33.9%) higher, as shown in
Fig. 9.

The calculation window obtained by iteration can be given
as ROI′. One can then recalculate the output’s final iteration
centroid xd, yd . With this approach, the centroid of the mea-
sured position of subpixels with continuous movements within
a pixel is calculated as

x̃c =
∑

(x,y)∈ROI′ xi(x, y)∑
(x,y)∈ROI′ i(x, y)

, ỹc =
∑

(x,y)∈ROI′ yi(x, y)∑
(x,y)∈ROI′ i(x, y)

. (49)

Fig. 9. (a) Traditional threshold algorithm. (b) EIWA algorithm. (c) Monte
Carlo simulation comparison between (a) and (b).

Based on the above centering algorithm, the position of the
centroid is measured by the continuous movement of subpixels
x̃k1, x̃k2, . . . x̃kn(x̃km+1 − x̃km < 1 pixel). The centroiding error
curve is s̃(x). Then, the system error curve is obtained by
interpolation δ̃s . Finally, the centering curve is calculated as
ŝ(x) [40]

δ̃s(xu) = x̃c + xu − xc

xc+1 − xc
(x̃c+1 − x̃c), (x̃c < xu < x̃c+1). (50)

Then, the centroiding curve can be obtained as

ŝ(x) = s̃(x) − δ̃c(x). (51)

According to the previous simulation analysis, for the
embodiment of the final centroiding accuracy, a stable calibra-
tion correction of the system error is required. The relevant
experimental verification is carried out in the subsequent
sections [41]–[43].

D. Time Efficiency Analysis of EIWA Method

The spot target localization algorithm needs to have real-
time characteristics to meet the satellite on-orbit attitude
calculation. Therefore, the time efficiency of the proposed
algorithm is of great importance.

According to the literature on related localization algo-
rithms, the related time-efficient simulation analysis is more
common and clear [44]–[46]. In this part, different algorithms
are implemented in MATLAB in the Microsoft Windows
environment on a Quad-Core 3.2-GHz PC. Each simulation
performed included 1000 spot targets with random noise. The
average running times of different algorithms are compared in
Table I.

From the simulation results, it can be obtained that the
processing time of EIWA method is about 7.5 times and
the iterative weighted algorithm is 30.1 times more than
the traditional algorithm. For the number of iterations, the
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TABLE I

PROCESSING TIME AND ITERATION NUMBERS’ COMPARISON

TABLE II

PARAMETERS OF EXPERIMENT MATERIALS

EIWA method can complete in less than six times, and an
iterative weighted algorithm needs 17 times. This result is
similar to the literature [47], and the number of iterations
increases significantly in the case of low SNR and complex
spot target morphology. Because iterative algorithm requires
fitting iterations to the morphology of the spot target, which
requires a large number of fitting calculations.

From the EIWA algorithm principle, the main iteration is
to traverse the pixel energy of the region and then use the
traditional CG method to calculate centroids. For six iterations,
it needs to calculate seven times centroids, which is the
main time-consuming part. In the current APS CMOS star
tracker, the CG method has already been modularly imple-
mented by FPGA hardware and can realize the roll-up expo-
sure pipeline fast calculation [48]. Therefore, the proposed
algorithm can meet the real-time requirements in practical
applications.

IV. SPOT TARGET LOCALIZATION

ACCURACY EXPERIMENT

A. Laboratory Experiment

A laboratory experiment of spot target localization is carried
out to verify the validity of the proposed algorithm. A star
tracker is placed on a three-axis turntable and rotated by
1/15 pixel. Through image acquisition, the accuracy error
curve is calibrated and measured. The schematic and para-
meters of the experimental equipment are shown in Table II
and Fig. 10, respectively.

The following conclusions can be drawn by experimental
comparison.

First, the traditional threshold connected domain centroid
location method has poor static measurement stability. From
the X- and Y -directions stability experiment shown in Fig. 11,
since the calculated pixel is selected by a single threshold,
the corresponding fluctuation in the centroiding calculation is
caused by CMOS random noise.

The EIWA algorithm adopts an iterative method of finding
minimal fluctuations in the local optimum centroiding, which
ensures the stability of the prime extraction. Even if all

Fig. 10. Experiment of spot target localization.

Fig. 11. Stability of threshold algorithm and energy iteration is compared
in (a) X- and (b) Y -directions.

Fig. 12. Comparison of static stability between different threshold selection
and energy iteration algorithm.

thresholds are traversed to select to calculate the stability, the
EIWA algorithm still has better computational stability than
the traditional method with lower centroiding error (shown in
Fig. 12 and Table III).

The threshold selection scheme of the traditional threshold
method is not unique. Pixels value that jumps around the
threshold takes part in the calculation in different measurement
frames. Although the pixel position with a low SNR affected
by random noise can improve the positioning accuracy of the
centroid at the expense of the pixel farther away from the
centroid, the stability of static measurement fluctuates greatly.
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Fig. 13. Different methods: (a) traditional threshold, (b) energy iteration, and (c) iterative weighted. (d) Comparison of centroiding error.

All range static stability measurement is below the threshold
value of the proposed energy iteration algorithm.

Second, the traditional threshold connected domain centroid
localization method cannot accurately calibrate and correct
the systematic errors δs in the centering process due to the
influence of random noise.

Through calculation and comparison of experimental data,
the calibration within the range of the full threshold value
is not improved significantly. The proposed energy iteration
method considers the influence of CMOS image detector noise
and other random noises. The influence of spot target energy
of different positions on the centroiding accuracy is analyzed.
Also, iterate the suitable calculating window according to
the degree of energy impact. Compared with the traditional
threshold connected domain localization method, the proposed
algorithm has higher stability of single measurement point and
multiframe positioning and can effectively calibrate the cen-
tering system error caused by optical system design and pixel
sampling. Although the IWCOG algorithm has a good model
fitting ability for S-curve, its adaptation model receives a large
impact from random noise. The proposed method can improve
the positioning error from 1/100 magnitude to 1/1000 mag-
nitude of centroiding accuracy (0.0106–0.0056 pixel, 47.2%,
shown in Fig. 13 and Table IV).

The RMS error was used to evaluate the positioning
accuracy between the traditional threshold method and the

proposed iterative window algorithm. It is shown to be

σRMS =
√∑N

k=1 δ2
c (k)

N
. (52)

B. Real Sky Experiment

In this section, a ground observation experiment of star
tracker is designed to test the efficiency of the proposed algo-
rithm. The experimental platform and the real sky observation
are shown schematically in Fig. 14. The star tracker is mounted
on the test platform that is fixed to the ground and controlled
by turntable to observe suitable sky areas. The Earth’s rotation
is a very precise motion, so continuous real star spot target
images can be obtained.

The experiment site is at the Xinglong observation station
of National Astronomical Observatories of China (NAOC),
East longitude 117◦35.5′, North latitude 40◦23′. During the
observation period, weather is clear, no cloud cover, southwest
wind less than level 3, and average temperature about 6◦. Test
tracking star information (shown in Fig. 15): StarID = 1651,
declination = 41.23447◦, right ascension = 76.62873◦, star
magnitude = 3.22 MV, total star energy = 398 LSB, and
star area (7 pixel × 7 pixel). The pixel size is similar to
the laboratory experiment. However, the SNR of the star is
lower than that of the laboratory. According to the real sky
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Fig. 14. Real sky experiment platform.

Fig. 15. Test tracking star energy distribution.

TABLE III

CENTROIDING STABILITY COMPARISON

experiment, the image is clear. Also, the air disturbance and
scattering have an effect on the centroiding. This part of the
error is not analyzed precisely and eventually coupled in the
error of centroiding together to be reduced by the proposed
method.

The spot target centroids are calculated by using the pro-
posed algorithm and the traditional threshold method. The
100 consecutive frames of centroiding error data are shown in
Fig. 16. The traditional algorithm method has no significant
periodic S-curve errors. While using the proposed algorithm to
process, we can get the obvious systematic error with the pixel-
by-pixel period. The shape of the systematic error and the
standard S-curve error difference is large. Various factors cause
this result, such as centroiding method error, star background
removal, and atmospheric disturbances. Among them, the star
image background of the real sky experiment is more complex
than that of the laboratory experiment. After subtracting the
background, it causes more star energy loss while causing
systematic centroiding errors.

According to the previous error analysis, this kind of
S-curve error can be further eliminated by means of a fitted
calibration. A comparison of system residual results after

TABLE IV

CENTROIDING RMS ERROR COMPARISON REAL SKY EXPERIMENT

Fig. 16. Comparison of EIWA algorithm and traditional threshold method.

Fig. 17. Centroiding residual error results of 1000 consecutive frames.

TABLE V

CENTROIDING RMS ERROR COMPARISON

calibration correction of 1000 consecutive frames is shown
in Fig. 17 and Table V. This algorithm can improve the
centroiding accuracy from 0.0349 to 0.0156 pixels (55.3%).

Due to the low SNR ratio of the star spot target, we obtained
in this experiment that the centroiding error is higher than
the laboratory experimental situation. Also, the shape of the
S-curve changes due to the influence of energy distribution.

The effectiveness of the proposed algorithm has been con-
firmed by testing with real star images. Its stability results
in centroiding have been consistent with laboratory tests and
simulation results. This algorithm feature can effectively cal-
ibrate the S-curve system error, which is important to further
improve the centroiding accuracy.
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V. CONCLUSION

The window-adaptive centroiding method based on the
energy iteration algorithm successfully mitigates the impact
of random noise of image detector on the centroiding. The
method has better stability and time efficiency compared with
other methods. Since the influence of noise position and size
on the accuracy is considered, the model has a strong ability
to adapt to different spot target morphology distributions.
By experiment and simulation, we have compared the tra-
ditional threshold algorithm and improved iterative centroid
algorithm. In the laboratory experiment, the proposed algo-
rithm can improve centroid extraction accuracy from 0.0106 to
0.0056 pixels (1σ) (improvement of 47.2%). In the real sky
experiment, the SNR of the star spot target is further reduced.
It can improve from 0.0349 to 0.0156 pixels (1σ) (improve-
ment of 55.3%). Both experiments verified the effectiveness
of the proposed algorithm. In addition, it has a more stable
accuracy of centroid extraction to fitting the systematic S-curve
error effectively. The approach is an effective centroiding
method for reducing the random noise without complicated
iteration and fitting.
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