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Multi-Channel FPGA Time-to-Digital Converter
With 10 ps Bin and 40 ps FWHM
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Abstract— We present a novel architecture for multi-channel
time-to-digital converters (TDCs) to be implemented into low-cost
field-programmable gate arrays (FPGAs), achieving 10-ps least
significant bit (LSB), 164-µs full-scale range, and good linearity
both in terms of differential nonlinearity (DNL) and integral non-
linearity (INL). The conceived architecture is based on the carry
chain delay line model and wave union A method: the positions of
both rising and falling edges that propagate in multiple parallel
carry chains are recorded each time there is an HIT input. This
technique effectively subdivides the ultrawide bins improving
the measurement precision and, combined with the sliding-scale
technique and continuous code density calibration, improves the
TDC linearity. Employing the proposed architecture, we have
implemented in a Xilinx Artix-7 FPGA a TDC with 20 timestamp
units and validated the device in a time-correlated single photon
counting (TCSPC) setup, when connected to an array chip with
5 × 5 single-photon avalanche diodes (SPADs).

Index Terms— Single-photon avalanche diode (SPAD), tapped
delay line (TDL), time-correlated single photon counting
(TCSPC), time-to-digital converter (TDC).

I. INTRODUCTION

T IME-TO-DIGITAL converters (TDCs) are devices able to
convert time delays into digital numbers, aiming at high

time resolution, precision, conversion speed, and low dead
time. Among many other applications, TDCs are exploited in
many scientific fields requiring the precise measurement of the
arrival time of photons, such as in particle and high-energy
physics [1], laser ranging [2], [3], time-of-flight positron
emission tomography (ToF-PET) [4], fluorescence lifetime
imaging (FLIM), quantum imaging [5], and so on. Besides
TDC resolution, i.e., the least significant bit (LSB), which
determines the shortest time delay difference that can be
measured single shot, other parameters, such as precision,
accuracy, full-scale range (FSR), speed, and number of parallel
channels, strongly depend on the specific application.

TDCs developed as application-specific integrated cir-
cuits (ASICs) can be extremely performing, since they allow
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the customization of the architecture and the fine tailoring of
specific target performance. They reach single-shot time-jitter
precision better than 1 ps [6] and allow the parallelization of
many channels [7]. On the other hand, an ASIC design implies
high nonrecurrent engineering (NRE) costs, design time, and
long manufacturing time. Instead, field-programmable gate
array (FPGA) implementations offer faster deployment time,
lower development costs, easier reconfigurability, and para-
meters adjustment and can be more easily migrated to newer
FPGA releases. Eventually, FPGAs find applications in wide-
spread fields [8]–[10] because, even if they may not attain the
same performance of custom ASICs, their programmability,
design portability, and fast prototyping are definitely key
factors.

A typical FPGA implementation of a TDC employs a
clock counter for the coarse most-significant bits (MSBs)
time-stamping and a gates chain delaying an input signal
for the fine LSB quantization. When a valid signal triggers
the delay line, the next clock pulse samples the position
in the delay line and the value of the free-running coarse
counter [11], [12]. Usually, in general-purpose FPGAs, logic
gates are connected through dedicated carry lines, which offer
short (tens of picoseconds) and fixed propagation delays.
These elements are well suited for implementing tapped delay
lines (TDLs) in FPGAs [11], [13]. Combining dedicated carry
lines with a coarse counter, the achievable dynamic range
widens. However, the unpredictable nonuniformity of the taps
along the delay chain impairs the TDC linearity.

Various strategies to improve linearity and resolution can be
found in literature. For example, Shen et al. [14] proposed a
multichain measurements averaging method to achieve better
performance. In [13], resolution and precision are instead
increased by performing multiple measurements, and the con-
version linearity is improved by a semicontinuous calibration,
while, in [15], the clock skew at the border of the clock regions
is exploited to enhance resolution and precision. However, all
those approaches add complexity and dead time.

In this article, we present a low-cost FPGA-based TDC
architecture aiming at fine resolution and linearity and high
channel density. Unlike most TDCs already reported in
literature, which are based on high-level high-gate count
FPGAs, we employ a low-cost development board (OpalKelly
XEM7310-A200) with a Xilinx Artix-7 FPGA reaching per-
formance comparable with the one of more expensive coun-
terparts. We discuss the design and implementation of each
TDC stage, and we present a novel decoding strategy that
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Fig. 1. Block diagram of the printed circuit board (PCB) and FPGA.

performs a subranging of the TDC. By decoding only the
section of the TDC that has recorded the event, both dead
time and resources usage are reduced. Moreover, the proposed
stage dynamically rearranges the sampled delay and solves
the bubbles issue (explained in detail in Section II) with-
out discarding any information. We report on the measured
performance and linearity improvements achieved due to the
proposed continuous calibration and bin merging. Eventually,
we show the validation of our 19-channel TDC together with
a single-photon avalanche diode (SPAD) array of 5 × 5 pixels.

This article is organized as follows. Section II describes
the TDC architecture and implementation choices. Section III
shows the characterization results. Section IV discusses the
validation of the multi-channel TDC in a specific application.
Section V summarizes the conclusion.

II. TDC ARCHITECTURE

The core of the proposed TDC is 20 identical and indepen-
dent timestamp units; then, we have exploited the 20 units
as a 19-channel TDC, with the purpose of measuring the
time intervals between 19 START signals and a global STOP
signal. Thus, we have employed 19 units to sample the
different STARTs and one channel to sample the global STOP
(Fig. 1). Using two different delay lines for the START and
STOP signals allows us to take advantage of the sliding scale
technique [16] and, thus, to increase the TDC linearity since
the same time interval can be measured over different regions
of the channel delay lines. Note, however, that each timestamp
unit can be employed independently of the others or in any
START–STOP combination. In the following, we refer to
START and STOP inputs as HIT inputs.

The most intuitive and simplest way to implement a TDC
is by using just high-speed counters. However, this approach
limits the resolution to a clock period, e.g., to a few nanosec-
onds in low-cost 28-nm FPGAs (such as the Xilinx Artix 7).
A common way to improve resolution is to take advantage of
TDLs and exploiting dedicated carry lines within the FPGA
fabric. As shown in Fig. 2, the HIT input feeds a fast TDL.

Fig. 2. Signal propagation through the carry chain and sampling provide the
fine LSBs quantization, while a counter gives the coarse MSBs time-stamping.

When this signal is HIGH (logical “1”), the second input of
the first and third taps propagates. The first input of the other
taps is unknown (“X”) and does not affect the TDL behavior
since they always propagate the second input (selecting input
set to “1”). In this way, the code “101” moves through the
carry chain, whose outputs are then sampled to extract the fine
position of the propagating waveform, while a digital counter
gives the coarse time-stamping. Once the propagation delay
of each tap is known, the propagation time (tFine) is computed
and combined with the coarse counter value (tCoarse) to provide
the signal arrival time.

More specifically, tFine is subtracted from tCoarse, as the TDL
measures the time elapsed between the HIT input and the next
sampling clock pulse. In a START–STOP delay measurement,
the time interval between the two HIT inputs is computed as
the difference between the STOP arrival time and the START
one

t = (tcoarseSTOP − tfineSTOP) − (tcoarseSTART − tfineSTART).

In our design, the TDLs are implemented by chaining
several arithmetic carry propagation primitives (CARRY4)
available in the Artix 7 slices, though the maximum achievable
delay is limited by routing restrictions given the limited
area of each clock region. Indeed, a TDL crossing clock
region boundaries could compromise linearity, due to sudden
variations in clock routing. To avoid trespassing clock regions,
we have implemented chains with a maximum of 200 taps, and
a 400-MHz sampling clock (2.5-ns period) has been chosen
experimentally verifying that the delay line is sufficiently
longer than 2.5 ns. This limits the FSR of the TDC; hence,
the free-running 16-bit coarse counter has been added.

The actual length of the TDLs and the individual tap delays
are not known a priori. Moreover, they can vary with process,
voltage, and temperature (PVT) variations and from device to
device, and they have no fixed relationship to the sampling
clock. For this reason, each tap is calibrated through a code
density test: a random HIT signal is fed to each channel and
a histogram of the resulting TDL codes is collected.

Each tap has a width Tbini = Tclock × (Nbini /Nsample), where
Tclock is the sampling period of the delay line, Nbini is the
number of events within bin i , and Nsample is the total number
of samples. As shown in Fig. 3, taps’ widths are not constant
across the delay line. Since the delay time corresponding to
each bin is the cumulative sum of all preceding tap widths
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Fig. 3. Tap widths of a representative section of a single TDL before bin
merging and calibration.

Fig. 4. Cumulative sum of the TDL tap widths.

Fig. 5. Rebinning of the histogram in order to improve the DNL.

from Fig. 3, it is possible to compute the cumulative sum,
as shown in Fig. 4. The final differential nonlinearity (DNL)
can be improved by requantizing the bins, with a wider
uniform step (bin merging) [17]. This technique consists
in merging adjacent smaller bins into larger ones, in order
to obtain a more uniform bin size. In this way, the TDC
linearity increases at the expense of resolution and single-shot
precision [18], [19]. Fig. 5 shows the results: for example, bins
from 1 to 7 are merged in a single 52-ps bin.

To this purpose, we implement a LabVIEW subVI that,
every 38 000 acquired samples, computes the cumulative sum
of the arrival time histogram, executes bin-merging, and cre-
ates a conversion table for the next arrival events. However, the
DNL improvement attainable through bin-merging is limited

to the width of the extrawide bins (e.g., 37 ps in Fig. 3).
One solution to overcome this issue could be to manually
change the position of TDLs within the FPGA, trying to avoid
extrawide bins. However, this impacts repeatability, since each
TDC should be tested and manually moved in a proper position
within the FPGA. Another solution could be to repeat the delay
measurement many times, until the HIT input does not fall in
an extrawide bin, but this is not possible in all applications.

Instead, the most common solution exploits the wave union
method [13], whose different implementations are divided into
two subgroups. In wave union type A, a group of signal edges
propagates through the TDL each time the HIT input is set, and
their position along the chain is sampled just once. In wave
union type B, the HIT input starts a ring oscillator, whose
output is fed into the TDL, which in turn is sampled for
several consecutive clock cycles. The major cons of type B are
longer dead time, more complicated decoding network, extra
time jitter sources, and calibration complexity. Thus, we have
chosen type A as starting point for our implementation.

In the scheme proposed by Wu [20], each HIT input
generates a packet of two rising edges and one falling edge
propagating through the TDL. This method aims at splitting
ultrawide bins; however, also small bins get split, with the
extra benefit of having more data granularity for requanti-
zation, hence an improved DNL. Theoretically, an increased
number of edges (falling, rising, or both) allow further bin
splitting. However, increasing the number of edges in the
packet generates decoding challenges, as code bubbles (better
described later) make it difficult to reconstruct the position
of two edges that are too close together. In a limit case,
if two consecutive edges reach each other, they will disappear.
It should also be noted that all edges must be still in the chain
when the sample is taken. For the above reasons, edges cannot
be placed too close, but the edge packet cannot be too long
either. A longer packet will result in a shorter effective TDL
length before parts of the packet start dropping out of the end
of the chain; and, as already seen, the chain length within the
same FPGA clock region is limited. Given all these limitations,
instead of increasing the number of edges, we opted to have
only two edges propagating in a TDL and to use four delay
lines in each channel. A pulse is fed to all four chains each
time HIT is set, and all four chains are sampled at the same
time.

Fig. 6 shows the implementation of the 20 channels, each
one made up of four TDLs with 50 CARRY4 blocks (total
of 200 taps). The origin coordinates of each channel must
be manually specified to ensure that each channel starts at
the boundary of a clock region, and custom scripts lock
the placement of CARRY4s and sampling flip-flops (FFs)
around each channel’s origin, as shown by the orange shaded
elements, giving a repeatable TDL placement for each channel.

The main issue in using parallel chains instead of a longer
TDL capable of accommodating more edges is that not all
chains start at the same precise time: e.g., sampling may hap-
pen when chain A has already started propagating, but chain B
is still idle. To mitigate this issue, the HIT input is sampled by
a D FF with clock enable and asynchronous clear (FDCE) and
then distributed to all TDLs using a horizontal clock region
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Fig. 6. Implementation of one TDL (left) and of the 20 position-locked
TDLs (right). Each orange square is a slice containing a CARRY4.

buffer (BUFH), which can drastically reduce the skew between
signals. Moreover, our implementation employs a validator
that signals if the HIT input is propagating in all the four
parallel chains. If an HIT input starts propagating close to
the successive clock pulse, the validator will give the valid
flag in the next clock cycle pulse and not in the current
one. Thus, the tapped delay must last more than the clock
period.

A decoding network is then used at the output of the four
TDLs to locate the positions (i.e., the tap numbers) of the
“1-0” and “0-1” changes along the TDL since the location of
these “edges” is proportional to the amount of time between
the HIT input itself and the TDL being sampled.

Ideally, with the edge packet used in our implementa-
tion, the code recorded at the TDL outputs would look
like …111100…0001111…(where an edge propagates from
left to right). However, in actual implementation, “bubbles” in
the TDL outputs, such as those underlined in the followings,
are frequently observed:

…11111101010000000001000111111…
…11111101000000000001011111111…
…11111100100000000001111111111…
…11111100000000000001101111111…
Possible reasons for these bubbles are nonuniformities in the

routing delays from CARRY4 outputs to the corresponding
sampling FFs or possibly hidden optimizations of the carry
network compared to the simple datasheet functional diagram.

In our Artix-7 implementation, we observed that the bubble
patterns differ in case of either falling or rising edges and,
in some channels, they are nonstatic, thus impairing the
feasibility of simply reordering the TDL taps.

The decoder presented in this work solves the bubble issue
without discarding information and without relying on any
bubble suppression or mitigation strategy at design time. First,
a boundary between “rising edge bubbles” and “falling edge
bubbles” is established by locating a sufficiently long string
of uninterrupted zeros in the TDL. The decoder then counts
the number of ones present between the first TDL tap up
to this boundary position, so to dynamically rearrange the
position of 1s and 0s in the sequence, thus generating a clean
thermometric code with the position of the first edge. Lastly,
the decoder counts the overall number of 0s in the TDL,

Fig. 7. Block diagram of a single TDC channel with four TDLs in parallel,
a coarse counter, and the sampling logic.

corresponding to the distance between the two edges (again,
after dynamically rearranging the sequence to obtain a bubble-
free code). The position of the second edge is simply obtained
by summing the number of 0s (distance) with the previously
described first edge position.

A block diagram of the time-stamping channel is shown
in Fig. 7. Most of the decoding logic is shared between all
TDLs. This was done as a resource saving measure, but it
represents the primary tradeoff with maximum event rate: the
decode must process the four TDLs sequentially, and it also
operates at a slower 100-MHz processing clock rate due to its
relative size and complexity.

The TDL outputs are first sampled by a cascade of two
D-type FFs (2DFF) to reduce metastability events at the inputs
of the downstream circuitry. This is performed at every cycle
of the sampling clock, irrespective of the HIT input.

Concurrently, the validator examines the 2DFF outputs to
check whether the edge packet has moved from its starting
position, which implies an HIT input. If such an HIT input is
found, the sampling process is stopped to store TDL data for
decoding.

The most resource-efficient way to store data would have
been to act on the clock enable signal of the 2DFFs them-
selves. However, this was not feasible at 400 MHz due to
the large number of elements and physical distance among
them and ultimately required the insertion of an additional
storage latch for each TDL. The first step of processing
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Fig. 8. Block diagram of the pipelined gated adder tree where the control
signals are highlighted in red.

(the “preadders”) was then merged into each channel’s storage
latch, both to reduce the number of FFs required and to make
use of their related lookup tables (LUTs). Each preadder acts
on groups of five consecutive TDL taps and generates a 3-bit
sum of the inputs and a flag that indicates whether there is at
least a zero among the inputs.

The group size of five was chosen as it efficiently uses
the Xilinx 7-series slice structure, in which each LUT can
generate two functions of five inputs and is associated with
two matching FFs.

Following the preadders and storage stage, data move to the
100-MHz processing clock domain. After the validator circuit
has identified a valid sampled event, a four-input multiplexer
is used to sequentially select the outputs from the four TDLs
in the channel at each cycle of the processing clock, so that
the pipelined thermometric decoder receives output codes of
the TDLs in four consecutive clock cycles. After data from all
four TDLs have been sent to the decoder, the validator circuit
is reset and the channel is ready for a new event.

The first decoding step is a subranging operation. The
“contains a zero” preadder flags are inspected, and only a
portion of the entire TDL is extracted, which contains the
rising and falling edges. Our implementation extracts a subset
of 14 from the overall 40 preadders needed to cover the full
TDL, significantly reducing the size of the following adders.
The selected portion of the TDL is then processed by two
pipelined adder trees. One is a simple binary adder tree that
computes the total number of “1s” within the selected portion:
this information is then used for calculating the total number
of “0s” (i.e., distance between rising and falling edges) as the
input width of the adder tree is known. The second tree is
a gated adder tree and is shown diagrammatically in Fig. 8.
The purpose of this circuit is to calculate the number of
“1s” present from the starting position (preadder 0) until the
previously mentioned “sufficiently long string of uninterrupted
zeros.”

In our characterization, the longest string between bubbly
bits was three positions long; for this reason, we chose to look
at preadder outputs and stop the summing when we reach

a preadder sum equal to zero (i.e., five consecutive zeros
in the TDL). This approach to optimizing decode results in
conflicting constraints on the distance of rising and falling
edges in the starting packet. The size of the subset extracted
by the subranging operation needs to be wide enough to
always capture the full rising and falling edges as well as their
bubbles; therefore, an edge packet with more spaced edges will
require a wider subrange and will have less benefit in terms
of resource reduction. Conversely, since the preadders operate
at a step of five taps, one must ensure that there are always
at least (5 × 2 − 1) consecutive zeros in the sampled data;
otherwise, there is the possibility of the zeros being distributed
in such a way that no preadder has a sum equal to zero and the
decode will fail. This requires an initial characterization step
to evaluate the “raw” TDL behavior in order to choose a safe
distance between the edges and subranging width. It should
also be noted that the first adder stage of this gated tree
is actually identical to a normal adder tree and is in fact
shared with the nongated tree. Moreover, the greater than zero
comparison and AND gates used in the first stage are simple
functions of six inputs and can be implemented with a single
LUT6 for each pair of preadders.

At the output of the adder trees, the position of the various
edges is easily reconstructed: the second (falling) edge in the
TDL is given by the position of the first (rising) edge plus
distance (number of zeros); the position of the first edge is
the result of the gated adder tree plus number of taps skipped
by the subranging operation, which is in general different for
each TDL being decoded. Lastly, the value of the virtual tap
for the channel is simply calculated as the sum of the eight
edges across the four TDLs.

The calibration is executed by a LabVIEW software on
the cumulative result from the four TDLs, giving better
overall calibration compared to individually calibrating the
eight edges’ positions and then averaging. Finally, the time
information from both the counter and the TDL is packed
together. Concurrently to acquisitions, the LabVIEW software
takes advantage of the measurements to calibrate the virtual
TDLs. This is possible since external events are uncorrelated
to the internal sampling clock, so they can be assumed to be
uniformly distributed over the sampling clock period. Each fast
calibration is performed on 38 000 samples: longer calibrations
provide more accurate results but require either higher event
rates or longer intervals between calibrations.

III. TDC CHARACTERIZATION

The 20-channel TDC has been evaluated employing a
custom board (Fig. 9) connected to an off-the-shelf XEM7310-
A200 board by Opal Kelly, which hosts a Xilinx Artix-7
A200T FPGA speed grade 1. The custom board hosts a low-
jitter crystal oscillator (Si570 by Silicon Lab) that generates
a 300-MHz clock with 2-ps rms period jitter. This signal is
fed to a phase-locked loop (PLL) inside the FPGA to obtain
the TDLs 400-MHz clock. Measurements are uploaded to
a remote computer through a USB link. The signal sources
feed 20 MCX connectors and comparators, with adjustable
thresholds (0–2.5-V range), with 0–5-V dynamics and mini-
mum 10-ns pulsewidth before reaching the FPGA.
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Fig. 9. Custom PCB (size 100 mm × 100 mm) with connectors for driving
the 19 START channels (red pins), the STOP one (blue pin), plus six more
channels for debugging purposes (yellow pins), and an output trigger (green
pin) for synchronizing the system with external circuitries (e.g., a pulsed
laser).

Fig. 10. Acquisitions the 19 channels, showing 40-ps FWHM precision.

We tested the single-shot precision by feeding a fixed
START–STOP delay, as shown in Fig. 10. Since the sources
have a jitter lower than 10 ps and the input buffers have a jitter
of around 1 ps, the most significant contribution to the time
jitter comes from the FPGA resulting in a 40-ps full-width
at half-maximum (FWHM). The preadders and decoders are
all pipelined and the resulting dead time is shorter than 60 ns.
Even operating with a USB 3.0 link, the maximum throughput
is limited by data transmission since a shortage of FPGA
resources does not allow us to optimize the communication
with the computer. This limits the throughput to 56 MB/s,
with a maximum conversion rate of 700 kHz per channel.

We performed a code density test to assess TDCs nonlin-
earity [21] after calibration. To provide an equal probability of
the HIT input in any position of the clock period, the random
START events were generated by a SPAD module, providing
a digital pulse for every detected photon originated by a
constant light source, while the STOP was generated by
the PLL inside the FPGA, in spread spectrum mode, fed
by a fixed frequency clock. Fig. 11 shows the distributions
of 2 × 109 time interval measurements: the computed DNL
and integral nonlinearity (INL) are 1.04 ps (rms) and 58 ps
(peak-to-peak value), respectively, equal to 0.1 and 5.8 LSB.
Being the entire architecture open loop, the chains’ time
delays vary with temperature and power supply. However,
the proposed TDC shows good stability performance, as TDL
calibration is constantly performed in the background using

Fig. 11. Code density test histogram (top-left), bin width in picoseconds
(top-right), percent DNL (bottom-left), and INL (bottom-right) of one repre-
sentative channel of the TDC; the LSB is 10 ps.

Fig. 12. 24-h stability of channel 0 (2000 cps).

Fig. 13. Block representation of the setup employed to validate the proposed
multi-channel TDC in a TCSPC application.

the live measurement data. The calibration is updated every
40 000 events to compensate for slow drifts. Fig. 12 shows a
stability measurement carried out feeding two signals with a
constant time delay to two timestamp units and computing the
time difference between the two. The data have been acquired
for 24 h with 2000 events per second and show how the
calibration compensates for temperature and supplies drifts
ensuring a constant FWHM of 30 ps.

IV. EXPERIMENTAL VALIDATION

In a typical time-correlated single photon counting (TCSPC)
setup, employing many detectors (e.g., SPADs) and one com-
mon reference source (e.g., the laser excitation trigger), the
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TABLE I

COMPARISON OF THE MAIN PERFORMANCE PARAMETERS AMONG MULTI-CHANNEL FPGA-BASED TDCS PRESENTED IN LITERATURE

Fig. 14. Histograms with the time-of-flights recorded by a 5 × 5 SPAD
array with a 45-ps FWHM pulsed laser. Note that peaks are shifted in time
by software, just to ease readability. Each peak has an 80-ps FWHM.

multi-channel TDC can sample 19 different START (detectors)
signals and one global STOP (sync laser) reference. That
way, the TDC measures the 19 time intervals between each
START pulse and the global STOP. We validated the 20 chan-
nel TDC in a real application, together with a SPAD array
with 5 × 5 pixels, which provides 25 independent low-jitter
digital pulses signaling the detection of a photon by the
corresponding pixel; 19 of these outputs have been fed to
the TDCs while the delayed laser sync was used as STOP.

The experimental setup is schematically represented in Fig. 13.
The system provides the time-of-flight of photons detected by
19 pixels, which can be accumulated into independent TCSPC
histograms for applications like light detection and ranging
(LiDAR) [3].

Fig. 14 shows the measurements when the SPAD array
is illuminated by a 45-ps FWHM pulsed laser. Note that
peaks are shifted in time by software to ease readability.
All channels show the expected behavior with an FWHM
of 80 ps that reflects the jitter contributions of the laser
(45-ps FWHM), the SPADs (60-ps FWHM), and TDCs
(40-ps FWHM).

V. CONCLUSION

We have presented a low-cost FPGA implementation of
a 19 channel TDC for multiple-sources time-of-flight and time-
correlated photon counting applications.

The TDC is composed of 20 independent timestamp units
that have been employed as 19 START input channels plus
one global STOP reference. The TDC architecture is derived
from a carry chain delay line model whose DNL and INL
have been improved by exploiting multiple parallel carry
chains (four per channel) and recording the position of both
rising and falling edges (wave union A method discussed in
Section II). This technique effectively subdivides ultrawide
bins so to improve measurements precision, both in terms of
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maximum bin width and resolution. Combined with a contin-
uous code density calibration and bin merging, this improves
TDC linearity, reaching a DNL and INL, respectively,
of 1.04 and 58 ps peak-to-peak, equal to 0.104 and 5.8 LSB.
The obtained LSB is equal to 10 ps with a single-shot precision
of 40-ps FWHM.

Table I provides a comparison among multi-channel
FPGA-based TDCs presented in the literature. The architecture
presented in this article features high resolution and low non-
linearity while keeping the resource usage contained. Note that
some implementations do not actually employ the maximum
number of channels for system testing and characterization.
Moreover, it is important to highlight that the performance of
FPGA-based TDCs strongly depends on the FPGA fabrication
technology and the number of channels on the FPGA available
hardware resources. Thus, the achieved performance should
be compared with other low-cost implementations, such as
the one presented in [25], which reaches lower resolution and
precision and a higher DNL.

The lower conversion rate of our architecture is due to a
limit in the data transfer set by the software interface. Indeed,
the developed software is still a preliminary version being the
aim of this work the validation of our multi-channel design and
the novel decoder. We estimate that, by software optimization,
17 MSample/s per channel can be reached.

Considering that the current research trend is toward an
increased number of TDCs per measurement system [26],
we believe that the presented decoding scheme, through
subranging, can reduce the hardware resources required by
multi-channel architectures. Indeed, encoding generally con-
sumes significant resources reducing the space for TDLs
implementation.

The presented design achieves excellent delay uniformity
and stability, ensuring the consistency of delay and the cor-
rectness of timing among all channels. The conversion range
depends on a coarse clock counter that has been implemented
using a 16-bit counter reaching an FSR of about 164 µs. This
value can be easily modified by increasing the bit depth of
the coarse counters, with a minor impact on FPGA’s resources
usage.

The design has been exploited together with a 5 × 5 SPAD
matrix in a TCSPC setup. The necessary calibration and digital
postprocessing functions are integrated into the software to
provide a plug-and-play device. However, we aim to move
the calibration directly into the FPGA since this will allow
further processing (e.g., computing the arrival time histograms)
before data transmission, drastically decreasing the amount of
data transferred to the computer and increasing the conversion
rate.
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