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Modeling Surface Roughness-Related Uncertainties
of Leaky Lamb Wave Clamp-On
Ultrasonic Flowmeters

Xiaotang Gu

Abstract—Transit time clamp-on ultrasonic flowmeters
(UFMs) are widely used in industry due to their ease of
installation. However, these ultrasonic clamp-on flowmeters are
also known to be less accurate than ultrasonic inline flowmeters
because of the uncertainties induced by the installation process.
Amongst the installation-related parameters that influence the
measurement uncertainties, internal pipe wall roughness is one of
the most significant but uncontrollable parameters. The effect of
roughness on accuracy can be reduced by operating the flowmeter
at a longer wavelength. This article investigates the effect of
roughness on a clamp-on UFM using low-frequency (200 kHz)
leaky Lamb waves. This results in operation at roughly five
times lower frequency compared with conventional clamp-on
UFMs. The ultrasonic signals of this leaky Lamb wave UFM
were simulated using the 2-D finite-element (FE) analysis. Using
the simulated signals, the roughness effects on the uncertainties
were quantified. The simulation results show that the uncertainty
related to pipe wall roughness of leaky Lamb wave UFMs is
approximately half that of conventional UFMs for corroded pipe
walls with rms value larger than 0.1 mm (0.2, 0.35, and 0.5 mm).
Demonstration experiments were also carried out to detect
leaky Lamb wave using an electromagnetic acoustic transducer
(EMAT). The experiment shows that the simulation correctly
captures all the physics of the wave propagation and that we,
therefore, can trust the simulation results with incorporated
roughness.

Index Terms— Clamp-on flowmeter, leaky lamb wave, rough-
ness, transit time, ultrasonic, uncertainties.

I. INTRODUCTION

RANSIT time clamp-on ultrasonic flowmeters (UFMs)

are widely used in many industries because they are non-
invasive and easier to install compared with inline UFMs [1].
The installation of these clamp-on flowmeters only requires
transducers to be mounted onto the outside of the pipe wall to
transmit and receive an ultrasound, whereas inline flowmeters
require cutting of the pipe and insertion of a spool piece.
Fig. 1(a) shows a conventional clamp-on UFM. The bulk
ultrasonic waves are transmitted from a transducer on one side
of the pipe to another transducer on the other side of the pipe.
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Fig. 1. Schematic of the cross-sectional view of a pipe filled with water.
(a) Principle of conventional wedge type clamp-on UFMs. The ultrasonic
waves transmit through the wedge, and water enters the pipe at an angle a
(b) Leaky Lamb wave clamp-on UFMs. Lamb waves are generated along the
pipe using interdigital transducers, and the Lamb wave continuously leaks
energy into water at an angle.

The longitudinal waves from the transducer travel through
a wedge into the pipe wall where they mode-convert to shear
waves at the internal pipe wall surface. The shear waves then
convert back to longitudinal waves in the fluid that is contained
inside the pipe. These longitudinal waves traverse the pipe and
travel to the receiving transducer via mode conversion to shear
waves in the pipe wall and longitudinal waves in the receiving
wedge.

Due to the existence of the flow, the signals that are sent
downstream are accelerated, and the signals that are sent
upstream are decelerated. The flow velocity is then measured
by calculating the difference between the arrival time of the
downstream and upstream ultrasonic signals.

The main drawbacks of these conventional clamp-on UFMs
are the uncertainties induced by the installation process [2].
Amongst the installation-related parameters (pipe, wedge, and
fluid properties) that influence the measurement uncertainties,
internal pipe wall roughness is one of the most significant but
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uncontrollable parameters [3]. The wave scattering due to the
rough surface causes phase modulation and reduction in the
amplitude of the signal and, therefore, reduces the accuracy
of the measurements [4], [5]. Gu and Cegla [6] has discussed
and quantified the effect of roughness due to wave scattering
(nonflow profile-related effect). It shows that there could be as
much as 2% accuracy error induced for a moderately corroded
pipe (a typical moderately corroded pipe has an rms height of
0.2 mm [7]). This is, therefore, a substantial proportion of
the overall uncertainty of the clamp-on UFM measurements,
which is stated to be 1%-5% by most manufacturers. This
overall uncertainty is a combination of all the sources of
uncertainties, such as pipe thickness and wedge angles. In this
article, the uncertainties due to other sources are assumed to
be zero, and we only focus on the nonflow profile-related
scattering of ultrasound at the internal pipe wall roughness.

One potential solution to reduce the effect of this uncon-
trollable parameter on accuracy is to operate the flowmeter
at a longer wavelength using lower frequency. This is shown
in several publications. For example, Benstock er al. [8] show
that the ultrasonic thickness measurement error is proportional
to the frequency.

As shown in Fig. 1(b), the method that is being investigated
in this article is the use of the leaky Lamb waves at 200 kHz
instead of the conventional clamp-on UFM at 1 MHz. This
method generates low-frequency leaky Lamb waves (200 kHz)
that continuously leak energy (in the form of longitudinal
waves) into the fluid at an angle to the flow.

As shown in Fig. 1(b), if the leaky Lamb wave is generated
on the top surface, the longitudinal waves in water are sent
downstream and accelerated by the flow, while if the leaky
Lamb wave is generated on the bottom surface, the longitu-
dinal waves are sent upstream and decelerated by the flow.
As a result, the arrival time of the received Lamb wave on
the other side of the pipe is also accelerated and delayed,
respectively. Calculating the difference between the arrival
times of the received Lamb wave, the flow velocity can be
measured. Fig. 1(b) shows the cross-sectional view of the pipe
and water. In real life, the Lamb waves are generated around
the whole circumference of the pipe, and the longitudinal wave
propagation shown in Fig. 1(b) is axis-symmetric about the
central axis of the pipe.

The idea of using Lamb waves in flowmetering is well-
known. Publications dating back to 1985 [9], [10] report
a thorough theoretical study of the principle. Furthermore,
commercial applications are available in the form of thin-wall
liquid flowmeters [11], [12]. However, there is no informa-
tion readily available that quantifies the effect of pipe wall
roughness on the uncertainties of this type of flowmeter.

This article aims to simulate this leaky Lamb wave method
and to quantify the effect of roughness on the measurement
accuracy of this method. The results are then compared
with those that were previously presented for conventional
clamp-on UFMs. First, Section II explains the selection of
guided wave mode and the method to excite this required
Lamb wave. Section III illustrates the simulation method to
simulate a leaky Lamb wave UFM. Then, the effect of surface
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roughness is quantified and compared with that of conventional
UFMs (see Section 1V).

II. LEAKY LAMB WAVE PRINCIPLE

A. Lamb Wave and Dispersion Curve

Conventional UFMs use bulk waves to analyze the wave
propagation (frequency is approximately 1 MHz) within the
pipe wall [10], [13]. However, for the leaky Lamb wave
UFM, which uses lower frequency (200 kHz) and a longer
wavelength, the wavelength is at least twice longer than the
pipe wall thickness; therefore, it is better to think of the waves
as guided waves. The guided waves are “guided” along one
or multiple boundaries between different interfaces. There are
usually multiple guided wave modes that can propagate along
the structure, and they all travel at different phase velocities,
so it is important to recognize and select the modes that are
best suited for flow measurements.

The basic principles and analysis of guided waves are
well-known [13], [14]. In this article, we only consider the
cross section of the pipe. The unwrapping of a pipe into a
plate and simplified modeling that results is commonly used
to understand guided wave propagation in pipes.

In this article, Disperse [15], a software tool was used
to analyze the guided wave modes that may exist in plates
and plates immersed in water. Based on the geometry that is
modeled, the software assembles a global matrix that contains
expressions for partial waves that travel in each layer of a
multilayer stack and their respective boundary conditions [16].
The eigenvalues and eigenvectors are then found and related
to the wavenumber and mode shape of the modes that can
travel along the system.

The software represents the waves in each layer by partial
longitudinal and shear waves that leave and enter every layer
boundary. Then, the boundary conditions need to be satisfied
(continuity for stress and displacement at the boundary) for
all boundaries. This will result in four simultaneous equations
for this 2-D model (two stress equations and two displacement
equations). Assembling these four equations will result in the
establishment of a global matrix [16]. Solving for eigenvalues
and eigenvectors of this matrix, the wavenumber and mode
shape of the modes at different frequencies can be found,
respectively.

Consider a simple steel plate, as shown in Fig. 2(a), as an
example system. Fig. 2(b) shows the dispersion curve out
of Disperse that presents the solutions of f — k on the
same plot (where f is frequency, k is the wavenumber, and
d =5.74 mm, i.e., the thickness of the modeled plate is the
same as that of a DN90 Schedule 40-s pipe).

4 is the wavelength and cp is the phase velocity. It can be
seen from Fig. 2(b) that at 200 kHz, two modes exist, A0
and SO, and they are differentiated by different wavenumbers
and phase velocity. The mode shapes of these two modes are
shown in Fig. 2(c) and (d). The Al mode (antisymmetrical
mode that is one order higher than the A0 mode) starts to
appear in the dispersion curve above approximately 300 kHz.



GU AND CEGLA: MODELING SURFACE ROUGHNESS-RELATED UNCERTAINTIES OF LEAKY LAMB WAVE CLAMP-ON UFMs

z Top surface stress free

X - d

Guided wave

Steel

Bottom surface stress free
(@
0.2/—pa0

---80
AT

o
N
(9]

k=0.082 /mm

A=12 mm

cpR2aOms N =0.037 /mm
A=27 mm

cp=5380 m/s ..

wavenumber k(1/mm)
o

0.05 ST
0l /
0 0.1 0.2 0.3 0.4 0.5
Frequency(MHz)

(b)

==
il

(©

Fig. 2. (a) Cross-sectional view of a 2-D steel plate in a vacuum, the thickness
of the steel plate d = 5.74 mm. (b) Dispersion curve for a steel plate in a
vacuum with a plate thickness of 5.74 mm between the frequencies of 0 and
0.5 MHz. The black points represent modes that exist at 200 kHz. (c) and
(d) [16] Mode shape of different modes extracted from Disperse software.
SO represents fundamental extensional mode, and AO represents fundamental
bending mode.

The current operating frequency is 200 kHz; therefore, the Al
mode will not be present and is not discussed further here.

To determine which mode is the more suitable mode to
be used in a leaky Lamb wave UFM, plate immersed in a
fluid (water, in this case) needs to be analyzed, as shown in
Fig. 3(a). The Dispersion curve is shown in Fig. 3(b).

It can be seen that in addition to AO and SO modes, the
quasi-Scholte mode also exists. However, the quasi-Scholte
mode is pinned to the interface [17], and its displacement
amplitude decays exponentially with distance from the plate
surface. It will not radiate energy far into the fluid of the pipe.
Therefore, the quasi-Scholte mode is not suitable to be used
in flowmetering.

Compared with SO, AO is more suitable to be used in
flowmetering for two reasons. First, A0 has much higher
attenuation along the steel-water interface (attenuation factor
for AQ is 88 dB/m, for quasi-Scholte mode 0.007 dB/m and for
S0 6.46 dB/m [15]) and, therefore, leaks much more energy
into the water. Second, A0O has lower phase velocity in a steel
pipe (2460 m/s, more than half the phase velocity of SO,
5380 m/s) and, therefore, can achieve a larger angle of
radiation () compared with the SO mode. This is based on
Snell’s law (1), where ¢, is the phase velocity of water and
¢ is the phase velocity of the wave mode propagating in the
plate. The lower the ¢, the larger the 6. In addition, using
the AO mode, the radiation angle will also be larger than the
conventional flowmeters whose radiation angle is limited by
the shear wave velocity (3260 m/s in steel) [18]
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Fig. 3. (a) Cross-sectional view of a 2-D steel plate immersed in water.
The thickness of the steel plate d = 5.74 mm, and the water sections are
both half-space. (b) Dispersion curve for a plate immersed in water with
a plate thickness of 5.74 mm between the frequencies of 0 and 0.5 MHz.
(c)—(e) [15] The mode shape of different modes extracted from Disperse
software. The quasi-Scholte mode is pinned to the interface, SO represents
fundamental extensional mode, AQ represents the fundamental bending mode,
and 6 represents the wave propagation angle in the water.

Larger radiation angle (larger 6) is beneficial for a flowmeter
because it results in a longer time difference between signals
that are sent upstream and downstream and, therefore, higher
sensitivity to the flow velocity. Hence, AO is the most suitable
mode to be used in flow measurements.

By operating the leaky Lamb wave at 200 kHz, the wave-
length of an ultrasonic longitudinal wave in water is 7.5 mm,
five times larger than the conventional UFM (wavelength of
an ultrasonic wave in water is 1.5 mm) at 1 MHz. The longer
wavelength is potentially beneficial to reduce the effect of
roughness on measurement uncertainties.

The choice of 200 kHz is based on the following four
factors. First, to reduce the roughness-related effects, the
frequency chosen should be lower than 1 MHz (used in
conventional UFM). Second, at the selected frequency, there
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Fig. 4. Dispersion curve for a steel plate immersed in water with a plate

thickness of 5.74 mm. Excitation area confined is shown in black, the center
frequency of the region is 200 kHz, and the center wavenumber is 0.082 /mm
(wavelength of 12 mm).

should be a good separation between AO and other modes so
that a pure A0 mode can be excited. Hence, by examining
the dispersion curve [see Fig. 3(b)], for frequencies higher
than 400 kHz, the separation between SO and AQ starts to
get closer, and Al starts to appear. For frequencies less
than 100 kHz, the nonleaky Quasi-Scholte mode will be
partially excited. Hence, the optimum frequency to operate
is between 100 and 400 kHz. Third, to maximize the velocity
sensitivity, a lower frequency needs to be chosen. The smaller
the frequency, the better the velocity sensitivity. Fourth, lower
frequency can result in higher uncertainty in the measurement
due to random noise. Considering all the above-mentioned
factors, 200 kHz is chosen so that good separation between
the modes and a balance between velocity sensitivity and the
uncertainty caused by random noise is achieved.

B. Excitation of Pure AO Mode

In practice, a mode that is as pure as possible should be
excited so that there are no spurious signals from other modes
that make the analysis more difficult. To excite a pure A0
mode at 200 kHz, both frequency and wavenumber (spatial
wavelength) of the required mode need to be matched [19].
Fig. 4 shows the dispersion curve. The shaded region indicates
the wavenumber (around 0.082 1/mm) and frequency region
(around 200 kHz) that the excitation needs to be confined
to so that a pure A0 mode is excited. The center frequency
and wavelength of this region are 200 kHz and 12 mm,
respectively.

To match both the frequency and spatial wavelength of the
A0 mode, both the time and spatial force variations of the
excitation need to be defined clearly.

To match the spatial wavelength of the A0 mode, the force
variation along the pipe is shown in Fig. 5. The wavelength
of the spatial force variation is 12 mm. As a result, the center
wavenumber of the excitation is 0.082 1/mm. The waveform
of a five-cycle Hanning windowed tone burst was chosen for
achieving the required spatial bandwidth.

The time signals of the excitation force (force variation
versus time) are shown in Fig. 6. It is required that the center
frequency of the FFT of the time signal should be equal
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Fig. 6. Time signal and FFT for the horizontal forces in Fig. 5 for one-,

five-, and ten-cycle Hanning windowed tone bursts centered at 200 kHz.

to 200 kHz. It can also be seen that the waveform of the
five-cycle Hanning windowed tone burst is sufficient to achieve
the required bandwidth of the excitation region.

III. SIMULATION METHOD
A. FE Simulation

Table I shows the parameters of the carbon steel pipe and
fluid (water) for the leaky Lamb wave UFM that was modeled.

To implement the finite-element (FE) simulation, the com-
mercial software, Abaqus/Explicit was used. The solver of this
software is based on the solutions of the equations of motion
for the body using an explicit central difference scheme [20].
The simulation was carried out 2-D, and the pipe is modeled
as a plate with the same thickness as the pipe wall thickness,
as previously illustrated in Section II. The setup of the FE
simulation is shown in Fig. 7. As can be seen, the sets of
nodes on the top surface are the transmitter, and the sets on the
bottom are the receiver. The concentrated forces are applied
on each node of the sets on the top surface as represented
by blue arrows. With this loading condition, the A0 mode
will be propagating in both directions horizontally along the
pipe. Since the problem is symmetric, the symmetry condition
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TABLE I

PARAMETERS OF THE REFERENCE CONDITION, STEEL
PIPE WITH WATER FLOW INSIDE THE PIPE

Standard 3|/2 NPS, SCH 40s

101.6
5.74

Outer diameter (mm)
Thickness (mm)

Material Carbon steel
Young’s modulus (GPa) 217
Material Density (kg/m3) 7932
Temperature (°C) 20
Density (kg/m?) 998.2
Bulk modulus (GPa) 2.17

Average flow velocity(m/s) 2
Reynold’s Number 1.8x10°

25.5 mm (5 node sets)
—
= ay ¢

Concentrated force (5 cycles, 200kHz hanning
«—— windowed toneburst) applied on the nodes

T AORdE 1

Py .

°

5]
o
B

LSRRI

Receiver node sets

Fig. 7. FE model setup in Abaqus, showing the stress wave in the steel
pipe and the pressure wave in the water, 46 us after the transducer emits the
signal. The propagation angle in water is calculated using Snell’s law. Legend
bar shows the arbitrary color scale of both the magnitude of the displacement
(U) in the steel pipe and the acoustic pressure (POR) in water.

TABLE I
ELEMENT AND MESH CHOICE FOR FE SIMULATION

Layer Steel pipe Water
Element type CPE4R AC2D4R
Mesh size (mm) 0.1 0.25
Minimum 12.25 7.4
wavelength (mm)
No. elements per 122.5 29.6
wavelength

is applied to reduce the required computational resources to
solve the problem.

Table II shows the element and mesh choices used to carry
out the simulation. The selection was based on the recom-
mendation by [21] that 15 elements per wavelength should
result in accurate modeling. Solid and acoustic elements are
used to model the pipe wall and water, respectively. CPE4R
is a four-node bilinear plane strain quadrilateral element,
and AC2D4R is a four-node linear 2-D acoustic quadrilateral
element.

Fig. 8 shows the signal received for all sets of nodes at the
receiver. The signals of each of these sets are calculated by
adding up the amplitude time history of the nodes that belong
to that set. The signals of every second set of nodes were
inverted so that the combined signals are constructively added
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Fig. 8. Simulated signal obtained for each of the ten sets of nodes and
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Fig. 9.  Steel-water interface model in Abaqus to compare the signals
extracted over 100-mm travel length with that of the theoretical obtained
signals in Disperse.

up (otherwise, the signals cancel out). Then, the combined
signal is the summation of all these ten sets of nodes.

B. Simulation Validation

It is important to verify whether the A0 mode generated
in the Abaqus simulation matches those in theoretical calcu-
lation. To verify this, a simple FE model that only contains
pipe—water interface (see Fig. 9) is built in Abaqus, and the
signals obtained from this FE simulation were compared with
that of the theoretically obtained values from Disperse [15].

As shown in Fig. 9, the A0 mode is excited by matching the
mode shape (u displacement along the pipe thickness). It was
assumed that AO fully develops itself after traveling 50 mm
from the source. Then, after AQ has been fully developed itself,
signals over 100-mm propagation length are extracted.

Fig. 10 shows the signals extracted from one of these nodes
over 100-mm propagation distance after the A0 has been fully
developed (after having traveled 50 mm from the source).
It can be seen that it is a close match between the simulated
signal and theoretical signals.

The maximum amplitude of the signals of the nodes over
this 100-mm propagation distance was then extracted and
compared with the theoretical maximum amplitude. As shown
in Fig. 11, the change in amplitude over 100 mm is a close
match between the simulated signal and theoretical signal. The
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Fig. 11. Amplitude of the signal (both simulated and theoretical) as a function
of the propagation distance over propagation distance 100 mm, the starting
point of the propagation is after AO has fully developed itself, 50 mm from
the source.

change is slightly smaller for Abaqus, and this may due to the
mismatch of the material properties.

C. Flow Simulation

Sections III-A and III-B have explained how to simulate a
static leaky Lamb wave UFM. The next step is to add flow
simulation to the model. A number of simulation methods have
been published to simulate the flow in an UFM [22]-[24].
These methods require large computational resources and time
(it might take days to do one simulation). Furthermore, these
flow simulation methods focus only on illustrating the effect
of the flow on the received signal, whereas this article aims
to carry out a parametric study on the effect of the pipe
internal roughness on the measurement accuracy of the flow
measurements. Hence, in this article, carrying out a detailed
CFD modeling on the flow would not be the reasonable choice
considering the time and resources it might take. In this case,
a quicker and more suitable method without modeling the
fluid flow was used. The method is based on considering the
overall effect that the flow has on the signal as explained in
the following.

As the leaky Lamb wave continuously leaks energy into
water, this can be considered as a number of transmitters
sending wave packets at the same angle along the pipe.
As shown in Fig. 12, the black dotted line represents the
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later at different position
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Fig. 12. Effect of the flow on ultrasonic wave propagation in a leaky Lamb
wave UFM. The leaky Lamb wave continuously leaks energy to the water.

For the first approximation, the phase angle remains the same, while the angle
at which the wave packet traverses the pipe changes with the flow.

Transmitter

Pipe
Water|

AN

i Downstream

i
0.4 mm: Receiver
approximately 2 m/s
flow
Fig. 13. Movement of the lower part of the model to simulate the flow and

shifting the location at which the wave packet arrives on the other side of the
pipe.

ultrasonic signal with the existence of flow, while the gray line
represents the ultrasonic signal without the flow. It can be seen
that the only difference is that with the flow, the angle at which
the wave packet traverses the pipe cross-sectional changes. The
phase angle of the ultrasonic wave does not change. What this
means is that all the wave packets in water will arrive at the
other side of the pipe later at a different position (depending
on the flow velocity). This results in the transmitted AQ mode
also starting to propagate later in a different position. Hence,
this means that the ultrasonic signals with the flow can be
simulated by moving the lower half of the model to the right.
In this case, 0.4-mm movement is approximately equivalent to
2-m/s flow (see Fig. 13 for an illustration). The distance by
which the excitation of the transmitted A0 mode is delayed
can be described by (2). This method assumes that the phase
angle of the ultrasonic wave packets (that arrives from water to
the pipe) does not change with or without the existence of the
flow. Uniform flow profile is also assumed so that the nonflow
profile scattering effect of ultrasound from rough surface can
be investigated

L
x=V, 2)

Cw
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TABLE III
SIGNAL PROCESSING METHOD TO DETERMINE FLOW
VELOCITY FROM THE SIMULATED SIGNALS
Steps Procedure
1 The upstream and downstream signals are digitally filtered
using a Sth order Butterworth filter with cut-off frequency
160KHz and 240KHz.
2 The signal tail which is defined to start 5 cycles after the
maximum in signals is removed
3 The upstream and downstream signals are cross-correlated
with the sent signal
4 Linear interpolation is used between samples to find the
maximum of the cross-correlation function and the arrival
time difference (At).
5 Calculating the difference between the upstream and
downstream arrival time.
6 The flow velocity is calculated using the transit time equation
3.

where Vy is the flow velocity, [, is the length for ultrasonic
wave travel in water, and ¢, is the phase velocity of an
ultrasonic wave in water.

If the signal, as shown in Fig. 8, is extracted, the upstream
and downstream can be obtained. This is shown in Fig. 14.

D. Signal Processing Method to Determine Flow Velocity
From Simulated Signals

Table III shows the signal processing steps that were used
to calculate the flow velocity from the simulated upstream
and downstream signals. From the geometrical features and
the measured travel time difference (At), the flow velocity v ¢
can be calculated using the following equation:

d; At 3
vr= 2t,tgsin 6 cos @ )
where vy is the mean flow velocity, At is the difference of
the arrival time between f, (upstream arrival time) and 74
(downstream arrival time), d; is the internal diameter of the
pipe, and @ is the angle between the sound travel path in water
and the normal direction. v y can be determined by combining
the individual upstream and downstream travel times that are
shown in the following equations:
d; 4
fu = cos&(c,y — v fsind) @
di

tg = 5
d cosf(cy + vy sind) )
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Fig. 15. Standard deviation of the estimated velocity error as a function

of rms values and different correlation lengths. For each point plotted, ten
realizations were used to estimate the standard deviation that is shown on the
graph for both the leaky Lamb wave and conventional UFMs.

where 7, and t; are upstream and downstream arrival time,
¢y 1s the phase velocity in water, vf is the mean flow velocity,
and d; is the internal diameter of the pipe.

This processing method provides a reference method to
process the signals, therefore allowing the parametric study
to be performed unbiased.

IV. EFFECT OF SURFACE ROUGHNESS ON
MEASUREMENT ACCURACY

To define the surface roughness, two parameters were used.
The surface height defines the vertical extent of the roughness
profile, and the correlation length defines the horizontal extent
[25]. According to [7], the typical rms value for a new pipe is
approximately 0.05 mm. This value increases to 0.2 mm for
a moderately corroded pipe.

Simulation and experiments have been carried out on the
effect of roughness on the conventional clamp-on UFM [6].
In order to make an unbiased comparison with this previous
study, the same roughness profiles with the same combination
of roughness parameters were used in this article. The rms
values chosen are 0.05, 0.1, 0.15, 0.2, 0.35, and 0.5 mm, and
the correlation lengths chosen are 1, 3, and 5 mm.

Ten realizations of the roughness profile were produced for
each of the combinations of rms value and correlation length.
For each profile, the measurement errors were calculated by
carrying out simulation explained in Section III. Then, the
standard deviations of these ten measurement errors were
calculated. This is because even if the parameter combination
of the rough surface is the same, the profile that the ultrasound
transmits through is different. Hence, to quantify the effect of
roughness, the standard deviation of measurement errors of
these ten realizations is calculated.

As shown in Fig. 15, for pipe wall with rms values less
than 0.1 mm, the absolute standard deviations of error for
both UFMs are relatively small. There is a small improvement
for leaky Lamb wave UFM, but there is no clear separation
between the leaky Lamb wave UFMs and conventional UFMs.
However, for rms values larger than 0.1 mm, the effect of
roughness on measurement accuracy has been clearly reduced
for all combinations of roughness parameters when using the
leaky Lamb wave UFMs. The standard deviation of error was
reduced from approximately 4% to 2% for rms value 0.5 mm.
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Fig. 16.  Percentage improvement of STD of error as a function of rms
value and correlation length for leaky Lamb wave UFMs compared with
conventional UFMs.

Fig. 16 shows the percentage improvement of this standard
deviation of error at each rms value and correlation length.

It can be seen that using leaky Lamb wave UFMs, the
roughness-related uncertainties are reduced by approximately
50% compared with conventional UFMs for rms values larger
than 0.1 mm (0.2, 0.35, and 0.5 mm).

V. DEMONSTRATION EXPERIMENTS TO GENERATE AND
RECEIVE LEAKY LAMB WAVE

Experiments were carried out to verify that this leaky Lamb
wave method is suitable for flow measurements and that a pure
A0 mode can be generated. Section V-A illustrates the use of
an electromagnetic acoustic transducer (EMAT) to transmit
the A0 mode and the use of shear elements to receive the
ultrasonic signals. Section V-B shows the verification of the
presence of the excited A0 mode in a dry pipe using the
2-D fast Fourier transform (2-D FFT). Finally, Section V-C
illustrates the leaky AO signals received for pipe filled with
water.

A. EMAT Transmitter and Shear Receiver

To generate the AO mode in the pipe wall, as shown in
Fig. 5, EMATs were used so that the whole circumferential
surface of the pipe can be excited (strictly speaking, pipe
modes should be considered rather the AO modes existed in a
plate. However, as explained in Section II, for simplicity, the
discussion will continue as if the pipe is unrolled into a plate
and will refer to the flexural motion of the pipe wall as the
A0 mode. This is commonly used to understand the guided
wave propagation in pipes). Fig. 17(a) shows the operating
principle of EMAT. The distance between the electric wires
is half the spatial wavelength of the A0 mode. The electric
current through the electric wires is set to be a 200-kHz,
five-cycle Hanning windowed tone burst. The current produces
eddy currents on the surface of the pipe, which interacts with
the bias magnetic field to produce a force pattern on the surface
of the pipe due to the Lorentz force.

A schematic of the cross-sectional view of the EMAT on
the pipe wall is shown in Fig. 17(b). Electrical wires were
wound around the pipe. There are a total of ten magnets evenly
distributed around the circumference. The number of magnets
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Fig. 17. (a) Principle of EMAT and the generation of the Lorentz force on the
pipe wall to match the frequency and wavenumber of A0 mode. (b) Schematic
of the cross-sectional view of EMAT on the pipe wall.
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Fig. 18. Photograph of the setup in the laboratory. EMAT patches were used
to transmit AO mode, piezoelectric transducer containing five piezoelements
was used to receive the signal, and the transducer was placed approxi-
mately 150 mm away from the EMAT patches.

that need to be placed around the pipe to reduce the effect of
higher order modes is studied in [26] and [27]. More details of
the design of EMAT and the principle of generating ultrasonic
waves using EMAT can be found in [28].

Fig. 18 shows the transducer setup along the pipe. The
electrical wires used in EMAT are of 0.2-mm diameter, and
there are ten turns of wires in each patch. The magnets
(30 x 10 x 5 mm-thick N42 Neodymium Magnet, F30105-4,
first4magnets, U.K.) were contained within a 3-D printed
casing filled with epoxy. To receive the AO mode generated
by the EMAT, a shear transducer with five piezoelectric
elements were used. The piezoelements (NCE51 5 mm? x
1 mm thickness, Noliac, U.K.) were 6 mm (half the AO
wavelength) apart, and they were contained within a 3-D
printed casing. The magnets were installed to ensure close
contact between the elements and the pipe. Treacle was used
as a coupling material. The receiver transducer was placed
approximately 150 mm away from the EMAT patches. For
electrical setup, the Handyscope HS5 (Tiepie Ltd., Sneek,
The Netherlands) was used to transmit (200-kHz, five-cycle
tone burst, 12 V) and receive (14-bit ADC at the 50-MHz
sampling frequency) ultrasonic signals. The power amplifier
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Fig. 19.  Signals received using the piezoelectric transducer receiver. The

signals are the summation of the signals from all the five elements.
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WU

Fig. 20. Schematic to illustrate the setup along the length of the pipe. EMAT
patches were used to transmit AO mode, and shear piezoelectric transducers
were used to receive the signal. There is no water in the pipe. To verify the
mode, 2-D FFT was performed by moving the shear elements to 64 equally
spaced positions between the propagating distances of 300 and 428 mm away
from the EMAT patches.

(Yamaha Natural Sound Integrated Amplifier, A-S500, Japan)
amplifies the transmission input signal by 20 dB, and the
preamp amplifies the receiver output signal by 60 dB. The
signal received by shear elements (the sum of the signals from
five elements) is shown in Fig. 19.

B. AO Mode Validation in a Dry Pipe

To validate that the desired pure A0 mode was generated
by the EMAT patches, 2-D FFT was used. This method
transformed the received amplitude—time record (measured at
different locations along the pipe) to amplitude wavenumber
records at discrete frequencies [29], [30], where the individual
Lamb wave mode can be recognized. The schematic setup
along the length of the pipe is shown in Fig. 20.

The amplitude—time signals were recorded at 64 equally
spaced positions between propagating distance of 300 and
428 mm away from the EMAT patches. The reason for placing
the transducer at more than 300 mm away from the transmit-
ting EMAT is for the A0 mode to fully develop along the
pipe. In addition, the pipe was not filled with water to ensure
that the shear elements only receive AO mode traveling along
the pipe (no leaky AO as there is no water). Fig. 21 shows
the 2-D FFT results displaying the wavenumber-frequency
relationship of the signals. It can be seen that the amplitude
reaches a maximum at the wavenumber corresponding to A0
mode at 200 kHz. This amplitude is at least 20 dB more than
the rest of the mode so it can be concluded that a pure AO
mode was excited by the EMAT. It also shows good agreement
with the predicted region of excitation (see Fig. 4).

C. Leaky AO Validation

After verifying that, the A0 mode is transmitted along the
pipe. The next stage is to fill the pipe with water and examine
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Fig. 22.  Signals received for experimentally obtained signals using EMAT
as the transmitter and piezoelements on pipe to receive signals. The pipe was
sealed at both ends and filled with water. Simulated signals in Abaqus are
also shown. The simulation setup is the same as that in Fig. 7 except that
the same concentrated forces were also applied on the lower side of the pipe
wall.

the leaky Lamb wave. The setup was the same as that in Fig. 18
except that the pipe was sealed at both ends and was filled with
water.

Fig. 22 shows the signals received by the shear piezoele-
ments and the signals simulated in Abaqus. The simulation
setup is the same as that in Fig. 7 except that the same
concentrated forces were also applied on the lower side of
the pipe wall. It can be seen that the arrival time of the AO
and leaky AO matches with the simulation signal. However, the
SNR for this acquisition is not ideal. This can be improved
by better-constructed transducer system (printed circuit board
instead of manually winding wire, better alignment of the
transducer, amplifier with less noise, and more piezoelement
transducer to receive the signals around the circumference of
the pipe). In addition, there might also be coherent noise due
to 3-D guided wave modes that have not been modeled in 2-D
simulation.

VI. CONCLUSION

This article investigated the nonflow profile-related effect
of roughness on the measurement uncertainties of the leaky
Lamb wave-type UFMs. This leaky Lamb wave method uses
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longer wavelength and lower frequency (200 kHz, approxi-
mately five times lower than the conventional UFMs) than
the conventional UFMs. The ultrasonic signals were simulated
using Abaqus, and then, these simulated signals were used to
calculate the roughness (only pipe wall roughness with rms
value up to 0.5 mm has been modeled) related uncertainties.
It was found that the error of leaky Lamb wave UFM caused by
roughness is approximately half of that of conventional UFMs
for corroded pipes with rms values larger than 0.1 mm (0.2,
0.35, and 0.5 mm). Since for conventional UFMs, roughness
can be the most important contributor to the stated 1%—5%
measurement errors, the prospect of halving these errors by
using a lower frequency leaky Lamb wave UFMs is attractive.
Demonstration experiments were also carried out to verify
that the pure AO mode can be transmitted using an EMAT
transducer. The experiments also successfully detected the
leaky AO mode and demonstrated all the wave propagation
physics that is adequately captured in the simulation.
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