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Scalable Wi-Fi Client Self-Positioning Using
Cooperative FTM-Sensors
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Abstract— This paper presents a protocol that enables an
unlimited number of Wi-Fi users to position themselves within a
meter-level accuracy and navigate indoors using time-delay-based
Wi-Fi measurements. The proposed protocol, called collaborative
time of arrival, is broadcast-based and relies on cooperation
between the network sensors that support IEEE 802.11 fine-
timing measurements (FTMs) capabilities, which are enabled in
state-of-the-art Wi-Fi chipsets. The clients can estimate and track
their position by passively listening to timing measurements that
are exchanged between the FTM-sensors. The passive nature of
the clients’ operation enables them to maintain their privacy by
not exposing their presence to the network. This paper outlines
the principles of the protocol and the mathematical background
of the position estimation algorithms. Both theoretical analysis
of the expected positioning accuracy, as well as real-life system
performance examples, are provided. The protocol’s performance
analysis is based on a publicly available database of real network
measurements.

Index Terms— IEEE 802.11 standard, indoor navigation,
Kalman filters, maximum-likelihood estimation, multisensor sys-
tems, position measurement, time-difference-of-arrival (TDoA),
time measurement.

I. INTRODUCTION

RANGING based on time-delay measurements for wire-
less local area network (WLAN) 1 mobile devices has

evolved significantly during the past decade. The bandwidth
increases from 20 MHz up to 160 MHz, combined with
the multiple-input-multiple-output (MIMO) technology, has
ignited a rapid standardization effort of a fine-timing mea-
surement (FTM) protocol [1], [2]. This has facilitated the
development of accurate, time-delay-based Wi-Fi indoor posi-
tioning and navigation systems [5]–[14]. FTM is a point-to-
point (P2P) single-user protocol, which includes an exchange
of multiple message frames between an initiating Wi-Fi sta-
tion (ISTA) and a responding station (RSTA). The ISTA
(which is typically a mobile Wi-Fi client such as a mobile
phone) attempts to measure its range with respect to the
RSTA (e.g., Wi-Fi access point (AP) or a dedicated FTM

Manuscript received August 1, 2018; revised October 21, 2018; accepted
October 22, 2018. Date of publication December 17, 2018; date of current
version September 13, 2019. This work was supported by Intel Communi-
cation & Devices Group (iCDG), Intel Corporation. The Associate Editor
coordinating the review process was Jesús Ureña. (Corresponding author:
Ofer Bar-Shalom.)

The authors are with the Intel’s Location Core Division, Petah Tikva 49527,
Israel (e-mail: ofer.bar-shalom@intel.com).

Color versions of one or more of the figures in this article are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIM.2018.2880887
1Commonly referenced using the synonym “Wi-Fi,” which is the Wi-Fi

alliance owned trademark for WLAN technology.

Fig. 1. FTM protocol message flow example.

“responder”). Obtaining an accurate time-delay estimate in a
dense-multipath environment is challenging and requires an
accurate detection of the first signal path, which is asso-
ciated with the line of sight (LoS) between the two sta-
tions and estimation of its arrival time. This is implemented
using either superresolution methods [7], [8], or maximum-
likelihood methods [9], applied to the estimated channel
response. The channel response is estimated using train-
ing sequences of orthogonal frequency-division multiplexing
(OFDM) symbols with known subcarrier modulation included
in the exchanged messages [3]. A schematic description of the
message exchange of the FTM protocol is illustrated in Fig. 1.

The time of flight (ToF) between the two stations is calcu-
lated using the following equation:

ToF = (t4 − t1)− (t3 − t2)

2
(1)

where t1 denotes the time of departure (ToD) measured by
the RSTA, and t4 denotes the time of arrival (ToA), which
is estimated by the RSTA. The values of t1 and t4 are
reported back to the ISTA after the completion of the FTM
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measurement phase. The values of t1 and t4 are reported
at picosecond granularity using a 48-bit counter that wraps
around approximately every 281.5 s (= 248 ·10−12). The 48-bit
format was defined mainly to enable a unified timing measure-
ment report format for both “millimeter-wave” 802.11 systems
(e.g., 60 GHz) and Wi-Fi systems operating in the <7-GHz
band. Yet, the achievable timing accuracy for the latter type
is in the order of 1 ns (∼30 cm) [13]. The ISTA combines
the values of t1 and t4 along with its own estimated ToA (t2)
and measured ToD (t3) values, to obtain a range estimate with
respect to the RSTA.2

Being a P2P, single-user protocol, the FTM protocol is
limited in scenarios where a large number of users are request-
ing positioning services simultaneously. Given that obtaining
a single range measurement takes roughly 30-ms per client
station (cSTA) [16], each AP may only be able to service
approximately 30 cSTAs per second (while exhausting its
capacity, leaving it with no bandwidth to provide any data
services). Moreover, with more and more navigating users
attempting to execute FTM sessions, the likelihood of frame
collision increases. This decreases the likelihood of successful
range measurement, thereby reducing the number of cSTAs
that can be serviced. This is likely to happen in large stadiums
hosting rock concerts or major sports events, large airport
terminals, central public transportation terminals, and so on.
Providing an adequate level of positioning and data services
to a user capacity of such magnitude would require the
deployment of a network that consists of thousands of FTM
responders. The collaborative ToA (CToA) protocol is aimed
to provide a cost-effective solution for such use cases.

CToA is a geolocation protocol designed to provide posi-
tioning and navigation services to a large scale of users. This
can be achieved using a broadcast approach rather than a
P2P or a point to multipoint ranging approach. The proto-
col operates over an unmanaged network of unsynchronized
and independent units called “broadcasting stations” (bSTA),
which together form a high-precision geolocation network.
The bSTAs, deployed at known locations, are implemented
using either standard Wi-Fi APs capable of measuring accurate
ToA or network detached, responderlike units with FTM
capabilities. According to the protocol [16], the bSTA units
serve several purposes. Every bSTA:

1) periodically broadcasts CToA “beacons,” which consist
of a packet used for timing measurements and some data
information elements;

2) measures the ToD of its own beacons and announces it
within the beacon;

3) listens for CToA beacons broadcast by its neighbor
bSTAs, and measures their ToA;

4) maintains a log of its current ToD and ToA measure-
ments and publishes its most recent measurements log
as part of its next CToA beacon broadcast; and

5) periodically announces its location as part of its CToA
beacon broadcasts.

2The exchange of the FTM measurement message and its acknowledg-
ment (ACK) frame, which has to be sent out after exactly a short interframe
spacing (SIFS) of 16μs, is assumed to finish within a short period, during
which the clocks of the two stations do not drift appreciably.

Fig. 2. CToA beacon broadcast example.

The protocol may be visioned as the indoor counterpart of
the global navigation satellite systems (GNSSs). It is designed
for enabling an unlimited number of clients to estimate their
location and navigate while maintaining their privacy. The
cSTAs only passively listen to the bSTA broadcasts. Once a
cSTA receives a broadcast, it measures its ToA and combines
it with the ToD/ToA measurements log published by the bSTA
in their beacons, to determine its current position. Since the
cSTAs do not transmit, their presence is unexposed and their
privacy is maintained.

Fig. 2 illustrates an example of CToA beacon broadcast
and its reception. It assumes a CToA network, which consists
of three unsynchronized bSTA units and a single cSTA.
These units are assigned with (simplified) medium access con-
trol (MAC) addresses: “10:01,” “10:02,” and “10:03,” while the
cSTA has a MAC address of “55:55.” As illustrated in Fig. 2,
at a time indicated by ToD time-stamp of “199678” (measured
in picoseconds and referenced to the time base of bSTA#1),
bSTA#1 broadcasts a CToA beacon associated with packet
identification (PID) “1551.” The ToD and the PID are logged
in a “CToA location measurement report” (CLMR) log-file
maintained by bSTA#1, which also includes the MAC address
of the bSTA. The CLMR broadcast by bSTA1 also includes
the time-stamps it has measured for previous broadcasts it
received from bSTA#2 and #3. The beacon propagates through
the channel, and as illustrated in Fig. 2, is received by bSTA
#2 & #3, and the cSTA, which update their measurement
logs accordingly: bSTA#2 measured the beacon’s ToA as
“329673” (referenced to its own time base) and updates that
value in its CLMR log, along with its own MAC address as
the receiving unit. Similarly, bSTA#3 and the cSTA estimate
and log the ToAs of that same beacon as “341006,” and
“133564,” respectively. The bSTAs also update their CLMR
logs with the additional time-stamps measured by bSTA#1 as
reported in its broadcast CLMR. The CLMR is managed as
a “sliding-window” of the time-stamps measured during the
past X seconds. The size of that window may be tuned for
optimizing the overall system performance. The entries of the
CLMR log table undergo a time-stamp matching phase, during
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Fig. 3. CToA beacon broadcast timing.

which the ToA measurements are matched with their corre-
sponding ToD value. As will be discussed in Section III-B, the
client feeds this timing information, along with the position
information of the bSTAs, (also broadcast periodically as part
of their beacons), into a Kalman filter that produces an updated
estimate of its current position. The messaging sequence of
the protocol is described in Fig. 3. The broadcast consists
of two transmitted frames separated by a standard, SIFS
of 16 μs [2]. The first frame is called “null-data packet (NDP)
announcement” and has a twofold role: it announces the arrival
of the NDP, used by the receiver for measuring the broadcast’s
ToA, and it conveys the information elements that carry the
CLMR and the bSTA location information. A similar broadcast
messaging concept has been discussed in [15], for enabling
angular information for the navigating clients. The CToA
beacon duration varies between 100 and 500 μs (depending
on the amount of data contained in the CLMR). Every bSTA
broadcasts a CToA beacon once every 200 to 500 ms. Every
bSTA announces its CToA beacon broadcasting schedule to
facilitate the optimization of the cSTAs reception duration.
Once the cSTA is tracking its location, it may only wake up
for less than 500 μs every time it wishes to receive a new
timing measurement. The rate, at which the cSTA needs to
wake up, depends on its required location accuracy and the
accuracy of its crystal oscillator (XO).

A. Related Work and Paper Contributions

The concept of time synchronization for wireless sensor
networks (WSN) using two-way time-stamps exchanges has
been addressed in [4] (and its referenced sources). The prob-
lem of joint synchronization and ranging in a WSN between

pairs of nodes exchanging time-stamps has been considered
in [12]. The localization of a blind node using time-difference-
of-arrival (TDoA) measurements enabled by time-stamps
exchange has been proposed in [10]. In [11], this solution was
extended for a network-centric architecture, enabling TDoA-
based localization and velocity determination of a noncoop-
erative node (namely, a node that does not announce the
ToD of the packets it transmits), using time-stamps exchanged
between sensor nodes in an asynchronous network. There,
the node localization was based on a discrete, least-squares-
based fixing, rather than continuous tracking of its position
and network clock parameters. It may be worth noticing
that the solution in [11] is nonscalable in the sense that the
number of nonoverlapping transmissions, which may be sent
by the noncooperative nodes within a given time window,
is finite. Furthermore, as the noncooperative nodes transmit,
their privacy is compromised.

The contributions of this paper are given in the following.

1) A novel scalable, time-delay-based, client positioning
protocol for unsynchronized Wi-Fi networks.

2) A Kalman filter-based, client positioning engine (PE).
3) A theoretical analysis of the PE’s asymptotic accuracy.
4) Performance evaluation based on a real indoor network,

for which a measurement database is provided, along
with the MATLAB source code of the PE (see [17]).

B. Paper Organization

The remainder of this paper is organized as follows.
Section II formulates the client position estimation problem.
The position estimation algorithms are derived in Section III.
This section is divided into two parts; first, Section III-A
outlines the measurement models and the maximum-likelihood
position estimators for client mode in the absence of clock
drifts. Then, Section III-B introduces the effect of the clock
drifts on the measurement models and details the Kalman
filter algorithm executed by the client device and used for
estimating and tracking all the time-varying parameters in the
system. The measurement models derived in Section III-A
are used in Section IV for obtaining bounds on the expected
positioning accuracy. System-level simulation and real-life
system performance are described in Section V. Further
insights and design aspects are discussed in Section VI, while
the final conclusions are summarized in Section VII. Finally,
in the Appendix, the Cramér-Rao lower bounds (CRLBs)
for the positioning problem are derived. These are used for
illustrating the theoretical system performance discussed in
Section IV.

Notation: We use lowercase letters to indicate scalars, low-
ercase boldface letters to denote vectors, and uppercase bold-
face letters to express matrices. Other notations are described
next to their first appearance.

II. PROBLEM FORMULATION

In Section II, the mathematical background of the client
position estimation is established. Section II-A outlines gen-
eral definitions that are used in Section II-B for defining
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the client position estimation problem.3 Finally, Section II-C
provides an analysis of problem solvability and the mini-
mal configuration that is required for enabling the position
estimation.

A. Preliminary Definitions

A “measurement” is defined as the ToF of a broadcast
transmission between the two endpoints, A and B . The
transmitting endpoint, A, measures the ToD of its broadcast,
while the receiving endpoint, B , measures its ToA. Both
timing measurements are referenced to the client’s clock, and
thus have offsets marked by νA and νB , respectively. The
clock offsets also account for any timing biases that may
exist due to some obstruction in the propagation medium,
resulting in a non-LoS (NLoS) link between the two endpoints.
Mathematically, this may be expressed as

z � ToFAB = (ToAB + νB)− (ToDA + νA). (2)

By denoting the coordinates vectors of the endpoints as qA

and qB , respectively, the ToF between the two endpoints may
be expressed as

z � ToFAB ≡ ToAB − ToDA

= 1

c
�qB − qA� + νB − νA (3)

where the notation, �x�, designates the Euclidean norm of the
vector x, and c denotes the speed of light.

If the client acts as the receiving endpoint, then νB ≡ 0 and
the noiseless ToF measurement is defined as

z � 1

c
�qB − qA� − νA. (4)

B. CToA Problem Definition

Assume that a single cSTA, located at: p = [x, y, 0]T ,
attempts to estimate its position using time-delay measure-
ments it gathers from M bSTAs, whose locations are known
to the cSTA, where the mth bSTA is located at qm =
[xm, ym, zm ]T .

The cSTA collects two types of time-delay measurements.

1) bSTAi → bSTA j measurements, where i, j ∈ 1 . . .M,
∀i �= j . These time delays are measured by the bSTAs
and published in their beacon broadcast. The cSTA
collects L measurements of this type, where the lth
measurement is denoted by z̃l . Each measurement is
subjected to additive Gaussian-distributed measurement
error with zero-mean and standard deviation of σ̃ ,
denoted by ñl ∼ N (0, σ̃ 2).

2) bSTAi → cSTA, where i ∈ 1 . . .M . These time-delays
are measured by the cSTA itself, and the cSTA collects
L measurements of this type, where the �th measure-
ment is denoted by z̄�. Each measurement is subjected
to additive Gaussian measurement error distributed as
n̄� ∼ N (0, σ̄ 2). Typically, σ̄ > σ̃ .

Let νi denote the (unknown) offset between the cSTA
and bSTAi clocks. Assuming a single bSTAi → cSTA ToA

3Section II-A and Section II-B are excerpted from [16].

measurement of the �th broadcast made by the i th bSTA,
is unbiased, then it may be modeled as

z̄� = 1

c
�p − qi� − νi + n̄�, � = 1, . . . ,L. (5)

Similarly, the measurement of the lth broadcast transmitted
by the i th bSTA and received by the j th bSTA, may be
modeled as

z̃l = ToA j − ToDi − νi + ν j + ñl

= 1

c
�q j − qi� − νi + ν j + ñl , l = 1, . . . , L . (6)

C. Minimal System Configuration Analysis

In the following section, we analyze what the minimal
network configuration that enables positioning is. Assume
that the venue is covered by M bSTA units capable of
receiving each other’s broadcasts. Under the assumption that
the clock offsets are time-invariant, and ignoring any initial
system transients, a broadcast sent by the mth bSTA and
received by other (M − 1) bSTAs and the client, contains
the (M −1) “inter-bSTA” previous measurements collected by
that bSTA. Hence, the client collects M(M − 1) “indirect”
measurements (which depend only on the unknown clock
offsets). However, it is easy to verify that only (M − 1) of
them are linearly independent. In addition, the client collects
M “direct” measurements, which depend both on its position
and the clock offsets. The number of unknowns is (M + 2)
for the 2-D positioning case, and (M + 3) for the 3-D case.
As there are a total of (M − 1) + M linearly independent
measurements, we require that

2M − 1 ≥ M + 2 (7)

for solving the 2-D positioning problem. It is easy to see that
three bSTA would be sufficient for solving the 2-D, whereas
four bSTAs would be required for 3-D case. Notice that this
result is equivalent to the GNSS positioning problem, in which
the entire satellite network is synchronized, but its clock
offset is unknown to the receiving client. Clearly, if the clock
offsets are time-varying then more (“historic”) measurements
are needed in order to estimate the statistics of these variables.
As explained in Section I, such measurements are included in
the broadcasts of every bSTA.

III. POSITIONING ALGORITHMS

In the following section,4 the CToA positioning algorithms
are derived. To facilitate the explanation, the derivation is
split into two parts; first, in Section III-A, we address the
client position estimation problem under the assumption that
the bSTA clocks do not drift over time, such that their offsets
with respect to the client’s clock are time-invariant. Under this
assumption, we derive the position estimators for two cases.

1) “First-Fix”—corresponds to the scenario, in which the
client first attempts to sync and estimate its position.

2) “Tracking”—corresponds to the scenario where the
client already has an estimate of its position including

4This section is excerpted from [16].
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the bSTA timing-related parameters and continues track-
ing them using a Kalman filter.

Then, in Section III-B, we outline the Kalman filter that
enables the client to simultaneously estimate and track its
own location coordinates, as well as the clock parameters of
the bSTAs.

A. Position Estimation in the Absence of Clock Drifts

In the following section, we derive the maximum-likelihood
estimates (MLEs) of the client position under the assumption
that the clocks of the client and the bSTA do not drift over
time, so that the clock offsets remain constant. For simplicity,
the derivation assumes a horizontal position only (which is of
most interest in indoor positioning scenarios). The extension
to 3-D positioning is straightforward.

1) MLE Solution for Client’s First-Fix: Let ei denote an
M×1 vector of zeros, whose i th entry is 1. Using this notation

νi = eT
i ν (8)

ν j − νi = (
eT

j − eT
i

)
ν (9)

where ν � [ν1, . . . , νM ]T , and xT denotes the transposition of
the vector x. Now, the timing measurements may be recast as

z̄� = 1

c
�p − qi� − eT

i ν + n̄� (10)

z̃l = 1

c
�q j − qi� + (

eT
j − eT

i

)
ν + ñl . (11)

We may further define the following vectors and matrices:
z̄ � [z̄1, . . . , z̄L]T

z̃ � [z̃1, . . . , z̃ L ]T

z �
[

z̄
z̃

]
(12)

d̄�(p) � �p − qi�
d̃l � �qi − q j�

d̄(p) � [d̄1(p), . . . , d̄L(p)]T

d̃ � [d̃1, . . . , d̃L]T

d(p) �
[

d̄
d̃

]
(13)

Ē � [−ei,1, . . . ,−ei,L]T

Ẽ � [(e j,1 − ei,1), . . . , (e j,L − ei,L )]T

E �
[

Ē
Ẽ

]
(14)

n̄ � [n̄1, . . . , n̄L]T

ñ � [ñ1, . . . , ñL ]T

n �
[

n̄
ñ

]
. (15)

Using the definitions of (12)–(15), we may recast (10) and (11)
as

z = c−1d(p)+ Eν + n. (16)

The measurement noise is assumed to be Gaussian-distributed
with the mean and covariance as follows:

E{n} = 0

E{nnT } =
[
σ̄ 2IL 0

0 σ̃ 2IL

]
� W (17)

where E{.} denotes the expectation operator and IN denotes
an N × N identity matrix.
Under these assumptions, the MLE of the cSTA position
vector, p̂, may be obtained as

p̂ = argmin
p,ν

(z − c−1d − Eν)T W−1(z − c−1d − Eν) (18)

where X−1 denotes the inverse of the matrix X.
The estimate of the clock offsets vector may be found using
weighted least-squares (WLS) criteria

ν̂ = (ET W−1E)−1ET W−1(z − c−1d). (19)

Define

B � [W−1 − W−1E(ET W−1E)−1ET W−1]. (20)

Then, by substituting (19) back in (18) we get

p̂ = argmin
p

(z − c−1d)T B(z − c−1d). (21)

The nonlinear minimization problem in (21) can be solved via
2-D grid search (or 3-D search, in case of three-positioning),
over all the possible locations.

2) MLE Solution for a Client in “Tracking Mode”: Once
the client receiver has converged to the true values of the bSTA
clock offsets and continuously tracks them, these clock offsets
may be considered as “known” (up to some estimation error).
In such case, it would be reasonable to assume that z 
 z̄,
d 
 d̄. Define

ζ � z̄ − Ēν̂. (22)

The resulting measurement model in this case may be recast as

ζ = c−1d̄(p)+ ň. (23)

The additive noise vector, ň, is assumed to be Gaussian-
distributed with the following properties:

E{ň} = 0

E{ňňT } �
(
σ̄ 2 + σ 2

r

) · IL (24)

where σr corresponds to the standard deviation of the residual
estimation error of the clock offsets. The client position MLE,
in this case, is obtained by minimizing the following cost
function:

p̂ = argmin
p

|ζ − c−1d̄(p)|2 (25)

where again, the nonlinear minimization problem in (25) can
be solved via grid search over the position coordinates space.
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B. Position Estimation Under Clock Drifts

The analysis outlined in the former section ignored any
clock drifts, which result from the XO frequency deviations.
Such deviations may be caused by multiple effects such as
ambient temperature changes, phase noise, thermal noise,
crystal aging, and so on. Each bSTA measures the timing
related to the broadcast events (ToD or ToA). This timing is
referenced to its native time base. Once the measurements are
conveyed to the cSTA for enabling it to compute its location,
the cSTA needs to resolve the instantaneous clock offset of the
bSTA associated with that measurements and is a function of
the offset drift rate. Assuming the first-order clock drift model,
the instantaneous value of the clock offset of the nth bSTA is
calculated using

νn(ti ) = νn(ti−1)+ ν̇n ·�t (26)

where νn(ti−1) corresponds to the previous estimated value
of the clock offset, (where νn(t0) denotes its initial value),
ν̇n denotes the clock skew (or the change rate of the clock
offset), and �t = ti −ti−1. In the following section, we outline
the algorithm, which enables the cSTA to estimate and track its
location under clock drifts. The Kalman Filter is the optimal
estimate for linear system models with additive-independent
white noise in both the transition and the measurement system
models. Yet, in many systems, including navigation systems,
the measurement model is not linearly dependent in the
parameters of interest. In such cases, the extended Kalman
filter (EKF), which is the nonlinear version of the Kalman
filter, is widely used [21]. In the EKF, the state transition and
observation models are not required to be linear functions of
the states, but instead, may only be differentiable functions.
The EKF is executed by the client, enabling it to estimate
and track its own position coordinates, as well as the timing
parameters of the stray bSTA units, from which it receives
the measurement broadcasts. An EKF is described by two
equations, which define the system and the observation (mea-
surement) models. These models are described next.

1) CToA EKF System Model: The system model is defined
by the following recursive equation:

xk = Fkxk−1 + wk, k ≥ 0 (27)

where the index k denotes the discrete time-step. The vector xk

denotes an N ×1 states vector, which describes the parameters
being estimated and tracked by the filter. The states vector for
the client mode consists of the client’s position coordinates
and per-bSTA clock parameters [clock offset and clock offset
change rate (or skew)]. The size of the EKF state vector is
thus N = 3 + 2 M , where M denotes the number of bSTAs
being received by the cSTA (both directly and indirectly)

pk � [xk, yk, zk]T

νk � [ν1,k, . . . , νM,k]T

ν̇k � [ν̇1,k, . . . , ν̇M,k]T

xk �
[
pT

k , ν
T
k , ν̇

T
k

]T
. (28)

The state vector xk is associated with a covariance matrix

Pk = E{(xk − x̄k)(xk − x̄k)
T } (29)

where x̄k � E{xk}. When the filter initialized the
state-covariance matrix is assumed to be

P0 =
⎡
⎣ P̃p,0 0 0

0 σ 2
ν,0IM 0

0 0 σ 2
ν̇,0IM

⎤
⎦ (30)

where σν,0, σν̇,0 denote the initial values for the standard
deviations of the clock offsets and drifts, and P̃p,0 denotes
the initial value of states covariance matrix, given by

P̃p,0 �

⎡
⎣ σ

2
x,0 0 0
0 σ 2

y,0 0
0 0 σ 2

z,0

⎤
⎦ . (31)

The initial values of the standard deviations constructing
the initial states covariance matrix are commonly determined
empirically.

The dynamic system model linear transfer function is
denoted by Fk , an N × N block-diagonal matrix defined as
follows:

Fk �

⎡
⎣ I3 0 0

0 IM �tIM

0 0 IM

⎤
⎦ (32)

where �t corresponds to the elapsed time between the two
consecutive discrete time-steps.

The vector wk denotes a random N ×1 model noise vector,
which described the uncertainties in the system model and has
the following statistical properties:

E{wk} = 0

E
{
wkwT

k

} = Qk

E
{
wkwT

j

} = 0, ∀k �= j (33)

E
{
wkxT

k

} = 0, ∀k.

In the EKF system model, the process noise, wk is assumed
to be Gaussian-distributed with zero-mean and a covariance
matrix, Qk , which is block-diagonal and given by

Qk = �t ·
⎡
⎣Qp,k 0 0

0 σ̃ 2
ν IM 0

0 0 σ̃ 2
ν̇ IM

⎤
⎦ (34)

where

Qp,k �

⎡
⎣ σ̃ 2

x 0 0
0 σ̃ 2

y 0
0 0 σ̃ 2

z

⎤
⎦ . (35)

In general, the determination of the noise variance values
of Qk , is challenging, and is often obtained by some heuristic
methods. Commonly, it is assumed that most of the clock
deviation is dictated by the clock skew, rather than clock
measurement noise. The values of {σ̃ 2

x , σ̃
2
y , σ̃

2
z } are deter-

mined according to the motion assumptions of the cSTA device
(e.g., pedestrian, vehicle/drone etc.).
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2) EKF Measurement Model: The measurement model is
defined as

zk = h(xk)+ vk (36)

where zk is a J × 1 vector of measurements, in which each
entry corresponds to a ToF measurement that follows the def-
inition of (2). The vector h(x) � [h1(x), h2(x), . . . , h J (x)]T ,
denoting the nonlinear measurement model vector transfer
function, and vk denotes the additive measurement noise that
has the following statistical properties:

E{vk} = 0

E{vkvT
k } = Rk = σ 2

mIδkj (37)

E{vkxT
k } = 0, ∀k

E{wkvT
j } = 0, ∀k, j

where δkj denotes the Kronecker delta. As discussed in
Section III-A, there are two types of transfer functions, which
depend on the type of the measurement (bSTAi → cSTA or
bSTAi → bSTA j ). From (10) and (11), it is easy to see that
the corresponding measurement transfer functions are given by

h�(xk) = 1

c
�pk − qi� − eT

i νk (38)

hl(xk) = 1

c
�q j − qi� + (e j − ei )

T νk . (39)

Since the measurement transfer function, h(·) is nonlinear,
it cannot be applied to estimate the measurements covariance
matrix directly. Instead, we linearize h(·) by replacing it with
its first-order Taylor series expansion, calculated around x̂k|k−1

h(xk) ∼= h(x̂k|k−1)+ Hk · (xk − x̂k|k−1) (40)

where the notation x̂n|m represents the estimate of x at time n
given observations up to and including time m ≤ n. The
matrix Hk denotes the Jacobian of the measurement model
function vector h(·), which is a J × N matrix defined as

Hk �

⎡
⎢⎢⎢⎢⎣
∂h1

∂x1

∂h1

∂x2
· · · ∂h1

∂xN
...

. . .
...

∂h J

∂x1

∂h J

∂x2
· · · ∂h J

∂xN

⎤
⎥⎥⎥⎥⎦

[Hk]i j ≡ ∂hi

∂x j

∣∣∣∣
x=x̂k|k−1

. (41)

The Jacobian is obtained by calculating the partial derivatives
of (38) and (39). Equations (42) and (43) define the corre-
sponding lines of the matrix Hk

[Hk]� =
[
(pk − qn)

T

c�pk − qn� ,−eT
i , 0T

M

]
(42)

[Hk]l =
[
0T

3 , (e j − ei )
T , 0T

M

]
. (43)

To accelerate the EKF convergence, the initial values for the
clock offset and the position states, ν̂0, p̂0, may be obtained
using (19) and (21), respectively. An implementation of the
EKF algorithm was presented in [16] and a possible MATLAB
realization of this code is described [17].

IV. APPROXIMATE PERFORMANCE ANALYSIS

For obtaining theoretical performance bounds, the drift-
less measurement models derived in Section III-A were used
for calculating the respective CRLB. The derived bounds
are affected mainly by the geometrical properties of the
network deployment, as well as the additive noise levels. Yet,
these bounds ignore propagation models that may account for
the type of materials through which the signals propagate.
Under the assumption that the additive measurement noise is
Gaussian-distributed, for each location on a given grid, one
can calculate the circular error probable (CEP) that defines
the radius of the circle centered around the estimator’s mean
estimate (or the true receiver location in our case), in which
the receiver is contained with a probability, Pin [23, eqs. (63)
and (64)]

Pin = 1

2π
√
λ1λ2

∫∫
R

exp

(
− ζ 2

1

2λ1
− ζ 2

2

2λ2

)
dζ1dζ2 (44)

where R is a circle defined as

R �
{
(ζ1, ζ2) :

√
ζ 2

1 + ζ 2
2 ≤ CEP

}
(45)

and λ1, λ2 (λ1 ≥ λ2) denote the eigenvalues of the 2-D
positioning error covariance matrix for position p, which is
predicted by the CRLB derived in the Appendix. The CEP for
probability, Pin, may be calculated using [23, eq. (72)]

Pin · 1 + γ 2

2γ
=
∫ U L

0
e−x I0

(
1 − γ 2

1 + γ 2 · x

)
dx (46)

where I0 denotes the modified Bessel function of the first kind
and

γ 2 � λ2

λ1
; U L � (1 + γ 2)

4λ2
· CEP2 (47)

with

CEP(Pin) =
∫

p
fCEP(Pin|p) f (p)dp (48)

where fCEP(Pin|p) is given by (46).
Fig. 4 depicts curves of the expected probabilities of differ-

ent CEP values for “First-Fix” and “Tracking mode” scenarios.
These curves were obtained for a typical office network
deployment depicted in Fig. 5, where the red rings denote
the position of the bSTAs. The CEP values were evaluated
numerically as follows. On each of the 104 sampling points
along the client’s trajectory denoted by the red dots as shown
in Fig. 5, the respective CRLB error covariance matrices
were calculated. These calculations were done assuming the
client receives broadcasts from only the four nearest bSTAs.
At each point, a position-dependent CEP curve was calculated
using (46) for 100, equally spaced, probability values between
0 and 1-�. The final curves in Fig. 4 are position-independent
and obtained by averaging the CEP curves over the entire
trajectory, assuming equal probability of the client’s position.

Mathematically, (48) may be approximated as

CEP(Pin) 
 1

NLoc

NLoc∑
n=1

CEPn(Pin) (49)
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Fig. 4. Theoretical errors bounds along the client trajectory.

Fig. 5. Indoor office system simulation.

where CEPn(Pin) denotes the CEP value corresponding to
probability Pin at the nth location sampling point, and NLoc is
the total number of location sampling points. The noise level
assumed were σ̄ = 0.6 m, σ̃ = 1.2 m, and σr = 0.3 m.

The following proposition proves that given enough sam-
ples, the asymptotic accuracy of the client position in
“First-Fix” is equivalent to the one that can be attained with
the position tracking filter converged.

Proposition 1 (Asymptotic Performance): The asymptotic
positioning accuracy for a client in “First-Fix” mode,
approaches the accuracy attained in “Tracking mode,” given

Ñ → ∞ replicas of the bSTA→bSTA timing measurements.
Proof: See Appendix.

V. PERFORMANCE IN AN INDOOR NETWORK

To validate the concept, the CToA system was tested
using both system-level simulations and an actual deployed
network. In the following section, we outline examples of
the positioning accuracy of a mobile client in an indoor
network. These results were obtained for both a simulated

network environment and a real-life network, deployed over
the same indoor venue. To analyze its accuracy, the position
estimates were compared against a “ground-truth” (reference)
the trajectory of the mobile client. This reference trajectory
was generated using a robotic ground-truth tool based on “light
detection and ranging” (LiDAR) [14]. The LiDAR system
used integrates a 270◦ laser scanner, which uses a dedicated
map and laser measurements to estimate its position. Its output
is a series of position reports generated at a rate of 20 Hz
with an accuracy of 10–30 cm. The map was obtained in
advance through a survey of the venue using the LiDAR
system, during which a structure map was created using a
simultaneous localization and mapping algorithm (see [19]).
The reference trajectory of the mobile client was used for both
the system-level simulations, as well as for the real-life system
measurements. The remainder of this section outlines the sim-
ulation methodology and system implementation. This section
is concluded with a comparative analysis of the simulation and
the real system results.

A. Simulation Methodology

At its lower level, a typical geolocation system architecture
consists of a measurement engine (ME) and a PE. The ME
receives raw signal samples (e.g., the OFDM channel estima-
tion) and outputs raw timing measurements. The PE receives
the raw timing measurements from the ME and outputs an
estimate of the current position, where the PE implements the
EKF described in Section III-B. The system-level simulation
described here is focused on the PE while assuming an
“ideal” ME. It relies on a modeling of skewed bSTA clocks,
as described next. The ToA time-stamps fed into the PE
are referenced to the signal’s propagation distance, while
the channel impairments effect is simulated via Gaussian-
distributed errors added to the measured clock time-stamps,
which are fed to the PE.

1) Station Clock Modeling: The modeling of the bSTA and
client (cSTA) clocks’ behavior is at the heart of the system
simulation and is used for realizing the time-stamps fed into
the PE. The STA clock is modeled as a recursive random
process defined as follows (see [22]):

c̃k = F̃k c̃k−1 + ñk (50)

where c̃k denotes the clock system states vector that contains
the following states: clock offset, clock skew (drift), and
skew rate, F̃k denotes the states-transition model matrix,
and ñk denotes process noise, all of which are defined as
follows:

c̃k �

⎡
⎣ νk

ν̇k

ν̈k

⎤
⎦ (51)

F̃k �

⎡
⎣ 1 �t 1

2�t2

0 1 �t
0 0 1

⎤
⎦ (52)

ñk �
√
�t · Q̃ñ (53)
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Fig. 6. Skewed clock realization example.

with

Q̃ �

⎡
⎣ σν 0 0

0 σν̇ 0
0 0 σν̈

⎤
⎦ (54)

ñ �

⎡
⎣N (0, 1)
N (0, 1)
N (0, 1)

⎤
⎦ (55)

where for σν = σν̇ = 10−10 and σν̈ = 10−7. Fig. 6 depicts
an example realization of the clock states. The clock model
also implements a mechanism to maintain the drift within the
specified boundaries of ±25 ppm.

2) Measurement Modeling: The ToD and ToA measure-
ments are realized as clock time-stamps of the bSTAs and the
client and rely on the clock model described in Section V-A1.
Although the modeled ToD time-stamps are fed into the PE
as-is, the ToA time-stamps also account for the geometrical
propagation distance between the transmitter and the receiver,
as well as a random bias to model the NLoS channel propa-
gation effect.

B. Real-Life System Performance

To study the actual system performance in an indoor envi-
ronment, a network of bSTA units was set up. The bSTA
units were implemented using Intel Wireless-AC8260 Wi-Fi
802.11ac, 2 × 2 dual-band chipsets [25], mounted in mini
personal computers. The position estimates were obtained for
a client device, built using the same Wi-Fi module mounted
on the robotic “ground-truth” vehicle. The OFDM channel
estimation and the ME (including the LoS detection and
ToA estimation mechanism) were implemented on the Wi-Fi
chipset in a combination of hardware and firmware that was
executed on the AC8260 processing cores.

The PE was executed on the client processor, where the EKF
also implemented several heuristic, range-based mechanisms
for outlier measurement rejection. A description of these
mechanisms can be found in [21, Ch. 15.3]. Both the real-life
as well as the simulated network measurements used for
generating the results presented in this paper, along with the
MATLAB code of the PE, are available in [17].

Fig. 7. Real data versus simulated data position estimates.

The test venue selected is a populated open space, cubical
office floor. This is a highly congested Wi-Fi environment,
which is also heavily multipath dense due to the 1.5 m high,
metal-framed cubical offices that generate multiple reflections
of the transmitted signals. Moreover, the center of the venue
contains a structure of thick concrete walls forming the floor
shelter (notice the thick, black rectangle in Fig. 7). These walls
generate a constant NLoS propagation channel between some
of the bSTAs, as well as between the client and the bSTAs in
certain sections of the venue.

C. Performance Results

Fig. 7 depicts the reference and estimated client trajectories
used for both the simulation data and the real data (RD) mea-
surements. These estimates correspond to measurement frames
broadcast at a 40 MHz channel bandwidth. The true positions
of the client along the reference trajectory are denoted by p
and marked by red dots. The estimated client positions are
denoted by p̂ and marked by blue dots. The location of the
bSTAs in the network is marked by the red rings. The bSTAs
were placed on shelves at a height of 2.2 m. The simulation
was defined such that each bSTA exchanges measurements
with its four nearest neighbor bSTAs. In addition, in every
point along the trajectory, the client used measurements from
the four nearest bSTAs. This restriction was applied to the
simulation environment to imitate the expected channel con-
ditions, in which not all the bSTAs are visible from every point
along the trajectory. This restriction does not apply to the real
system, such that the bSTAs attempt to measure transmissions
coming from any neighbor bSTA (even if there is no LoS
between them). Consequently, the client attempts to use any
of the bSTA broadcasts it receives. In both cases, the bSTAs
were set to broadcast CToA beacons at 2 Hz. The real-life
system was set to broadcast the beacons with a bandwidth
of 40 MHz. Since the PE has no notion of signal bandwidth,
the additive error levels in the system simulation were set to
match the typical ranging errors expected for 40 MHz OFDM
transmissions. The positioning accuracy is described by means
of the cumulative distribution function (CDF) of the client’s
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Fig. 8. Theoretical and empirical client positioning error CDF.

positioning errors, which are defined as

ε = �p̂ − p�. (56)

Fig. 8, which depicts the CDF, contains three curves: the
blue curve describes the CDF of the client’s positioning
error measured during a real-life recordings of the system.
The real-life recording is compared against the positioning
accuracy predicted by the simulation (dashed-dotted red curve)
and against the theoretical accuracy predicted by the CRLB
(black dotted curve). The latter curve was obtained for the
“tracking mode” as explained in Section V.

As can be seen from this analysis, the system achieves an
accuracy better than 1.5 m in 67% of the cases and about
2 m in 95% of the cases. The deviation between the error
distributions of the real system and the theoretical/simulated
system may be attributed to the outliers and range biases,
which are introduced, by nature, in real network measured
data, but do not exist in the model generating the simulated
data. The outliers may be filtered-out using outlier rejection
mechanisms that can be applied to the EKF code.

VI. DISCUSSION

Although client mode CToA5 may be perceived as the
indoor counterpart of GNSS, it imposes different imple-
mentation challenges. GNSS networks implement a similar
time-stamped broadcast approach to enable an unlimited num-
ber of client receivers to navigate simultaneously worldwide.
Yet, two fundamental differences distinct the time tracking of
receivers in a GNSS network compared to CToA network: first,
a GNSS network is synchronized, whereas the CToA network
is not. Second, due to its multiple-access nature, the broadcasts
sent by the network satellite vehicles (SVs) are received at the
client simultaneously, while in a CToA network, the broadcasts
are staggered in time. Let us delve into these two differences
and explore them in detail.

5Portions of the following discussion are excerpted from the Discussion
Section in [16].

In GNSS networks the SVs are synchronized using onboard
atomic clocks, which have a frequency stability of approxi-
mately 10−14. This frequency stability translates into a clock
drift of roughly 1 ns per day [20] (equivalent to a ranging
error of about 35 cm - an error that is further corrected by the
GNSS system). Since GNSS networks are fully synchronized
in terms of timing parameters, the GNSS client receiver needs
to estimate only the offset and the drift between its internal
clock, and the network clock. The client receiver’s clock is
typically generated using an XO with a frequency stability
in the order of 10−6 (commonly expressed in units of parts-
per-million). Tracking these parameters (along with additional
system states such as position and velocity)6 is done using a
Kalman filter algorithm [21].

In the CToA network, since the bSTAs are unsynchronized,
each bSTA contributes a clock offset and drift that need to be
estimated and tracked. Furthermore, different MAC methods
used by GNSS and CToA impose an additional challenge.
In GNSS networks, the multiplexing at the code space (code
division multiple access) or the frequency space (frequency-
division multiple access) ensures that broadcast transmissions
from all SVs are received simultaneously at the client. Con-
versely, CToA relies on the “listen-before-talk” MAC of the
IEEE 802.11, which effectively results in timing measurements
being staggered in time. Given that a typical Wi-Fi XO has an
accuracy of ±25 ppm, consecutive timing measurements taken
from the same broadcasting source may accumulate significant
time drift [18]. This implies that while one bSTA clock offset
is measured, other bSTAs clock offsets keep on drifting apart.

The Kalman filtering combined with the broadcasting nature
of the protocol enables several levels of system robustness. For
instance, the filter’s state-covariance matrix enables tracking
of interconnections between hidden nodes, which are received
indirectly via other bSTAs. These indirect measurements
enable the client to synchronize with those bSTAs even before
receiving them directly. Additional immunity against frame
losses enabled as the beacons can be received by multiple
neighbor bSTAs near the bSTA so their measurements can be
relayed using the broadcasting mechanism.

The protocol enables multiple degrees of freedom that can
be tuned for optimizing the overall network performance.
For example, the amount of data included in the beacon
that defines the minimal subrate, at which the clients may
wake up, and the beacon broadcasting rate. Consider, for
instance, a broadcasting rate of 2 Hz, where each beacon
contains the last second of timing measurements (both ToA
and ToD) captured by that bSTA. Such rate enables the cSTAs
to wake up only once a second to update their position
and clock estimates. Furthermore, the timing measurements
history-window length affects the “First-Fix” scenario as the
accuracy of the position and clock offsets initial estimates is
proportional to the amount of data included. On the other

6The SVs orbital motion generates a substantial Doppler offset on the
GNSS carrier frequency, which enables to estimate the GNSS receiver’s
3-D speed. Thus, the EKF state vector in GNSS receivers typically includes
a total of 6+2N states: three states for the receiver position, three states for
the 3-D receiver speed, and two additional states for the clock model, which
are tracked per satellite constellation (i.e., GLONASS, Galileo etc.).
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hand, the broadcasting rate and amount of data each broadcast
contain affect the Wi-Fi network traffic and its level of
congestion. For a typical Wi-Fi network, which relies on a
±25 ppm XO stability, a 2–5 Hz bSTA beacon broadcasting
rate and 600 ms of history-window are sufficient for cSTAs
to track the clock behavior of the bSTAs in the network.

Being an unmanaged and unidirectional protocol (without
any REQUEST-ACK scheme between the network nodes),
CToA facilitates a rather simple interoperability between
AP/bSTA and cSTA units produced by different vendors.
Furthermore, as the bSTAs may be network detached units,
which implies they do not require any wired “backbone”
network infrastructure and thus may be easily moved around
the venue. This gives yet another degree of flexibility during
the network deployment and performance tuning phase for
achieving optimal performance.

VII. CONCLUSION

A novel protocol for scalable Wi-Fi client self-positioning
using cooperative FTM-sensors was presented. The CToA
protocol is designed to enable scalability of existing IEEE
802.11/Wi-Fi FTM-based, geolocation systems. It relies on a
periodic broadcast of time-delay measurement frames trans-
mitted by an unmanaged network of bSTAs placed at known
locations called bSTA. These measurements, which may be
collected independently by an unlimited number of receiving
clients, are combined with similar time-delay measurements
reported by the bSTAs and enable passive clients to estimate
their location within the network and navigate indoors while
maintaining their privacy. The network can also be used
simultaneously for tracking thousands of broadcasting clients,
which enables the support of a variety of applications, such
as asset tracking, data analytics, and so on. �Due to the
infrequent nature of the broadcasts and the clock source
quality of both the client and bSTAs, the clocks tend to drift
appreciably between the measurement events. To solve this,
the client uses a Kalman filter for estimating and tracking the
clock-related system parameters, as well as its instantaneous
position coordinates.

System-level simulations and real-life system experiments
indicate that the network is capable of reaching a positioning
accuracy roughly 2 m in 95% of the cases in congested,
multipath-dense Wi-Fi indoor environments.

APPENDIX

The following Appendix is excerpted from [16].

A. CToA Cramér Rao Lower Bound

We shall now derive the CRLB for the method in the
absence of clock drifts. The CRLB provides a lower bound
on the covariance matrix of any unbiased estimator.

1) CRLB Client in “First Fix” Mode: Since the observations
vector, z, is distributed as, z ∼ N (μ,W), the i j th entry
of the Fisher information matrix (FIM) may be obtained as
[25, Ch. 8, eq. (8.36)]

Ji j = tr

{
W−1 ∂W

∂ψi
W−1 ∂W

∂ψ j

}
+ 2

{
∂μT

∂ψi
W−1 ∂μ

∂ψ j

}
(57)

where ψi is the i th element of the parameters vector, ψ �
[pT , νT ]T . Since the noise covariance matrix, W, is free of
any unknown parameters, (57) becomes

Ji j = 2

{
∂μT

∂ψi
W−1 ∂μ

∂ψ j

}
. (58)

For μ � c−1d + Eν , the partial derivatives with respect to the
client’s position coordinates are given by

∂μ

∂x
= c−1ḋx ≡ c−1[ ˙̄dT

x , 0T
L

]T

∂μ

∂y
= c−1ḋy ≡ c−1[ ˙̄dT

y , 0T
L

]T (59)

∂μ

∂νi
= Eei

where ˙̄dx ,
˙̄dy denote the vectors containing the partial deriv-

atives with respect to the client’s position coordinates, which
are given by

∂ d̄i

∂x
= − (xi − x)√

(xi − x)2 + (yi − y)2
(60)

∂ d̄i

∂y
= − (yi − y)√

(xi − x)2 + (yi − y)2
. (61)

Using (59), the FIM elements can be found as

Jx x = 2c−2ḋT
x W−1ḋx = 2

c2σ̄ 2
˙̄dT

x
˙̄dx

Jxy = Jyx = 2c−2ḋT
x W−1ḋy = 2

c2σ̄ 2
˙̄dT

x
˙̄dy

Jyy = 2c−2ḋT
y W−1ḋy = 2

c2σ̄ 2
˙̄dT

y
˙̄dy (62)

Jxνi = 2c−1ḋT
x W−1Eei

Jyνi = 2c−1ḋT
y W−1Eei

Jνi ν j = 2eT
i ET W−1Ee j .

Define

Jpp �
[

Jx x Jxy
Jyx Jyy

]
(63)

Jpν �
[

Jxν

Jyν

]
. (64)

The FIM is given by

J =
[

Jpp Jpν
JT

pν Jνν

]
. (65)

The CRLB is obtained by inverting the complete FIM (see
[25, Ch.8, eq. (8.166)])

J−1 =
[(

Jpp − JpνJ−1
νν JT

pν

)−1
()

() ()

]
. (66)

The bound on the position coordinates is given by the top-left
block of J−1

C1stFix
pp = [

Jpp − JpνJ−1
νν JT

pν
]−1

. (67)
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2) Approximate CRLB for a Client in “Tracking Mode”:
When the EKF is converged and the bSTA clock offsets are
known (up to some residual error), and are being continuously
tracked, then μ 
 c−1d, and ψ � p.

Consequently

Ji j 
 2

c2(σ̄ 2 + σ 2
r )

{
∂μT

∂ψi

∂μ

∂ψ j

}
. (68)

The partial derivatives are obtained using (59), and the CRLB
on the position coordinates estimation error is obtained by

CTracking
pp 
 1

Jx x Jyy − J 2
xy

[
Jyy −Jxy

−Jxy Jx x

]

=
[
σ 2

x x σxy
σxy σ 2

yy

]
. (69)

B. Proof of Proposition 1

Assume that every broadcast includes Ñ replicas of the
timing measurements collected by the bSTA. Recall that L
denotes the number of broadcast timing measurements that
were measured by the client itself, then if the clock offsets
were time-invariant then one could define

Ě �
[

Ē
1Ñ ⊗ Ẽ

]
, W̌ �

[
σ̄ 2IL 0

0 σ̃ 2IÑ×L

]
. (70)

Next, from (62), we have

Jνiν j = 2eT
i ET W−1Ee j . (71)

Then, under (70), Jνi ν j becomes

J̌νiν j = 2eT
i ĚT W̌−1Ěe j

= 2eT
i

[
σ̄−2ĒT σ̃−21T

Ñ
⊗ ẼT

] [ Ē
1Ñ ⊗ Ẽ

]
Ee j

= 2eT
i (σ̄

−2ĒT Ē + Ñ · σ̃−2ẼT Ẽ)e j

≈
Ñ→∞

2Ñ σ̃−2eT
i ẼẼT e j . (72)

Recall that from (67), we have

C1stFix
pp = [

Jpp − JpνJ−1
νν JT

pν
]−1

. (73)

Hence, under Ñ → ∞, J̌pν J̌
−1
νν J̌T

pν → 0.
Thus, given enough bSTA→bSTA measurements (equivalent
to an EKF in “Tracking mode”), C1stFix

pp ≈ CTracking
pp (up to

additive noise level scaling).
This concludes the proof.
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