
IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 73, 2024 6502413

A Novel Overlapping ME Peaks Decomposition
Algorithm Based on Iterative

Derivative Sharpening
Wenhe He , Hui You , Zihao Lu , Yaping Liu , Yuanfen Chen , Ying Liu , and Cuimin Sun

Abstract— In microchip electrophoresis (ME) signals, multiple
subpeaks low-resolution overlapping peaks seriously interfere
with the measurement of peak parameters. However, the exist-
ing peak analysis methods either address the problem of two
subpeaks overlapping peaks or set peak parameters empirically.
In this study, an automatic overlapping peaks decomposition
algorithm based on signal smoothing, iterative sharpening, and
peak fitting is proposed. First, the Savitzky–Golay (SG) filter
is used for smoothing ME signals because it outperforms other
smoothing methods in peak retention ability, smoothness, and
preservation of the high-frequency information content of the
signal. Second, an iterative peak sharpening strategy is proposed
based on the principle of the even-order derivative method.
Finally, overlapping peak analysis methods based on swarm intel-
ligence algorithms, gradient algorithms, and simplex algorithms,
respectively, are proposed. For the swarm intelligence-based
fitting algorithms, the fitting errors (fes) of ME signals using
the proposed peak sharpening strategy are reduced by 13.5%,
23.7%, and 40.0% on average, respectively.

Index Terms— Even-order derivative sharpening, microchip
electrophoresis (ME), overlapping peaks decomposition, peak
fitting, Savitzky–Golay (SG) filter.

NOMENCLATURE

ME Microchip electrophoresis.
SLSMA Sigmoidal membership function and Lévy

flight-based slime mold algorithm.
TWOA Tent map-based whale optimization algorithm.
PSO Particle swarm optimization.
LM Levenberg–Marquardt.
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TRR Trust region reflective.
NM Nelder–Mead.
SG Savitzky–Golay.
Wl Wavelet.
Bw Butterworth.
Et Elliptic.
sc Sharpening coefficient.
fe Fitting error.
Los Length of signal.
grfe Growth rate of fe.
Th Threshold.
SNR Signal-to-noise ratio.
CI Chebyshev I.
CII Chebyshev II.

I. INTRODUCTION

RECENTLY, ME has been considered as a promising
detection technique that is gaining increasing attention.

The detection results of exosomes [1] and heavy metals [2]
samples show the wide application of ME. However, the
overlapping peaks problem [3], [4], [5], [6] is a serious
challenge for ME signal analysis. Thus, to accurately measure
component peaks (cps) in ME signals, further research is
needed on the analysis of low-resolution overlapping peaks.

In the last five years, the analysis methods of peak-shaped
signals based on optimization algorithms have been proposed.
These methods can be classified into three categories, namely,
swarm intelligence algorithms [7], [8], [9], gradient algo-
rithms [10], [11], and simplex algorithms [12]. Specifically,
the SLSMA [7] and the TWOA [8] were used for the fitting
analysis of overlapping ME peaks by exploiting the global
optimization capability of the swarm intelligence algorithm.
Furthermore, the PSO algorithm [9] based peak detection
method for chewing signals analysis also extends the appli-
cation of swarm intelligence algorithms. For the gradient
algorithms, the LM algorithm [10] and the TRR algorithm [11]
were used for the fitting analysis of the measured spectra of
methane and the gamma-ray spectroscopy peaks, respectively.
In addition, the application of the NM [12] algorithm to
mass spectrometry peak analysis demonstrates the optimiza-
tion capability of the simplex algorithm. These three types of
algorithms are more accurate for the analysis of overlapping
peaks with higher resolution. However, for noisy multiple
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subpeaks low-resolution overlapping peaks in complex ME
signals, these algorithms may obtain lower fitting accuracy if
the initial fitting parameters are not set appropriately.

For low-resolution overlapping peak problems, related stud-
ies have focused on resolution enhancement methods. In 2016,
Li et al. [13] proposed a signal enhancement method to
analyze overlapping peaks consisting of the Gaussian and
Lorentzian peaks. This study investigated the range of scs
and was applied to the analysis of mass spectrometry signals.
In 2019, to increase the resolution of the detected signal,
Wahab et al. [14] proposed a derivative enhancement method.
The effectiveness of this method was tested by trailing and
shoulder peaks. Furthermore, by empirically setting the sc,
this method was applied to the analysis of chromatographic
overlapping peaks. To increase the resolution of double Gaus-
sian overlapping peaks, Chen et al. [15] proposed a signal
enhancement method based on second-order derivatives. This
method can adaptively enhance the signal and is effective
for the analysis of mass spectrometry signals with double
subpeaks overlapping. In 2020, to rapidly increase the peak
capacity, Hellinghausen et al. [16] used the even-order deriva-
tive method to enhance the resolution of ultrahigh-pressure
liquid chromatography. In 2021, Sun and Xin [17] derived
an upper bound for the sc applicable to the Lorentzian
overlapping peaks. This second-order derivative method was
used to sharpen the nuclear magnetic resonance spectroscopy.
In 2022, the even-order derivative method [18] was used to
enhance the resolution of the pulse-coherent Doppler wind
LiDAR signals by empirically setting the sc. These studies
explored the application of the even-order derivative method
in enhancing the resolution of overlapping peaks. However,
these methods either target the case where only two subpeaks
overlap [15] or the sc is set empirically [13], [14], [18],
making it difficult to apply directly to the multiple subpeaks
overlapping peaks problem in ME signals.

It is worth noting that signal enhancement methods based on
even-order derivatives are sensitive to noise, so the choice of
signal smoothing method is also important. For example, the
SG filter was used for smoothing mass spectral signals [15].
Sadeghi et al. [19] analyzed the optimal window length for
different orders of SG filter. This method was used for noisy
signal recovery. Hasan et al. [20] showed that SG filter can
remove harmonics and does not cause distortion of grid voltage
signal. In addition to the SG filter, commonly used signal
smoothing methods include Wl denoising [21], Bw filter [22],
Chebyshev filter [23], and Et filter [24]. It can be seen
that these methods have been widely used in the smoothing
of different kinds of signals. There are few studies on the
smoothing of ME signals. Moreover, to analyze ME signals,
the smoothing method should be able to maintain the peak
positions.

From the above literature review, the following gaps exist
in the existing peak analysis methods.

1) Initialization of fitting parameters using manual setting
of the number of peaks or manual selection of the
position of each subpeak.

2) Setting the sc empirically during the resolution enhance-
ment process.

3) Lack of evaluation criteria for signal smoothing methods
related to the even-order derivative sharpening method.

4) Fewer types of algorithms are used simultaneously in
the fitting process.

To try to mitigate those gaps, an overlapping peak decompo-
sition method based on an iterative sharpening peak-finding
strategy is proposed in this work. The differences between
the strategy proposed in this article and those published in
recent years are as follows: to analyze the fiber Bragg grating
signal, the method proposed by Wang et al. [25] requires the
Hilbert transform of the signal, while the method proposed
by Kumar and Sengupta [26] requires the Wl transform and
the great likelihood estimation; the method proposed by Sadat
and Joye [27] requires the assistance of peak analysis software
such as OriginPro for Fourier transform infrared and Raman
spectroscopy; the method proposed by Kalesse et al. [28] needs
to manually set up the training set for supervised learning to
analyze the radar Doppler spectra. As a key step in this study,
the peak finding process combines peak sharpening and sliding
window [29] methods. The main contributions of this study are
as follows.

1) A strategy combining smoothing, sharpening, and peak
localization is proposed to automatically obtain peak
fitting parameters.

2) An iterative peak sharpening method is proposed, which
updates the scs based on the number of peaks and the fe.

3) Metrics for selecting signal smoothing method are
defined to evaluate the peak position retention capability
and smoothing.

4) We compared the peak fitting performance of different
optimization algorithms using synthetic and ME signals
to verify the effectiveness of the proposed sharpening
strategy.

The rest of this article is organized as follows. In Section II,
the proposed overlapping peak analysis method is described.
Section III describes the fitting results of different algorithms
for synthetic and ME signals. Discussion and conclusion are
given in Sections IV and V, respectively.

II. METHODOLOGY

In this work, a peak decomposition method based on itera-
tive sharpening is proposed. The proposed method consists of
three main steps: smoothing, sharpening and localization, and
fitting. Next, these major steps will be presented in a step-by-
step manner.

A. Signal Smoothing

Influenced by the performance of the detection instrument,
the ME signal cannot avoid the presence of noise, which
will interfere with the sharpening and fitting of the peaks.
Therefore, smoothing of the noisy signal is the first step of the
proposed method, which can be usually achieved by filtering.
SG is an effective filtering method that has been used for the
smoothing of grid voltage signals [20] and the recovery of
noisy signals [19]. Therefore, in the work, the SG is used
to smooth the ME signal before sharpening. The SG filter
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Fig. 1. Illustration of the signal smoothing process.

performs a least-squares polynomial fit to the signal in the
window with the following objective function (objf)

objf =

M∑
i=−M

(
N∑

k=0

cofk × i k
− sfi

)2

(1)

where cof is the polynomial coefficient, N = 2M + 1 is
the length of the filter window, and sf is the signal to be
filtered. It should be noted that the symbol × represents the
multiplication operation.

This filtering process can be considered a convolution
operation, and the filtered signal is given as follows:

fs(k) =

M∑
−M

firi × sfk−i =

M∑
−M

firk−i × sfi (2)

where fir is the fixed impulse response.
Inspired by Wang et al. [30], we graphically represent each

key step to visualize the proposed method. Fig. 1 illustrates
the process of signal smoothing. As can be seen from Fig. 1,
the original signal on the left contains noise and cannot be
sharpened directly using the even-order derivative method.
By signal smoothing operation, the signal obtained is smoother
and conducive to peak sharpening.

In this study, the peak position retention capability, smooth-
ness, and signal content preservation of those signal smoothing
methods are compared. First, the effect of different smoothing
methods on the high-frequency information content of the
signal can be analyzed by comparing the SNR. Second, the
peak positions of the smoothed signal are required to be close
to those of the original signal in order to fit the original signal.
Third, the smoothed signal should be relatively smooth in
order to be sharpened using the even-order derivative method.

The mathematical expression for SNR [31] is as follows:

SNR = 10log10

∑N
i=1 (S1i )

2∑N
i=1 (S1i − S2i )

2
(3)

where N denotes the number of data points in the signal,
and S1 and S2 denote the signal before and after smoothing,
respectively.

The peak position retention capability is defined as the
horizontal distance between the maxima of the signal, before
and after smoothing, as follows:

Distance = |tmax1 − tmax2| (4)

where || represents the absolute value operator, tmax1 and
tmax2 represent the horizontal coordinate values of the max-
ima of the original and smoothed signals, respectively.

Let both A and B be signal-smoothing methods. Then,
the relative smoothness of A with respect to B is defined as
follows:

Smoothness(A, B) = std(S3B)/std(S3A) (5)

where std denotes the standard deviation, and S3 denotes
the first-order derivative of the smoothed signal. Smoothness
denotes the degree of fluctuation of the smoothed signal.

It is worth noting that the choice of smoothing method
should also be able to remove noise while preserving the
information content of the signal. A comparison of different
signal smoothing methods will be given in Section III.

After the smoothing of the signal, the overlapping peak
decomposition algorithm proposed in this study moves to
the peaks sharpening and localization step, which will be
discussed in subsection II-B.

B. Peaks Sharpening and Localization

In the study, the step is followed by peak fitting. For the
peaks fitting problem, it is a challenge when lower resolution
peaks are present in the smoothed signal. A common mathe-
matical method for improving peak resolution is the even-order
derivative [14] method. Visually, this method makes the peaks
sharper; hence, it is called the peaks sharpening method. The
mathematical expression [18] of the peaks sharpening method
is as follows:

ss = s +

n∑
1

(
(−1)i

× sci × s(2i)) (6)

where ss is the sharpened signal, s is the signal to be
sharpened, n is the number of derivatives, sc is the sharpening
coefficient, and s(2i) is the derivative of s.

From (6), the sharpening process approximates a Taylor
expansion. In (6), the value of sc determines the sharpening
effect of the signal, which affects the results of peak localiza-
tion. Therefore, it is important to choose a suitable sc value.
The appropriate sc should allow the signal to be moderately
sharpened to locate the desired peak position. Theoretically,
sc can be any real number. When the sc is too small, it is
difficult to locate the desired peaks. On the contrary, false
peaks may be localized for too large sc. Thus, the selection
of the appropriate sc is important. In existing studies, analysts
need to select sc empirically, and these manual methods affect
the automatic analysis of the signal. To the best of the authors’
knowledge, there are no relevant methods for studying iterative
scs for low-resolution multiple subpeaks overlapping peaks,
which is the motivation for this article.

In the proposed method, peak sharpening and peak position
localization are the key steps. Peak sharpening facilitates peak
localization, which is then used to initialize the peak fitting
algorithm. To locate each peak position, (6) is used to enhance
the peak resolution of the smoothed signal. For ME signals, the
horizontal coordinate is the index of the data, and the vertical
coordinate is the strength of the signal. Thus, the position of a
peak can be represented by its index in the ME signal. In this
study, a peak localization procedure that takes the index of
the local maximum of the signal within the window as the
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Fig. 2. Illustration of the peak sharpening and localization process.
(a) Smoothed signal. (b) Sharpened signal. (c) Result of peak localization
of the smoothed signal. (d) Peak localization result of the sharpened signal.

peak position is developed. The mathematical expression of
this procedure is shown in the following equation:

fp = max(ss(i)), i ∈ [W min, W max] (7)

where fp is the position of the peaks found, ss has the same
meaning as in (6), i is the index of the signal, and W min
and W max denote the start and end of the peak localization
window, respectively. For ease of description, we define the
length of fp as the term “found peaks.”

Fig. 2 illustrates the process of peak sharpening and local-
ization. From Fig. 2, it can be seen that the number of peaks
that can be localized for the sharpened signal is much higher.
This will facilitate the fitting analysis of overlapping peaks.

C. Peaks Fitting

Usually, the ME signal contains the peaks corresponding to
the individual components of the sample and the noisy baseline
of the system. According to a recently published study [7], the
cps can be represented as Gaussian peaks (gps) and the noisy
baseline as noise (ns) and baseline (bl). Therefore, the ME
signal with N peaks can be expressed as follows:

sme(t) = ns(t) + bl(t) +

N∑
1

cpi (t) (8)

where sme is the ME signal.
To facilitate the analysis, the baseline correction of the

signal is required. In this work, gps are used to fit the ME
signal. A unit height gp with position (pos) and width (wid)
can be expressed as follows:

gp(t) = e−((t−pos)/wid)2
×ln16. (9)

According to [7], the cps of the ME signal can be fit as the
sum of gps, and the fe can be expressed as follows:

fe =

∥∥∥∥∥
N∑
i

(hi × gpi (t) − cpi (t))

∥∥∥∥∥
2

/
√

Los (10)

where hi is the height of the i th gp and Los is the length of
the signal. To minimize fe, it is necessary to give relatively
accurate initial values of peak parameters for the fitting
algorithm. In this work, the fp in (7) is used to initialize the

Fig. 3. Illustration of the peaks fitting process.

overlapping peak fitting algorithm. Specifically, the number of
peaks is first determined based on the length of fp, and the
coding length of the individual is further determined. Then, the
boundary of the dimension in the individual corresponding to
the position of the peaks is set based on the value of fp. Finally,
the boundary of the dimension in the individual corresponding
to the width of the peaks is set. In this work, the final fit is to
the original signal, i.e., the signal that has not been smoothed
and sharpened. After going through the smoothing, sharpening,
and peak localization process, the resulting peak parameters
are used for initialization of the peak fitting algorithm. Fig. 3
illustrates the process of peak fitting.

In this study, we define the grfe as follows:

grfe =
∣∣(er(iter)−er(iter − 1))

/
er(iter)

∣∣ (11)

where grfe is the growth rate of fitting error, er is the fitting
error, and iter indicates the current iteration. Specifically, the
positions of all the fp under the current sc are used to initialize
the PSO for an individual. Then, the signal is fit with the
PSO algorithm and the fe is calculated. If grfe is less than
the Th, it means that there are small false peaks under the
current sc. According to the literature [32], for the peak fitting
problem, more number of subpeaks leads to smaller fes. Thus,
theoretically, a larger number of sub-peaks is better. However,
the peaks found should be of practical significance. In this
study, when an increase in the number of peaks leads to a
decrease in the error of the current iteration and the growth
rate of the error, gref, is less than the Th, it is considered
that there are false small peaks in the found peaks. Therefore,
the results of the previous iteration are more realistic, i.e., the
results of the previous iteration are better. The peak fitting
process ends when these results are obtained. Fig. 4 shows
the flowchart of the proposed method.

D. Computational Complexity

Let the signal length be L , and the number of indi-
viduals, dimension, and maximum number of iterations of
the swarm intelligence algorithm be N , D, and T . From
Fig. 4, the computational complexity of the peak analysis
algorithms proposed in this study mainly depends on signal
smoothing, sharpening with peak localization, and peak fitting.
The computational complexity of signal smoothing is O(L).
The computational complexity of signal sharpening and peak
localization is O(L). Note that the computational complexity
of the peak fitting process depends on the fitting algorithm
used. The computational complexity of the peak fitting process
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Fig. 4. Flowchart of the proposed algorithm.

using SLSMA1 is O[D + T × N (1 + log N + D)]. Therefore,
the computational complexity of the proposed algorithm is
O{L[D + T × N (1 + log N + D)]}. The run time of each step
involved in the proposed method is discussed in Section IV-C.

III. EXPERIMENT AND RESULTS

To analyze the accuracy of the different methods, this study
compares three peak fitting methods: automatic methods, man-
ual methods, and commonly used tools. The automatic method
refers to the method proposed in this article that automatically
obtains the peak parameters, identified by the abbreviation
of the fitting algorithm plus the number 1, e.g., SLSMA1.
The manual method is the one that requires the analyst to
give the number of peaks, identified by the abbreviation of
the fitting algorithm plus the number 2, e.g., SLSMA2. The
commonly used peak fitting tools are identified by the name
of the software, e.g., Origin and PeakFit. It should be noted
that this section focuses on comparing the fitting accuracy of
the automatic and manual methods. The comparison of the
automatic methods with the commonly used peak fitting tools
is given in Section IV-B.

A. Data Acquisition

To verify the performance of the proposed method, two
types of peak-shaped signals are used. The first type of signal
is the synthetic peak, consisting of five gps superimposed at
adjacent peak positions. With the in-built MATLAB function
“AWGN,” the SNR of the synthetic signal is set to 20, 21, and
22 dB, respectively, to simulate the ME signal. To construct

TABLE I
PEAK PARAMETERS OF SYNTHETIC SIGNALS

overlapping peaks, the parameters of the gps (i.e., height,
width, and position) all usually need to be set to specific
values. Inspired by Matsumura et al. [33] and Zhang et al. [34],
the width of the gps in the synthetic signal is set to the same
value in this study for the sake of brevity. Based on this,
overlapping peaks are constructed by setting different heights
or positions for the gps. The width of all gps is 120, and the
other parameters of the synthetic signal are shown in Table I.
The length of the synthetic signal is set to 1400 to demon-
strate the baseline on both sides of the peaks. In addition,
to further validate the proposed method on real-world signals,
ME signals of three samples are collected. These samples
are described in Table II. For Sample 1, the stock solutions
are L-histidine (His), 2-(N-morpholino)-ethanesulfonic acid
(MES), 18-Crown-6, and sodium hydroxide at concentrations
(mM/L) of 40, 40, 20, and 150, respectively. The ME exper-
imental setup of Sample 1 is consistent with those of the
recently published works [7], [35]. From Table II, Sample
2 is a soybean seedling extract. It is selected from the whole
soybean seedlings cultivated for 30 days, and the leaves are
grounded and filtered, and the leaf juice is extracted as the
sample to be measured. For Sample 2, the sample matrix
solution in the sample to be tested is 2.5-mM MES/His
0.01-mM CTAB 5-mM 18-crown-6. For Sample 3, the ME
experimental setup is consistent with those in [1]. For each
sample in Table II, the ME injection and separation voltages
were set to 500 and 1000 V, respectively. The frequency of
both the excitation and reference signals of the ME detection
system is 700 kHz, while the amplitudes are 5 and 20 Vpp,
respectively. The final data acquisition was done by software
written in MAX194 and LABVIEW. For Samples 1–3, the
lengths of the acquired ME signals are 12 019, 18 001, and
27 501, respectively.

B. Comparison of Signal Smoothing Methods

As mentioned in Section II-A, although the sharpening of
peaks can improve the resolution of overlapping peaks, the
signal is required to be relatively smooth to calculate the
even-order derivatives. Therefore, it is important to choose a
suitable signal-smoothing method. In the study, six commonly
used signal smoothing methods are compared, including SG,
Wl, Bw, CI, CII, and Et. The parameters of these filters were
selected in an orthogonal experimental design. Depending on
the characteristics of different filters, the orthogonal table was
designed as a two-factor four level (for SG and Bw), a three-
factor four level (for CI and CII), and a four-factor four level
(for Et). Note that Wl depends on the order of the filter,
and its value is set to a list of integers between 1 and 13.
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TABLE II
DESCRIPTION OF DIFFERENT SAMPLES

TABLE III
PARAMETERS OF SIGNAL SMOOTHING METHODS

Experimentally, the parameters of each filter were selected
as shown in Table III. The synthetic and ME signals have
different lengths, and Table III gives a set of filter parameters
for each of the two signals. The results of these methods
are compared in terms of SNR, peak retention capability, and
smoothness according to Section II-A.

Fig. 5 shows the comparison of the peak position retention
capability of different signal smoothing methods. According
to (4), the smaller the value of distance is the better the peak
position retention capability of the smoothing methods. It can
be seen that for both synthetic and ME signals, SG and Wl
have better peak retention capability than other methods.

Fig. 5. Peak retention capability of different signal smoothing methods.
(a) Synthetic signals. (b) ME signals. Distance is defined in (4). Each value
is the average of 100 passes of signal smoothing.

TABLE IV
SMOOTHING RESULTS OF SG AND WL IN DB

TABLE V
SMOOTHNESS OF WL RELATIVE TO SG

Signal smoothing methods should remove noise while
retaining sufficient high-frequency information content of the
signal. Therefore, SNR [as defined in (3)] is used to evaluate
the performance of signal smoothing methods. Table IV shows
the smoothing results in dB for filters SG and Wl. From
Table IV, both SG and Wl can maintain the high-frequency
information content of the signal. Overall, the results of SG
are slightly better than those of Wl.

To further compare the signal smoothing performance of
SG and Wl, the smoothness is also compared. Table V
demonstrates the smoothness of Wl with respect to SG. From
Table V, the smoothness of SG is slightly higher than that
of Wl.

Fig. 6 shows the smoothing results of these methods for
synthetic and ME signals of mixed chloride salt samples. From
Fig. 6, all these methods can smooth the signals. However,
only Wl and SG can maintain the peak positions before
and after smoothing. Further comparison results of these two
methods are shown in Fig. 7. As can be seen from Fig. 7, the
SG filter exhibits good smoothing effects on the ME signals.
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Fig. 6. Smoothing results of different signal smoothing methods. (a) and
(c) Synthetic signal. (b) and (d) ME signal of mixed chloride salt sample.

Fig. 7. Signal smoothing results of different signal smoothing methods.
(a) and (c) ME signal of soybean seedling extract. (b) and (d) ME signal of
exosome extract.

In summary, although the SG filter does not significantly
outperform the other filters compared (e.g., the Wl filter)
in smoothing the ME signals, the SG filter does show a
certain degree of superiority in terms of the SNR, smoothness,
and peak-position retention in terms of the overall smoothing
effect. This may be related to the polynomial fitting [see (1)]
and convolution properties [see (2)] of the SG filter. In addi-
tion, existing related studies [5], [36], [37] also illustrate the
suitability of SG filters for the smoothing of electrophoresis
signals. A discussion of the effect of the SG filter parameters
will be given in Section IV-A.

C. Results of Synthetic Signals

For synthetic signal, the sharpening results with different
sc are illustrated in Fig. 8. From Fig. 8, the number of fp
increases in a stepwise manner as sc increases. In addition,

Fig. 8. Number of fp versus sc for the synthetic signals.

when sc is greater than the length of the synthetic signal (i.e.,
1400), the number of fp is already significantly greater than
the number of true peaks (i.e., 5). Thus, the search range of
sc is between 1 and the length of the synthetic signals.

To demonstrate the effectiveness of the proposed peak
sharpening method, the fitting performance of different algo-
rithms is compared in this section. For the overlapping peak
fitting problem, the fitting accuracy of the swarm intelli-
gence algorithms (SLSMA [7], TWOA [8], and PSO [9]),
the gradient algorithms (LM [10] and TRR [11]), and the
simplex algorithm (NM [12]) are analyzed. Consistent with
previous work [7], the population size and maximum num-
ber of iterations for the swarm intelligence algorithms in
this study are set to 300 and 200, respectively. The other
parameter settings of the swarm intelligence algorithms are
shown in Table VI. In addition, the gradient algorithms (LM
and TF) and the simplex algorithm (NM) are used via the
nonlinear least squares solver “lsqnonlin” and the nonlinear
programming solver “fminsearch” in MATLAB, respectively.
Default parameters for these solvers are used. The parame-
ters of these peak analysis algorithms are initialized by the
proposed peaks sharpening method and the manual setting
method, respectively. In contrast to the manual method, which
requires empirical or visual determination of the number of
peaks, the proposed sharpening method can automatically find
peaks. To facilitate the description of different algorithms, the
methods ending with the number 1 (e.g., SLSMA1) are based
on the proposed sharpening method, and those ending with the
number 2 (e.g., SLSMA2) are based on the manual method.
According to (10), the individuals in the peak fitting process
swarm intelligence algorithm are encoded as (pos1, wid1, pos2,
wid2, . . . , posn , widn), i.e., a vector consisting of the position
and width of the peaks, and the starting point of the gradient
algorithm and the simplex algorithm is the position of the
found peaks.

Fig. 9 shows the fes of different algorithms for the synthetic
peaks. For the synthetic signal, the number of subpeaks is 5
(see Table I). When the number of fp after sharpening is 5,
the average fes of different algorithms for the synthetic signal
are shown in Fig. 9. For swarm intelligence algorithms, the
fe of the proposed peaks sharpening method is smaller than
that of the manual setting method. Fig. 9 also shows the
comparison of the fes of the gradient algorithms and the
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TABLE VI
PARAMETERS OF SWARM INTELLIGENCE ALGORITHMS

Fig. 9. fes of the synthetic signal. The fe is the mean of 100 fits of fe [as
defined in (10)].

simplex algorithm. For the gradient algorithms and the simplex
algorithm, the fe based on the proposed overlapping peaks
sharpening strategy is smaller. For the manual setting method,
it is worth noting that the fes of the gradient algorithms and
the simplex algorithm are slightly larger than those of swarm
intelligence algorithms. In addition, the fe decreases overall
with increasing SNR, except for the cases where the SNR is
21 dB (TWOA2) and the SNR is 22 dB (NM2).

When the number of fp after sharpening is 5, the fitting
results of SLSMA1 for synthetic signals with different SNRs
are shown in Fig. 10, where Fig. 10(a)–(c) correspond to
20, 21, and 22 dB, respectively. Due to the low resolution
of the subpeaks of the synthetic signal, the number of fp
for the overlapping peaks with different SNRs all start from
1. To analyze the effect of the number of fp on the fitting
accuracy, the average fe at each number of fp is calculated.
Fig. 10(d)–(f) shows the fes of the synthetic signals with
different noise levels versus the number of fp. It can be seen
that the error of the different algorithms decreases with the
increase of the number of fp. In addition, for most algorithms,
the fe decreases more quickly when the number of fp is less
than 5. When the number of fp is greater than or equal to 5, the
fe is almost constant. This trend is more obvious for synthetic
signals with higher SNR, as shown in Fig. 10(f).

Table VII shows the average error between the peak posi-
tions of the fp and the true peak positions. For the five

Fig. 10. Fitting results of the synthetic signals. The SNR of (a) and (d) is
20 dB, that of (b) and (e) is 21 dB, and that of (c) and (f) is 22 dB. The fe
is the mean of 100 fits of fe [as defined in (10)].

TABLE VII
PEAK POSITION ERRORS OF SYNTHETIC SIGNALS

subpeaks in the synthetic signal, the position error of the third
subpeak is smaller than that of the other subpeaks. It could be
because the third subpeak is in the center and has the highest
peak height. In addition, the overall small peak position errors
in Table VII indicate that the proposed iterative overlapping
peaks sharpening strategy is effective.

D. Results of ME Signals

In this section, the ME signals of different samples (see
Table II) are analyzed, and the relationship between the
number of fp and sc is shown in Fig. 11. As can be seen
from Fig. 11, the number of fp shows a stepwise increase
with the increase in the value of sc. This is consistent with
the peak sharpening results of the synthetic signals (see Fig. 8).
Thus, the iterative sharpening method proposed in this work
is effective for the analysis of ME signals.
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Fig. 11. Number of fp versus sc for the ME signals.

Fig. 12. fes of different algorithms. The fe is the mean of 100 fits of fe [as
defined in (10)].

For Samples 1–3, the fes are shown in Fig. 12 when the
number of fp is 6, 7, and 4, respectively. From Fig. 12, the
fe of the proposed sharpening method is smaller than that
of the manual method, which is consistent with the fitting
results of the synthetic peaks (Fig. 9). In Fig. 12, for the swarm
intelligence algorithms SLSMA, PSO, and TWOA, the ME
signal fes after using the proposed peak sharpening strategy are
reduced by 13.5%, 23.7%, and 40.0% on average, respectively.

Fig. 13 shows the fes of different algorithms for ME signals.
Although the parameters of each subpeak in ME signals are
unknown, the number of peaks can still be observed from the
ME signals. The fe of ME signals versus the number of fp
is shown in Fig. 13(b)–(d), respectively. Unlike the synthetic
signals, the number of fp in the ME signals starts from 4,
6, and 3, respectively. For SLSMA1 and PSO1, the fe of
Sample 1 decreases rapidly as the number of fp increases
from 4 to 6; when the number of peaks continues to increase,
the fe of these two algorithms remains almost constant. Note
that although the error of the other algorithms decreases as the
number of fp increases, a clear turning point (i.e., the number
of fp is 6) is not observed. For Samples 2 and 3, similar
results are presented. The results are consistent with the fitting
results of the synthetic peaks (Fig. 10). Table VIII lists the
comparison of the fes of the swarm intelligence algorithms.
It can be seen that the PSO algorithm gives slightly better
results than the other two algorithms. On the one hand, for
the analysis of ME signals, a high stability of the peak fitting

TABLE VIII
FES OF SWARM INTELLIGENCE ALGORITHMS

Fig. 13. Fitting results of the ME signals. (a) and (d) Sample 1, (b) and
(e) Sample 2, and (c) and (f) Sample 3. The fe is the mean of 100 fits of fe
[as defined in (10)].

algorithm is required. On the other hand, although the fitting
accuracy is improved with the help of the proposed sharpening
strategy, the swarm intelligence algorithms used in this article
are metaheuristic algorithms, the robustness still needs to be
discussed, which will be given in Section IV-B.

From the above comparison of results, it can be seen that the
proposed iterative peak sharpening strategy can improve the
fitting accuracy of overlapping peaks. From Fig. 4, the advan-
tage of the proposed method (e.g., SLSMA1) over existing
similar methods (e.g., SLSMA2) is that the peak fitting param-
eters can be set automatically. Nevertheless, the computational
complexity of the proposed method in this study is higher
because it combines the even-order derivative sharpening
process with the existing methods. Therefore, it is necessary
to choose a suitable peak fitting method when analyzing ME
signals from complex samples. The recommendation is to use
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TABLE IX
PEAK FINDING RESULTS FOR DIFFERENT FRAME LENGTHS

the manual method for the analysis of ME signals with a
high number of subpeaks and a low SNR; otherwise, use the
automatic method.

IV. DISCUSSION

A. Effect of Smoothing Parameters

As mentioned in Section III-B, the performance of signal
smoothing methods affects the results of sharpening and peak
localization. Therefore, it is necessary to discuss the effect of
smoothing parameters on peak finding results. The parameters
that affect the filtering effect in SG filters are polynomial order
and frame length (fl). In addition, the number of smoothing
also affects the smoothness of the filtered signal. The more
the number of smoothing, the smoother the filtered signal is
and the less the possibility of false peaks in the signal after
sharpening using even order derivatives. In this section, both
the polynomial order and the number of smoothing are set
to 2. In this section, we focus on the relationship between
the fl of the SG filter and the peak-finding results, as shown
in Table IX. It can be seen that the larger fl is, the fewer
the number of peaks found in the initial stage of peak finding.
Combining the characteristics of ME signals with the principle
of SG filter, the fl value in this study is chosen from an odd
number between 121 and 809.

B. Robustness

Swarm intelligence algorithms (SLSMA, PSO, and TWOA),
all of which are metaheuristics, are involved in the peak
fitting methods proposed in this study. There is some ran-
domness in the computational results of these metaheuristic
algorithms, which is a challenge for ME overlapping peak
analysis algorithms that require high fitting accuracy. Although
the effectiveness of the proposed algorithms has been tested
using synthetic and ME signals in Sections III-C and III-D,
further robustness analysis is still needed.

Fig. 14 shows the convergence curves of the pro-
posed swarm intelligence-based overlapping peaks analysis

Fig. 14. Convergence curves of swarm intelligence-based peaks fitting
algorithms for ME signals. SLSMA1 and PSO1 are shown in the left and
right columns, respectively. The ME signals are the detection data for (a) and
(d) Sample 1, (b) and (e) Sample 2, and (c) and (f) Sample 3, respectively.

algorithm. These convergence curves are derived from the
fitting results of the ME signal. From Fig. 14, SLSMA1 can
converge in about 120 iterations. In contrast, PSO1 converges
more slowly. When fp = 6, i.e., the number of peaks found
is 6, the final fe is also very close to that of fp > 6. At the
maximum iteration, the fe of SLSMA1 is very close to that
of PSO1 in most cases. Therefore, the swarm intelligence
algorithm can be used for peak fitting with the assistance of
the proposed peaks sharpening strategy.

To compare the proposed peak fitting methods with the
commonly used peak fitting tools, the goodness of fit is defined
as follows:

R2
= 1 −

∑N
i=1 (y − yfit)

2∑N
i=1 (y − ȳ)

2 (12)

where R2 denotes the goodness of fit, y denotes the original
signal, ȳ denotes the mean value of y, yfit denotes the fit signal,
and N denotes the number of data points in the signal.

Fig. 15 shows the fitting results of the proposed swarm
intelligence-based overlapping peak analysis method and two
commonly used peak analysis tools (PeakFit [38] and Ori-
gin [39]) for the ME signal. It can be seen that the goodness
of fit of the proposed swarm intelligence-based peak fitting
algorithm is slightly lower than that of the two tools. It should
be noted that these tools are manual fitting methods, whereas
the proposed method is more automated. Despite a certain
degree of randomness in the swarm intelligence-based peak
fitting algorithm, the results are close to those of the manual
tools.
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Fig. 15. Fitting results of ME signals for different peak analysis methods.
(a)–(c) Samples 1–3, respectively. R2 [as defined in (12)] is the average of
100 fits.

TABLE X
RUNNING TIME OF SIGNAL PREPROCESSING STEPS

Overall, for the peak fitting problem, the robustness of the
swarm intelligence algorithms is reflected in the following
aspects. First, the proposed peak fitting algorithm contains
the steps of smoothing, sharpening and peak localization, and
fitting, in which the smoothing algorithm selects the SG filter
that can maintain the peak position, and the sharpening process
iteratively improves the peak resolution, so the designed
algorithm demonstrates certain robustness in principle. Sec-
ond, the swarm intelligence algorithms can converge when
fitting ME peaks (Fig. 14), indicating the robustness of the
proposed algorithm. Finally, the comparison results with other
state-of-the-art peak analysis methods (Fig. 15) also validate
the robustness of the metaheuristic algorithms.

C. Time Complexity Analysis

It is clear from Section II that the proposed peak analysis
method involves the steps of smoothing, sharpening, peak
finding, and fitting. Therefore, to analyze the computational
complexity of the proposed method, it is necessary to analyze
the run time of each step. For convenience, the steps prior to
fitting are referred to as signal preprocessing steps. For ME
signals, Table X shows the run time of the signal preprocessing
steps. It can be seen that the sharpening step has the shortest
running time. For the fitting step, the running times of the
different algorithms were analyzed for Samples 1–3, when the
number of peaks was 6, 7, and 4, respectively, according to
Fig. 13. The run time of the fitting step is shown in Fig. 16.
From Fig. 16, there is a small difference in the running time of
different algorithms. This shows that the proposed sharpening
method is effective.

D. Summary

To analyze multiple subpeaks low-resolution overlapping
peaks in ME signals, an iterative sharpening strategy is
proposed in the study. To the best of authors’ knowledge,
the even-order derivative method is applied for the first

Fig. 16. Run time of the fitting step for ME signals. The value is the average
of ten fits.

time to the sharpening of ME signals. From the sharpening
results of the synthetic signals (Fig. 8) and the ME signals
(Fig. 11), it is clear that the number of fp increases stepwise
with increasing sc. Nevertheless, it is still a challenge to
choose the suitable sc value and to improve the final ME
overlapping peaks fitting accuracy. This inspired the present
study, i.e., an overlapping peaks analysis method based on
an iterative sharpening strategy. The fitting results of the
synthetic peaks (Figs. 9 and 10 and Table VII) and the ME
peaks (Figs. 12–15 and Table VIII) show that the proposed
method has a higher fitting accuracy compared to the manual
method. This indicates that the proposed method is effective
for overlapping peak analysis.

V. CONCLUSION

To improve the fitting accuracy of ME signals containing
overlapping peaks with low resolution and multiple subpeaks,
a peak analysis method based on an iterative sharpening
strategy is proposed in this work. The proposed method
consists of three main steps: smoothing, sharpening and peak
position localization, and fitting. First, the SG method is used
in this study because it outperforms other commonly used
signal smoothing methods in these metrics of peak retention
ability, smoothness, and preservation of the high-frequency
information content of the signal. Second, the smoothed signal
is iteratively sharpened using the even-order derivative method,
and then, the found peak parameters are used for the ini-
tialization of the overlapping peak fitting algorithms. Finally,
the accuracy of the proposed method, the manual method,
and the commonly used peak fitting tools are compared on
the synthetic and ME signals. The results show that the
proposed peak sharpening strategy can improve the accuracy
of overlapping peak fitting. When fitting ME signals, the fitting
accuracy of the proposed method is higher than that of the
manual method and lower than that of the commonly used
tools. This may be because the accuracy of peak position
localization under the proposed peak sharpening strategy is
slightly lower than that of the manual tools. Currently, the
proposed overlapping peak analysis method is only applicable
to ME signals, and its application needs to be extended in the
future based on the characteristics of other types of detected
signals.
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