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Abstract— Medical applications in which patient movements
are tracked with 3-D surface imaging systems are becoming
increasingly popular. The 3-D imaging systems used for such
applications must be able to cope with controlled and uncon-
trolled motions of the human body. The key factors for producing
a high-quality 3-D representation of the moving human body
are the spatial resolution, accuracy, and precision of the 3-D
imaging system. To our knowledge, no international standard
yet exists to assess these parameters. In this article, we propose
a phantom model, a method, and parameters for the assessment
of spatial resolution, accuracy, and precision to evaluate systems
for the 3-D imaging of moving objects. The proposed phantom
model is an extension of the standard 1951 USAF resolution
test chart to 3-D and consists of two parallel staircases with
varying step heights. The phantom model is actuated with an
industrial robot. The application of our method to the Photoneo
MotionCam-3-D showed that their multishot structured-light
mode has a higher accuracy for static and slowly moving objects
(accuracy of 0.1 mm) than their single-shot structured-light
mode (accuracy of 0.5 mm). However, the single-shot mode can
capture fast-moving objects without much loss of accuracy and
precision. This provides practical quantifications for the Photoneo
MotionCam-3-D. Furthermore, this confirms that the proposed
phantom model, method, and parameters can be used as part of a
standard to assess the spatial resolution, accuracy, and precision
of systems for the 3-D imaging of moving objects.

Index Terms— 3-D measurements, accuracy, moving objects,
precision, quality assessment, spatial resolution.

I. INTRODUCTION
HREE-DIMENSIONAL surface imaging is increasingly
used in applications in the medical field [1], [2], [3],

[4], [5], [6], [7], [8], [9], with approaches that track patient
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movements becoming ubiquitous. Some applications include
captures of the human upper body, especially the human
back in various postures and movements. The 3-D imaging
systems used for such applications must be able to capture
controlled and allow for uncontrolled movements. Controlled
human movements include bending forward and bending side-
ways. Uncontrolled movements include breathing or small
involuntary movements that occur even when capturing static
postures. To cope with such movements, the spatial reso-
lution, accuracy, and precision of the 3-D imaging system
must fulfill certain conditions to capture a reproducible 3-D
representation of the moving human body at sufficient quality
for the intended use case. Many authors address this issue,
including applications of moving objects outside the scope of
medical applications [10], [11], [12], [13], [14], [15]. However,
to our knowledge, no international standard exists to assess
the spatial resolution, accuracy, and precision of 3-D imaging
systems. Thus, people tend to evaluate multiple approaches
and state various quality parameters to increase confidence in
their results. Furthermore, a variety of phantom models are
used to quantify the spatial resolution, accuracy, and precision
of imaging systems. The phantom models used in various
papers range from planar surfaces and spherical objects to
complex objects such as step surfaces, 3-D printed letters,
rotating propellers, statues, and human body parts [10], [11],
[12], [13], [14], [15]. In the case of a planar surface, the pre-
cision error is found by comparing to a best-fitting plane [10],
[11]. For spherical objects, the accuracy error is found by com-
paring to the diameter of a best-fitting sphere [11], [16]. For
complex objects, a general reconstruction error incorporating
both precision and accuracy can be determined by comparing
to a best-fitting ground-truth model [11], [15]. The variety
of phantom models makes it impossible to compare results
between these systems.

In 2-D, the 1951 USAF resolution test chart is an accepted
standard and is used in many applications [17], [18], [19], [20],
[21]. In this article, a 3-D phantom model is proposed that
extends the 1951 USAF resolution test chart to 3-D. Further-
more, a method and parameters for spatial resolution, accuracy,
and precision are proposed to evaluate 3-D imaging systems
for the application of moving objects. The proposed method
is generic for various applications, including measurements of
human motion.
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Fig. 1. CAD drawing of the proposed phantom model with coordinate system,
tread surfaces (Ag, e.g., Ay, A1, Ay), and varying step heights for left (s;;),
middle (s ), last middle (sy;,), and right (s;;) steps, where i € [1, 5], and n
is the number of steps.

II. MATERIALS AND METHODS

Section A of this section describes the proposed phantom
model. Section B explains the accuracy and precision anal-
yses. Section C explains the steps that are necessary to set
up the system and apply the proposed method correctly, and
Section D outlines the data acquisition and processing steps
in detail.

A. Phantom Model

The proposed phantom model (Fig. 1) allows an evaluation
of spatial resolution, accuracy, and precision in a single and
uniform manner. The design combines flat surfaces (A;) and
unique geometric structures such as those in the 1951 USAF
resolution test chart. The structure consists of two parallel
staircases with different step heights (s;,, s;;, Si»,) that replicate
the step series in the spatial domain. This design allows steps
in both directions, the left and right steps in the X-direction
and the middle steps in the Y -direction. The step heights on the
right (s;,), left (s;;), and middle (s;,,) steps, as well as the last
middle (s,,) step are determined by the following equation:

Sir =i+ ¢ (1)
1

Si1=(77—i+§)'§ 2)

Sim = Sir — Sil,  Spm = % (3)

where i € [1, n] is the counter variable, ¢ the minimum desired
accuracy, and n the number of steps. The stair treads (Ay;, Aj,)
at the upper end are aligned to provide variable but defined
step heights for the middle steps.

The model can be scaled to meet the requirements of the
end application, including resolution capabilities, object size,
and so forth. This includes the scaling of the overall model, the
number of steps 1, and the scaling of the smallest step height.
To define a custom scaling, a minimum desired accuracy ¢
has to be defined for the specific application. The smallest
step height is chosen as a quarter of the size of the selected
value for ¢ to allow for sufficient margin.
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Fig. 2. Captured staircase model with visualization for ROI7 covering the
stair step between the stair tread surfaces A7, and Ag,, where the tread surface
Ag; is orthogonally aligned with the image axis. The ROI is defined by the
height of the entire staircase model, the stair tread depth (s4), and width (sy,).

Spatial resolution and accuracy are evaluated with the differ-
ent step heights (s;,, si;, Sim), Whereas precision is determined
with the flat tread surfaces (Ay). All parameters are determined
from the depth measurements in the Z-direction.

B. Accuracy and Precision Analysis

Absolute accuracy in this article states how close the
measured distance between the stair tread and the camera
is to the real distance. The relative accuracy states how
close the measured step height is to the real step height.
The focus is on the relative accuracy as this metric is more
relevant to reconstructing the shape of a target. Precision
states how dispersed the points of the measured stair tread
surface are.

To analyze accuracy and precision, the captured staircase
model is divided into 3-n regions of interest (ROI). Each stair
tread Ay is covered by three regions of interest: ROl , ROl ,,,
and ROI, ;. Each ROI (Fig. 2) is centered on a stair step such
that only a single stair step is contained. The placement of
each ROl is calculated from a previously placed bounding box
around the entire staircase model (Section II-D). The width,
length, and height of each ROI are ROI,, = 0.5 - s, ROI; =
0.5-s4, and ROI, = 16 - bb;,, where s,, is the tread width, s,
the tread depth, and bb, the bounding box height (height of
the entire staircase model). The width and depth are smaller
than the tread width and height to increase the robustness of
our algorithm against small placement errors of the bounding
box. The height of the ROI (ROI;) is 16x larger than the
height of the entire staircase model to include outliers in the
Z-direction.

All points inside ROI; (Fig. 2, A;_; and Ay) are analyzed
separately. For each ROI, a histogram (Fig. 3) is created over
the distribution in the Z-direction of all contained points.
Each histogram contains two distinct peaks (Fig. 3, Z,; and
Z,) corresponding to both tread surfaces with a distribution
depending on the precision of the camera system. The two
peaks are detected and separated by a convolution with a
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Fig. 3. Histogram of points contained in ROI7. with point count of closer
peak (Cg,), resulting graph of Gaussian convolution (G), detected peaks (Zg,,
Z7,), midline of detected peaks (Z,,), distance between peaks (AZ), and 80th
percentile of peak distribution (pgp).

normalized Gaussian kernel. The standard deviation o of the
Gaussian distribution is determined by the minimal desired
accuracy o = ¢ /4. The two highest peaks from the output of
the convolution with the Gaussian kernel represent the mean
position of the two stair treads.

In the following, we assume that we have captured
from our staircase model in motion, called dynamic data
(Section II-D), and captures from our staircase model at rest,
called ground-truth reference (Section II-D).

The relative accuracy for each ROI is determined by
comparing the distance (Fig. 3, AZ) between the two highest
peaks from the captures of the staircase model in motion
(dynamic data) to the distance between the two highest peaks
from the captures of the staircase model at rest (ground-truth
reference) for the same ROI

aCCre] = abs(Z,,l,d — Z,,z,d) — abs(Z,,l,, — Z,,z_,) 4)

where accy is the relative accuracy, Z,; 4 the distance value
of the first peak from the dynamic data, Z,, 4 the distance
value of the second peak from the dynamic data, Z,, the
distance value of the first peak of the ground-truth reference,
and Z , , the distance value of the second peak of the ground-
truth reference.

The overall relative accuracy of the camera is defined by the
median and interquartile range (IQR) of all relative accuracy
outcomes of all regions of interest in which the two distribu-
tions of the tread surfaces can be separated. Consequently, the
minimal spatial resolution of the camera is determined by
the smallest step height at which the two distributions of the
tread surfaces still can be separated.

The precision for each ROI is determined by separating the
two peak distributions at their midline (Z,,). The 80th per-
centile is determined for both tread surface distributions. The
80th percentile is used to make the precision calculation more
robust against outliers (Fig. 3). Especially for high-velocity
motion, some outliers are always present. The precision is then
determined by comparing the 80th percentile from the dynamic
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data to the 80th percentile from the ground-truth reference

precision = pgo 4 — Pso,r )

where pgo.4 is the 80th percentile from the dynamic data and
pso.r the 80th percentile from the ground-truth reference.

The normalization with the 80th percentile from the
ground-truth reference is used to cancel out any bias, e.g., due
to a misalignment between the staircase model and the image
plane of the camera. Even a small alignment error between
the camera plane and staircase model leads to a nonzero
distribution in the Z-direction because the stair treads are not
perpendicular to the Z-axis.

The overall precision of the camera is defined by the median
and IQR of all precision outcomes of all regions of interest
in which the two distributions of the tread surfaces can be
separated.

C. System Setup

The following steps are necessary to set up the system and
apply our method correctly.

1) The first step is to define the minimum desired accuracy
¢ in millimeters and the number of steps 7. The staircase
model is then scaled according to the number of steps
such that the smallest step height is ¢/4.

2) Next, the distance between the measurement system and
the test object is defined to suit the specific application.

3) The direction of motion or path of motion is defined.
We recommend starting with an isolated forward and
backward motion, followed by an isolated motion par-
allel to the image plane, e.g., left and right, and an
application-specific path of motion. We recommend
using an industrial robot or precise linear actuator to
follow the path with high repeatability. To compare and
repeat the measurements, the repeatability error of the
path should be magnitudes, e.g., 10x, smaller than the
minimum desired accuracy ¢.

4) The velocities of interest are defined. We recommend
starting with static and then with low velocities such
that results can be compared between applications. The
gradual increase of the velocity and upper limit is chosen
depending on the specific application. The staircase
model is moved in the direction of motion for each
of these velocities, resulting in an evaluation at each
velocity.

5) The settings for the measurement system are defined,
including projector brightness, exposure time, calibra-
tion, and if applicable, other application-specific settings
or environmental conditions. These values should not
change for the entire measurement phase and should be
recorded and stated with the results.

6) The image plane must be aligned with the tread surface
of the staircase model (Fig. 4) and the image axis with
the step tread A,; (Fig. 2). The stair steps are asymmetric
and decrease from right to left and top to bottom. The
alignment with the step tread A,; ensures that all steps
are fully visible and not occluded by a higher tread
surface.
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Fig. 4. Test setup with Photoneo MotionCam-3-D M+ and KUKA LBR

iiwa 7 R800 with the image axis (dashed line) aligned with tread surface A,
of the proposed staircase phantom model.

bby,

Fig. 5.  Dynamic measurement data (green), static reference (violet) and
bounding box (blue) with height (bby), length (bb;) and width (bb,,), and
stair tread depth (sz) and width (sy).

D. Data Acquisition and Processing

To analyze the captured data in a consistent and repro-
ducible manner, all measurements must be made under the
same conditions and the output saved in the same format.

Our method requires two types of recordings: a static
ground-truth reference for the staircase model (Fig. 1) and
dynamic measurement data (Fig. 5). The dynamic measure-
ment data are compared to the ground-truth reference model.
Using the ground-truth model as a reference eliminates any
bias and delivers consistent and comparable results. The ref-
erence model can be either the exported 3-D CAD staircase
model or captured with a high-quality 3-D scanner in static
condition. If the reference model is captured with a high-
quality 3-D scanner, the quality of the ground-truth reference
must be verified according to the application requirements.
This can be done by first applying the proposed method
(Section II-B) to three consecutive static captures of the
ground-truth reference. The resulting accuracy and precision
must be magnitudes, i.e., 10x, higher than the minimum
desired accuracy ¢. Using a static capture as ground-truth
reference has the advantage that no initial alignment of posi-
tion and orientation is needed with the dynamic recordings.
If the 3-D CAD model is used as ground-truth reference for
the dynamic data, this alignment need only be done once at the
beginning. With the 3-D CAD model as reference, the quality
verification step can be omitted.

The dynamic data must contain at least three recordings of
the staircase model for any specific application parameter and
each defined velocity (Section II-C). Three recordings are used
to increase the robustness of the evaluation.
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Fig. 6. Flowchart of the process to calculate minimal spatial resolution,
relative accuracy, and precision. The analysis for a single ROI is indicated by
the dashed border.

The next step involves placing a bounding box around the
entire dynamic staircase model acquisitions and comparing
all data inside the bounding box to the static ground-truth
reference (Fig. 5). To fully leverage our pipeline automatically,
the staircase motion path and image acquisition must be
synchronized. The first option requires a hardware trigger
between the camera and the actuator. Since this is not possible
for all cameras, the second option is to record the actuator
motion and trajectory beforehand and use this recording to
predict the position of the staircase model during dynamic
acquisition. If the motion path and image acquisition are not
synchronized or the prediction is not accurate enough, the
placement of the bounding box must be adjusted manually.

The bounding box is defined by

bb; =(n+1)-s4
bb, =2 -5y,

n
bby = D sir (6)

i=1

where bb; is the length of the bounding box, bb,, the width,
bb,, the height, s, the staircase tread width, s; the staircase
tread depth, s;. the height of the ith right step, and n the
number of steps.

The condition for the placement accuracy of the bounding

box is described by

Pae = min(bbi, L) @)

8 4-(n+1)

where bb,, is the width of the bounding box, bb; the length of
the bounding box, and 7 the number of steps. The condition
includes a placement margin of 1/4 for each tread width
and each tread depth. If this margin is too narrow, a slight
misalignment may lead to border artifacts compromising the
results. Therefore, the margin chosen is a compromise between
robustness against placement errors and maximizing the region
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Fig. 7. Results for relative accuracy for single-shot (left) versus multishot

(right) structured-light modes of the Photoneo MotionCam-3-D M+. Each
boxplot for each velocity contains all relative accuracy outcomes of all regions
of interest in which the two distributions of the tread surfaces could be
separated.

used for the evaluation. There is no condition for the height,
to include all outliers in the Z-direction.

In the presence of heavy artifacts or outliers, the placement
accuracy condition will be violated, and the bounding box
can no longer be placed with sufficient accuracy. The velocity
at which the placement accuracy fails represents the upper
limit for the 3-D imaging system, and the evaluation of higher
velocities can be omitted.

The flowchart to calculate the minimal spatial resolution,
accuracy, and precision is shown in Fig. 6.

III. RESULTS

The specific application of interest in our case is to capture
motion sequences of the human back with 3-D camera systems
during medical examinations. During such medical exami-
nations, patients perform various movements, e.g., bending
forward or bending sideways. To capture the human back,
a minimal spatial resolution of 2 mm is required [22], leading
to a minimum desired accuracy ¢ of 2 mm.

A. Phantom Model

With the minimum desired accuracy ¢ of 2 mm and the
number of steps n = 9, the step heights for the proposed
phantom model are as follows [Section II-A, (1)-(3)].

sir = [2,4,6,8,10, 12,14, 16, 8.5] mm
si = [17,15,13,11,9,7,5,3, 1] mm
sim = [15,26, 33, 36, 35,30, 21, 8,0.5] mm

where i = 1,...,9 and s;, the ith right step, s;; the ith left
step, and s;,, the ith middle step.

The overall width and length scaling of the phantom model
is determined by the choice of the tread width and depth.
The values for the tread width and tread depth chosen for
our application are 40 and 30 mm, respectively. This is a
compromise that covers a considerable amount of a human
back, has large enough tread surfaces, and remains compact.

B. Accuracy and Precision Analysis

The staircase model was divided into 27 ROIs (Section II-B)
and the standard deviation of the Gaussian kernel used to
detect the histogram peaks is 0 = 0.5 mm (o = ¢/4).
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Fig. 8. Results for precision for single-shot (left) versus multishot (right)
structured-light modes of the Photoneo MotionCam-3-D M+-. Each boxplot
for each velocity contains all precision outcomes of all regions of interest in
which the two distributions of the tread surfaces could be separated.

The median and IQR of the relative accuracy for the
single-shot mode of the Photoneo MotionCam is less than
0.3 and 0.5 mm for all velocities up to 0.6 m/s (Fig. 7), which
is orders of magnitude less than the desired minimum accuracy
¢ of 2 mm. The median and IQR of the relative accuracy for
the multishot mode are both less than 0.1 mm for velocities
up to 0.04 m/s but greater than the desired minimum accuracy
for velocities above 0.04 m/s.

The median and IQR of the precision for the single-shot
mode is less than 0.5 and 1.0 mm for all velocities up to
0.6 m/s (Fig. 8) and thus below the desired minimum accuracy
¢ of 2 mm. The median and IQR of the precision for the
multishot mode are both less than 0.3 mm for velocities up to
0.04 m/s but greater than the desired minimum accuracy for
velocities above 0.04 m/s.

C. System Setup

According to the specific application of interest, the
following parameters were defined for the system setup
(Section II-C).

1) Minimum desired accuracy ¢ = 2 mm.

2) Distance between the measurement system and test

object dpyo = 1 m. Our measurements showed that 1 m is
a good compromise between optimal utilization of the
camera field of view and sufficient distance from the
human back to capture the border area as well.

3) Direction of motion: forward and backward motion
along the image axis (Fig. 4, Z-axis) and a left and
right motion parallel to the image plane (Fig. 4, Y-axis),
both with an amplitude of £0.3 m from the initial
position. The forward and backward motions cover the
forward bending, the left and right motions cover the
sideways bending, and our measurements showed that
a typical range of motion of human back movements
does not exceed £0.3 m. We used the KUKA LBR
iiwa 7 R800 industrial robot to execute the motion with
high repeatability.

4) Velocities of interest range from 0.01 to 0.6 m/s based
on our own measurements of velocities during forward
and sideways bending of the human back.

5) The 3-D camera under evaluation is the Photoneo
MotionCam-3-D M+. The Photoneo MotionCam con-
sists of a laser projector and a 2-D camera and has
two modes, a multishot structured-light mode in which
multiple stripe patterns are projected, and a single-shot



1003208

structured-light mode in which a single pattern is pro-
jected [23]. The laser power was reduced to 50% (value
2000) and the exposure times were set to 40.96 ms for
the single-shot mode and 10.24 ms for the multishot
mode. The Photoneo MotionCam is precalibrated; no
additional calibration was necessary. The environmental
conditions are usual daylight indoor conditions, without
direct sunlight or artificial lighting.

6) The image plane and image axis alignment with the
tread surface A,; was done directly with captures from
the Photoneo MotionCam. The tread surface A,; was
parallel to the image plane and at the origin of the
X- and Y-axes.

D. Data Acquisition and Processing

All measurements were taken in the same indoor conditions
(Section III-C), and the resulting output was saved in PLY for-
mat in millimeters. The ground-truth reference for the staircase
model was created with the multishot mode of the Photoneo
MotionCam. Photoneo reports an accuracy of < 0.3 mm [23]
and thus the MotionCam is well suited to capture a static
ground-truth reference for our application. For each defined
velocity (Section III-C), three dynamic captures were taken
for both the multishot and the single-shot modes.

We recorded the actuator motion and trajectory beforehand
and used this recording to predict the position of the staircase
model during the dynamic acquisition. No manual adjustment
of the placement of the bounding box was necessary. The
bounding box dimensions are as follows:

bb; = 300 mm
bb,, = 80 mm
bb, = 81 mm

resulting in a placement accuracy of
Pyc =7.5 mm.

The placement accuracy condition (7) was fulfilled for the
single-shot mode for all defined velocities, but was exceeded
for the multishot mode at velocities higher than 0.04 m/s, and
thus the measurement series was stopped at 0.1 m/s.

IV. DISCUSSION

The literature describes several approaches to evaluating
the spatial resolution, accuracy, and precision of 3-D surface
imaging systems for applications assessing moving objects.
In most cases, multiple measurements of different types of
phantom models are performed. The models include flat
surfaces, spheres, random and complex objects, and human
body parts [10], [11], [13], [14], [15], [16], [24], [25], [26],
[27], [28], [29]. Prior to the quality analysis, the acquired 3-D
image is often registered to the model. In most cases, iterative
closest-point algorithms (ICP) are used [10], [11], [12], [13],
[14], [16], [24], [26], [27], [28]. The quality measure is
often the root mean square error (RMSE) of a single or a
few registered frames [10], [11], [12], [13], [14], [16], [28],
but such small sample sizes make the analysis vulnerable.
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In addition, RMSE is not directly transferrable to accuracy and
precision. Finally, most proposed methods use uncontrolled
motion, e.g., performed a single time by hand, or only use
static objects [10], [12], [13], [14], [15], [16], [25], [26], [28],
[29]. The variety of phantom models and quality measures
used by different research groups makes it impossible to com-
pare results. Multiple evaluations of movement in a controlled
manner are also hampered by the displacement of the object
by hand. Finally, none of the referenced approaches provide
quantification of spatial resolution, accuracy, and precision.

The method presented in this article allows spatial resolu-
tion, accuracy, and precision to be evaluated within a single
approach. The proposed method reduces sources of error
since it does not depend on registration or object fitting. The
analysis is robust due to the large sample sizes (three frames
with 27 steps each resulting in 81 values per measurement).
In addition, our method allows for repeatable path and velocity
because of the controlled motion of the robot. Subsequently,
this allows direct comparison of different camera systems,
even if evaluated at different locations and time points.

To ensure a proper application of our method, the follow-
ing aspects (Section II-C) must be defined with care and
stated together with the results: minimum desired accuracy
¢, distance between measurement system, and test object
dmo, direction of motion including used range, velocities
of interest, measurement system settings including projector
brightness and exposure time, and environmental conditions.
The reference imaging system used must have an accuracy
and precision magnitudes higher than the minimal desired
accuracy. Using an unsuitable reference imaging system will
influence the results. If a high-quality imaging system is
not available, the CAD model can be used as a reference.
However, this requires an initial registration of the CAD model
with the first captured frame. As discussed above, registration
influences the result. Yet another important aspect is the choice
of the standard deviation (o) used for the peak detection. If o
is too small, more than two distinct peaks will be detected.
If o is too large, the peaks detected will shift. We define o
according to the minimal desired accuracy. Depending on the
3-D imaging system used, o may need to be adjusted. As a
result, we advise visually inspecting the histogram with peaks
to ensure a suitable o.

The following limitations may be improved or over-
come. The proposed staircase phantom focuses on the analysis
in the Z-direction. This is the direction most often used
in the evaluation of depth measurement systems. Expand-
ing the phantom model to cover distinct landmarks in the
X- and Y-directions would additionally allow a lateral spatial
resolution to be evaluated, providing more information, and
potentially extending the range of use cases. In addition,
the step heights of the proposed phantom change linearly,
whereas the 1951 USAF resolution test chart consists of a
series of logarithmic steps covering a larger bandwidth. The
suggested stair model could be rearranged accordingly. The
idealization of the target objects as flat surfaces and step sizes
may not cover all cases. Some applications may require lateral
resolution, spherical surfaces, rough surfaces, or surfaces with
different materials. This will be the focus of future work.
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The alignment of the phantom model with the imaging
system is very important. To correct a small misalignment of
the phantom model with the image plane, the accuracy and
precision are always calculated relative to the reference. This
corrects small deviations from the image plane. However, this
is not the case for the resulting occlusions from the higher
stair treads onto the lower stair treads. Furthermore, moving
the phantom model in the direction of the lower stair treads,
e.g., in a negative Y-direction and a positive X-direction
(Fig. 1), is only limitedly possible because the higher stair
treads will occlude the lower ones. This could be overcome by
adjusting the phantom model, e.g., by expanding the staircase
with another row of steps in positive Y-direction and negative
X -direction.

Furthermore, the evaluation algorithm could be improved
to be more robust against partial occlusions. The evaluation
of motion in the Z-direction (Fig. 1) is well-tested and
validated. For evaluating motion in the image plane (X- and
Y-directions), the orientation of the phantom model is impor-
tant. We suggest moving the phantom model in a transverse
direction. Moving the phantom model in a longitudinal direc-
tion might lead to outliers being shifted from neighboring
stair treads, especially for high-velocity motion, and should
be further investigated.

The placement accuracy condition of the bounding box
is verified manually and inspected visually. This could be
replaced with an automatic validation, which may lead to
a more robust calculation of the upper-velocity limit; an
automatic validation is more deterministic. However, such an
automatization is not trivial due to outliers and motion artifacts
for high-speed motions. Last, the proposed method has only
been applied to structured light systems so far. Multishot
structured light in particular produces very specific motion
artifacts. Therefore, the proposed method should also be tested
with other 3-D measurement modalities.

Capturing the motion sequences of the human back with
a 3-D camera system is our specific application. A human
back can be considered as a smooth surface and a rigid body.
The proposed phantom model contains flat surfaces and steps.
The dispersion measure of the flat surfaces defines how well
a smooth surface can be captured (precision). The measured
step heights define how well small deviations can be detected
(accuracy). In this way, our phantom model enables the evalua-
tion of smooth objects in motion. To confirm the requirements
for individual applications, the authors recommend specific
measurements in addition to our proposed method. These
measurements should be conducted on the target object itself
or on models that represent the corresponding target object.

V. CONCLUSION

In 2-D imaging, the 1951 USAF resolution test chart is an
accepted standard and is still widely used. In 3-D, the most
commonly used evaluation indicators in the literature are the
RMSE of a planar surface, the error in diameter of a spherical
object, and the RMSE of complex objects. The RMSE for a
planar surface is calculated with its best-fitting plane. The error
in the diameter of a spherical object is calculated with its best-
fitting sphere. Respectively, a general reconstruction error of

1003208

complex objects is compared to its ground-truth model, which
is usually the RMSE. However, no international standard exists
for evaluating the spatial resolution, accuracy, and precision of
3-D surface imaging systems. We propose a phantom model
and a method to be used as part of such a standard. The phan-
tom model is a compact extension of the 1951 USAF to 3-D.
The different step heights of our staircase model reproduce a
series of steps in the spatial domain. The overall precision
of our proposed approach represents the RMSE evaluation
indicator of a planar surface from the literature. With the
overall accuracy, we propose an alternative to the error in
diameter of a spherical object. The suggested alternative is
not based on only a single value but on the evaluations of
27 different step heights for each frame. Subsequently, our
suggested alternative covers a wider spectrum and is more
robust. However, we did not investigate the difference between
using step heights compared to spherical surfaces, which
will be the focus of future work. Future investigations also
include lateral resolution, roughness, and different materials.
To confirm the requirements for individual applications, the
authors recommend specific measurements, e.g., with complex
objects, in addition to our proposed method.

The proposed method specifies how to set up the system and
acquire, process, and analyze the data to obtain a statement
about the spatial resolution, accuracy, and precision of 3-D
imaging systems for capturing static and moving objects.
We provide all details including the code' so that other
research groups can easily apply our method to character-
ize and compare various other 3-D imaging systems. With
the practical application of the Photoneo MotionCam-3-D,
we show that the proposed phantom model and method are
suitable for evaluating the spatial resolution, accuracy, and
precision of 3-D imaging systems. The Photoneo MotionCam-
3-D is a high-accuracy 3-D scanner with two structured-light
modes: a multishot scanner mode with high accuracy for
static objects and a single-shot camera mode with lower
accuracy for moving objects. As expected, the application
of our method confirmed that multishot structured light is
very accurate and precise for static scenes and slowly moving
objects. However, multishot structured light is not suitable for
moving objects. This is because a single 3-D reconstruction
consists of several successive 2-D images: in the case of the
Photoneo MotionCam-3D, up to 24 images over 800 ms. The
application also confirmed that single-shot structured light
is less accurate and precise than multishot but can capture
moving objects without much loss of accuracy or precision.

In summary, a standard method has been proposed for
evaluating 3-D imaging systems’ measurement quality with
moving objects. The proposed method is independent of the
3-D measurement modality. The method has been tested with
a structured light system, and it will be interesting to apply
the method to other modalities, e.g., active stereoscopy and
time of flight, and to compare the results of these different
modalities.

The data and MATLAB code presented in this article are openly available
on GitHub at https://github.com/mkaisereth/InfluenceOfMovingObjects.
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