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Abstract— In this article, a system and a measurement
approach to reduce the measurement time in the assessment
of moisture contamination in lubricant oils is presented. The
system’s sensing principle leverages the permittivity change
of a miniaturized interdigital capacitor (IDC) while immersed
in oil. The time-domain impedance concept, that is, the
impulse response (IR), is exploited by using maximum length
sequences (MLSs) as efficient broadband signals for the
sensor’s excitation in a wide range of frequencies. Different
from conventional impedance spectroscopy (IS), MLS-based
measurements are performed with simpler hardware, higher
computational efficiency, lower power consumption, and lower
measurement time. As a novelty with respect to the state-
of-the-art, this article introduces a linear model to relate a
single measured quantity from the IR to water concentration
in oil. This permits to reduce the digital processing operations,
leading to low measurement time and, thus, to low energy-per-
measurement parameters with respect to other works which rely
on laboratory instrumentation. The validity of the linear model,
for the detection of small concentrations of water in lubricant oil,
has been verified through experimental measurements. Water–oil
samples have been prepared with 0.2 vol%, 0.5 vol%, 1 vol%,
2 vol%, and 3 vol% water concentrations at room temperature,
obtaining an estimated limit of detection (LOD) of 6.3 ppm. A low
measurement time of 18 ms has been achieved which advances
the state-of-the-art.

Index Terms— Fast impedance measurement, industrial fluid,
interdigital capacitive sensor, lubricating engine oil, moisture
detection.

I. INTRODUCTION

LUBRICANT oils are commonly adopted for the mainte-
nance and correct operation of engines and machinery in

general. Basically, they provide a protective film aimed at the
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reduction of the contact between the moving components of
the engine and, thus, minimizing the effect of friction [1], [2].
As a result, the overheating and wear of parts are minimized
during the functioning, guaranteeing high longevity of
machinery. Additional key features of lubricant oils include
the cooling of parts, sealing of clearances, and protection
against corrosion and potential occlusions. During the engine’s
normal operation, the oil absorbs contaminants due to aging or
accidental contamination of external substances [3], leading to
physical and chemical degradation of its composition. Water
is one of the major contaminants of lubricating oil [4], [5],
resulting to be detrimental to the lubricant properties of oil
and causing corrosion and accelerating oil oxidation [6]. Fast
and accurate monitoring of water contamination in lubricants
is mandatory to predict the oil’s health status, thus permitting a
prompt replacement. This offers a twofold benefit: the correct
maintenance of engines is guaranteed, and the costs and waste
of unnecessary oil replacements are minimized [3]. Moreover,
the knowledge of the water concentration can be useful for the
determination of the water activity and the relative saturation
of the lubricant oil. The first is obtained by experimental
determination of the moisture sorption isotherm curve. The
latter is obtained by experimental measurement of the water-
in-oil solubility at the working temperature.

In a typical application, offline laboratory analyses are
carried out every few months [7] to determine the health
status of the lubricant. In most cases, the low sampling rate
of analysis results is inadequate for a proper prognostic of
the engine’s health, thus preferring the more frequent inline
monitoring approach [6].

The literature provides many examples of inline devices
for monitoring lubricant oils’ contamination. In [6], a sensor
based on an electrical resonant circuit has been developed.
Thanks to four output variables, the sensor can predict, through
laboratory instrumentation measurements and subsequent
principal component analysis (PCA), various parameters such
as moisture concentration, aging, and total acid number (TAN).
The measurement is performed by a network analyzer at
tens of megahertz, obtaining a limit of detection (LOD)
of 1 ppm with a minimum water concentration of 25 ppm.
An alternative approach is proposed in [4] where 2.25 MHz
ultrasonic waves, along with artificial neural networks, have
been exploited for moisture assessment in oil samples.
An average error of 11.3% is obtained for the assessment
with a minimum tested water concentration of 0.1%. The
cited works rely on laboratory instruments to perform the
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measurements which are typically heavy, large in size, power-
hungry, and require a connection with a personal computer for
data processing and display. Differently, the solution proposed
in [5] combines a miniaturized interdigital capacitor (IDC)
with a commercial integrated impedance analyzer, that is, the
AD5933. This solution leverages impedance measurements
to assess the moisture contamination through changes in the
dielectric constant of the IDC, obtaining an accuracy of
98.6% with a minimum tested water concentration of 0.05%.
Although the latter system shows interesting features, such
as miniaturization, portability, and lower power consumption
with respect to laboratory-based solutions, it relies upon the
conventional impedance spectroscopy (IS) approach which is
also adopted by most of the works in literature. The IS uses
narrowband signals, that is, single-tone sinusoids, as excitation
signals for the system under test, which severely limits the
measurement time for the impedance read-out. The reason is
that it depends on the minimum frequency point used for the
excitation. As a result, the energy-per-measurement parameter,
which must be low to use the device with a battery-powered
supply, is increased. Moreover, accurate IS measurements
require a design effort on both analog and digital hardware
to implement proper sensor interfacing, excitation, read-out,
and signal processing [8].

In this article, a system and a measurement approach to
dramatically reduce the measurement time in the assessment
of moisture contamination in lubricant oils is presented.
This approach is suitable for the inline implementation of
monitoring systems for the assessment of lubricant oils’
health conditions. The time-domain impedance concept, that
is, the impulse response (IR), is exploited by using maximum
length sequences (MLSs) as excitation signals for the sensor.
Differently from narrowband signals, MLSs are broadband,
permitting to excite the sensor in a wide range of frequencies
with a single signal [9], [10], [11], [12]. Differently from [13],
which thoroughly presents the theoretical foundations of
MLS-based measurement with simulated discrete-component
sensors, this article adopts the MLS-based approach in a
practical application with a real capacitive sensor. Moreover,
the proposed method aims to relate the information on water
contamination in lubricant oil samples to a single measured
point. This is in contrast with conventional IS systems. Indeed,
the latter requires multifrequency excitation along with a
postprocessing for fitting the measured impedance in sensors’
electrical models. These advantages permit achieving, besides
a low hardware and firmware effort for the development, also
a low-power operation and a low measurement time. These are
needed to keep a low energy-per-measurement, thus allowing
the adoption of the proposed system in battery-powered inline
monitoring devices for adoption in smart sensor networks [14].

II. OVERVIEW ON THE MEASUREMENT SYSTEM

A. Theoretical Background on MLS-Based Measurements

The architecture of the proposed measurement system
is depicted in Fig. 1. The principle makes use of MLS
sequences as excitation signal for the analog front-end (AFE).
These sequences are generated through linear feedback shift

Fig. 1. Architecture of the proposed system.

Fig. 2. Circuit schematic of the implemented AFE.

registers (LFSRs), which can be implemented as cost-effective
digital circuits or as efficient firmware algorithms. Let m[n]

a generic discrete-time MLS signal generated by an Lth
order LFSR, thus having NM = 2L

− 1 binary symbols.
An interesting feature of the MLS regards the similarity
between its periodic autocorrelation function (ACF), φmm[n],
and the Kronecker delta impulse, δ[n]. The ACF can be
derived as follows [13], [15]:

φmm[n] =
1

NM

NM −1∑
i=0

m[i] · m[n + i]

=
NM + 1

NM
· δ[n] −

1
NM

(1)

where the [n + i] index sum is evaluated mod NM . With
reference to Fig. 1, let us consider a linear and time-invariant
(LTI) system, H(s), expressed as a continuous-time transfer
function in the Laplace domain. This system includes the AFE
which is connected to the IDC sensor. An LTI AFE, with
a first-order transfer function, is assumed with the following
expression in the Laplace domain:

H(s) =
H0

s · τ + 1
(2)

where H0 is the dc gain of the system and τ is the time
constant. The time-domain IR from (2) is obtained through
the inverse Laplace transform as follows:

h(t) =
H0

τ
· e−

t
τ . (3)

The discrete-continuous time conversion is performed by
a zero-order hold (ZOH) block at the input of the LTI
system, which generates the continuous-time input signal,
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m(t), by holding each binary sample value of m[n] constant
over the TS time interval. The system’s output, y(t), is then
digitized by the analog-to-digital converter (ADC), giving
the y[n] discrete-time sequence. The ADC operates with
fS = 1/TS sampling frequency and NR resolution expressed
in bits. It is worth noting that the ADC sampling period, TS ,
has been selected equal to the ZOH interval.

Regarding the AFE, the architecture in Fig. 2 has been
implemented. It acts as a low-pass active filter with the
following parameters:

H0 = −
RS

RL
(4)

ωS =
1
τ

=
1

RS · CS
. (5)

By substituting (4) and (5) in (3), the following AFE’s IR is
obtained:

h(t) = −
1

RL · CS
· e−

t
RS ·CS . (6)

The result of 1 is exploited in the circular cross correlation,
φmy[n], between the MLS input sequence, defined as
mV [n] = VS · m[n], and the output sequence, y[n],
as follows [13], [16], [17]:

φmy[n] =
1

NM

NM −1∑
i=0

mV [i] · y[n + i]

≈ V 2
S · TS ·

(
h[n] · u[n − 1] −

H0

NM · TS

)
(7)

where VS is the voltage amplitude of the MLS signal,
h[n] ≜ h(n · TS) is the discrete-time expression of h(t),
and u[n − 1] is the discrete-time step function. The latter
comes from the inverse Zeta transform of the transfer function
obtained by multiplying the discrete-time version of (6) by
the transfer function of the ZOH, as derived in [13]. Thus,
considering a high NM value, the measured discrete-time IR
of the AFE, that is, h[n], can be obtained as follows:

φmy[n]
V 2

S · TS
≈ h[n] · u[n − 1]

=

−
1

RL · CS
· e−

n·TS
RS ·CS , 1 ≤ n ≤ NM

0, n = 0.
(8)

It is important to point out that, due to the periodic nature of
the circular cross-correlation operation, multiple MLS cycles
are generally required to reach the periodic steady state
in φmy[n]. This is essential to obtain an accurate AFE’s
IR measurement. Regarding the proposed AFE, simulations
proved that a first MLS cycle is enough to reach the periodic
steady state while the actual y[n] measurement, through ADC,
can be performed during a second cycle. Then, considering
two MLS cycles for measurements, the requested time interval
for the excitation is

texc = 2 · NM · TS. (9)

Two main error sources play a role in degrading the accuracy
of the measured IR and are the electronic noise of the AFE,

Fig. 3. Theoretical versus simulated IR obtained through MATLAB
simulation of the AFE.

εn , and the quantization noise of the ADC, εQ . These sources
are reported in Fig. 1 as additive independent and identically
distributed (i.i.d.) random signals and are detailed in [13].
As an example of the MLS-based measurement technique,
Fig. 3 shows a simulated IR (blue samples) obtained by
implementing the measurement system of Fig. 1 in MATLAB
environment. Here, the following parameters have been used
for the simulation: RL equal to 374 k�, RS equal to 100 k�,
an arbitrary CS equal to 330 pF, VS equal to 1.5 V, fS equal
to 125 kHz, NM equal to 1023, a resolution of 10 bit for the
ADC, and an ideal opamp model with both infinite gain and
bandwidth.

B. Proposed Measurement Approach

The measured IR, obtained through the cross correlation
in (7), is exploited for the indirect measurement of the
moisture concentration in lubricant oil. More specifically, the
variation of the dielectric constant through the variation of
the sensor’s capacitance, CS , is investigated as the sensor
is immersed in oil–water mixtures. The analytical model
presented in [18], [19], and [20] for gas-sensitive IDCs is
used as a starting point to describe, in first approximation,
the behavior of the adopted IDC sensor as the gas is
substituted with lubricant oil. By considering the height of
the sensitive layer much smaller than the electrodes’ width
and by neglecting the imaginary part of the complex dielectric
permittivity of all materials, the CS can be approximated with
the sum of two contributions

CS ≈
(
εCO,T + εs

)
· CK (10)

where εCO,T is the relative permittivity of the water-
contaminated lubricant oil at T temperature, εs is the
permittivity of the substrate, and CK is a proportionality factor
which depends on IDC geometry. The temperature plays a
role in the change of oil’s permittivity. However, as found
in [21], the permittivity variation due to the temperature
is significantly lower with respect to the variation due to
the water content. As detailed in Section III-A, the metal
electrodes are separated from the silicon substrate by a
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SiO2 layer which is much thinner than the silicon. According
to [22], which reports the general case of composite dielectric,
the contribution of the thin SiO2 layer can be neglected in
the equivalent dielectric constant, thus, only the silicon value,
equal to 11.7, is considered for εs . For theoretical calculations,
an approximate value for CK has been derived from finite-
element method (FEM) simulation by considering the sensor’s
sensitive layer immersed in air and, thus, having εCO,T equal
to 1. Once the sensor’s capacitance in air, CS,air is obtained
from the simulated IDC, CK is derived from (10) as follows:

CK =
CS,air

1 + εs
≈ 25 pF. (11)

The CS,air value from FEM, equal to 320 pF, was chosen in
(11) since the εs used in FEM is also considered. For water
concentrations, ϕW , under 3 vol%, the following approximated
expression for εCO,T can be considered [21]:

εCO,T ≈ εO,T · (1 + 3 · ϕW ) (12)

where εO,T is the permittivity of the pure oil at T temperature,
ranging from 2.1 to 2.8 for lubricant oils [23]. The volume
percent concentration, vol%, is hereinafter expressed with
the % symbol. By substituting (12) in (10), the following
approximate relationship between CS and ϕW is obtained:

CS ≈
[
εO,T · (1 + 3 · ϕW )+ εs

]
· CK . (13)

By assuming an ideal first-order behavior of the AFE, while
connected to the IDC sensor, the CS value can be obtained
through the measure of h[n] · u[n − 1]. However, instead of
a full cross-correlation calculation over all NM samples, the
proposed measurement approach aims to compute a single
cross-correlation point to speed up the overall measurement
time. The choice of the n index for the single measurement is
made to maximize the relative sensitivity of h[n] with respect
to CS . The following expression for the relative sensitivity is
obtained:

Shn
CS

=
∂h[n]
∂CS

·
CS

h[n]
=

∣∣∣∣ n · TS

RS · CS
− 1

∣∣∣∣. (14)

Equation (14) is maximized by n equal to 1, that is, the
second sample, being n an integer greater or equal to 1.
However, as explained in Section IV, the choice of the second
sample results is unrealistic from a practical point of view.
More specifically, preliminary tests showed that the system
exhibits the assumed first-order behavior, that is, the typical
exponential function, starting from the third sample. Thus, the
h[2] sample is chosen. From (8), the following expression can
be derived:

h pk = h[2] = −
ψ2

RL · CK ·
(
εs + εO,T + 3 · εO,T · ϕW

) (15)

where the RL resistor is a design parameter of the AFE and
ψ1 is the following exponential term which, by assuming TS ≪

RL ·CK and a small ϕW value, can be approximated as follows:

ψ2 = e
−

2 · TS

RL · CK ·
(
εs + εO,T + 3 · εO,T · ϕW

)
≈ 1 −

2 · TS

RL · CK ·
(
εs + εO,T

) . (16)

Fig. 4. Graphical representations of true and linearized expressions of h pk .

Keeping the assumption of small ϕW , (15) can be linearized
through Taylor series expansion at first order, giving the
following relationship:

h pk ≈ −
ψ2

RL · CK ·
(
εs + εO,T

) ·

(
1 −

3 · εO,T

εs + εO,T
· ϕW

)
.

(17)

Equation (17) shows, in first-order approximation, the
relationship between low moisture contamination in lubricant
oil, ϕW , and the measurement of the IR’s peak, h pk .
The linearity of (17) is verified in Section IV-B through
experimental measurements, with concentrations in the
0.2% ÷ 3% range. The acceptable contamination values of
water in oil greatly depend on the application. For instance,
a 3% concentration is still tolerable for the wind turbine
application [21], whereas the stricter value of 0.2% is the
maximum tolerable concentration in the automotive field [24].
Regarding the validity of h pk approximation, for ϕW under
3%, it is verified by plotting both (15) and (17) with an RL

of 374 k�, a CK of 25 pF, a εs of 11.7, and a εO,T of 2.2.
The curves are depicted in Fig. 4, exhibiting a maximum error,
between true and approximated h pk , of 1%.

As already mentioned, the derivation of the h pk value,
instead of a full h[n] measurement, is advantageous since,
according to (7), it takes only NM multiply-accumulate (MAC)
operations, compared to N 2

M MACs of a full IR. The time
needed to perform such calculation is added to (9) to obtain
the total time which is required for an h pk measurement. This
time results, from experimental measurements, to be close
to 18 ms.

C. AFE Design

The circuit schematic of the implemented AFE is depicted
in Fig. 2. The MLS sequence is provided by a general purpose
input–output (GPIO) peripheral of the microcontroller unit
(MCU), which is configured as a digital output. This GPIO
also performs the ZOH operation. The MLS signal is then
buffered by the Schmitt trigger buffer CMP1 (SN74LVC1G17,
Texas Instruments) and, thus, fed in the analog circuit
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composed by OA1 and OA2 opamps, the M1 MOSFET,
the RL resistor, the RS feedback resistor, and the CS

capacitive sensor. The MCP6022 opamp was chosen for the
application. Given the VDD supply voltage of the circuit, the
voltage reference VDD/2 is generated through a precision
voltage reference (REF2030, Texas Instruments). This voltage
reference is connected to the positive terminal of the OA1
opamp. By choosing this reference, the voltage amplitude for
the MLS, VS , becomes equal to VDD/2.

The analysis presented in Section II-B is further expanded
here to derive the design equations for the AFE. With reference
to (17), the absolute sensitivity of the h pk parameter, with
respect of the ϕW water concentration, is derived as follows:

S =
∂h pk

∂ϕW
≈
1h pk

1ϕW
=

3 · ψ2

RL · CK
·

εO,T(
εs + εO,T

)2 . (18)

From (18), the minimum h pk variation, 1h pk,min, is derived in
response to a minimum ϕW variation, 1ϕW,min

1h pk,min =
3 · ψ2

RL · CK
·

εO,T(
εs + εO,T

)2 ·1ϕW,min (19)

1h pk,min and 1/1h pk,min are considered the range and the
height, respectively, of a statistical uniform distribution which
describes the variation of h pk in response to a minimum
variation of water. The standard deviation of this distribution
can be written as follows:

σm =
1h pk,min

√
12

. (20)

To correctly measure the minimum variation of h pk in response
to the minimum variation of ϕW , the standard deviation in (20)
must be greater than the standard deviation of the measurement
error which has been characterized in [13]. In mathematical
terms, the following condition must be met:

σm > σh =

√
σ 2

Q + σ 2
n

√
NM · VS · TS

(21)

where σQ and σn are the standard deviations of the
quantization noise, due to the analog-to-digital conversion,
and the noise of the AFE, respectively. σQ has the following
expression:

σQ =
VF S

√
12 ·

(
2NR − 1

) (22)

where VF S if the full-scale voltage, equal to 3 V, and NR

is the resolution, in terms of an effective number of bits,
of the ADC. Regarding the σn term, it has been derived for the
proposed AFE in [13]. By considering only the thermal noise
contribution in the circuit and neglecting the opamp’s noise
contributions, the following expression of integrated output
noise can be used:

σn ≈

√
k · T
CS

·

(
1 +

RS

RL

)
(23)

where k is the Boltzmann constant and T is the temperature
in K. From (23), it can be seen that for high RL , the σn tends
to its minimum which is (k · T/CS)

1/2 which, in turns, can be

Fig. 5. Graphical representations of standard deviations of noise sources in
the AFE versus the RL value.

neglected with respect of σQ . Thus, (21) condition is simplified
as follows:

σm >
σQ

√
NM · VS · TS

. (24)

By substituting (19) in (20), and by substituting the result in
(24), the following upper bound for RL is obtained:

RL<
3
2

·
ψ2 ·1ϕW,min

CK
·

εO,T(
εs + εO,T

)2 ·

√
NM · TS ·

(
2NR − 1

)
.

(25)

By using a ϕW,min of 0.2 %, a CK of 25 pF, an NM of 1023,
a TS of 8 µs, an NR of 12 bits, a εs of 11.7, and an εO,T of
2.2, and an upper bound of about 1.2 M� is obtained for RL .
The assumption by which σn can be neglected with respect
to σQ is valid for high values of RL . By decreasing the RL

value, σn increases until it becomes comparable with σQ . As
an example, Fig. 5 shows the standard deviations of noise
sources versus the RL value. The following parameters have
been considered for the plot: VF S equal to 2 · VS = 3 V, NR

of 12 bits, T equal to 300 K, CS = CS,min of 330 pF, and an
RS of 100 k�. The CS,min value of 330 pF is approximately
the experimental value of the sensor in pure oil. The figure
shows that to optimize the noise performance of the AFE,
a relatively high RL must be ensured to keep the constant σQ

term dominant with respect to σn . More specifically, by solving
the condition by which σQ must be greater than σn , the
following lower bound for RL is obtained:

RL >
RS

σ 2
Q

kT/CS,min
− 1

. (26)

The CS,min value is used in (26) since it gives the highest noise
value and, thus, the higher lower bound for RL . By substituting
the aforementioned parameters in (26), a resistance value of
28� is obtained as lower bound for RL .

Regarding the selection of RS value, its lower bound can be
determined through a consideration of the maximum working
frequency of the system. According to [9], the fS MLS
frequency must be greater than 3× the maximum system’s
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frequency, that is, the AFE’s pole which is equal to 1/(2π ·τ).
This rule of thumb comes from the frequency response of
the ZOH block which shapes the ideally flat spectrum of the
MLS as a sinc-shaped low-pass filter with a cut-off frequency
of fS/3. The maximum usable fS depends on the adopted
microcontroller’s timing and on the firmware implementation
of the system. In particular, high fS values give place to
synchronization issues between the timer peripheral, which
generates the timing for the MLS, and the synchronous
acquisition of the ADC. To measure an accurate IR from the
cross-correlation operation, the synchronization between input
and output signals (m[n] and y[n] in Fig. 1) must be ensured.
It turns out from practical tests that the maximum selectable
fS = fS,MAX value is 125 kHz. This value guarantees
the highest MLS frequency with the best synchronization
performance. Thus, by imposing the AFE’s pole, 1/(2π · τ),
smaller than fS/3, the following lower bound of RS is
obtained:

RS >
3

2π · CS,min · fS,MAX
. (27)

Similar to (26), the CS,min value is used in (27) since it gives
the maximum supported AFE’s pole. A lower bound equal
to 3.8 k� is obtained for RS . An upper bound for RS can
be derived by taking into account the saturation of the OA1
opamp. Since a rail-to-rail opamp was adopted, the following
condition is considered:∣∣∣∣VO −

VDD

2

∣∣∣∣ =

∣∣∣∣−m[n] ·
RS

RL
·

VDD

2

∣∣∣∣ ≤
VDD

2
(28)

which leads to

RS ≤ RL . (29)

To optimize the tradeoffs in terms of the system’s noise,
bandwidth, accuracy, and output range, the values of 374 and
100 k� have been selected for RL and RS , respectively.

III. IMPLEMENTATION DETAILS

A. Sensor Design and Fabrication

The sensor comprises a pair of interdigitated electrodes,
each including 46 fingers with a width and gap size of 20 µm
and length of 6560 µm. It has an active area of 24.3 mm2

and it was realized on a 4′′ (100) Si/SiO2 wafer (500 nm
thermal oxide) by using 365 nm UV optical lithography,
RF sputtering deposition of 20 nm-thick titanium adhesion
layer and 200 nm-thick gold layer, and lift-off process. FEM
simulations using COMSOL multiphysics were used to design
the sensor by optimizing its sensitivity versus different values
of oil’s relative permittivity within the range of interest for
the application. Fig. 6 depicts a cross-sectional view of the
sensor, comprising two adjacent metal fingers separated from
the silicon substrate by a 500 nm thick SiO2 layer. The electric
field lines penetrate the liquid as well as the substrate layer,
and the electric field distribution changes with εCO,T affecting
the sensor capacitance. The relative sensitivity of the sensor’s
capacitance in response to changes in dielectric constant is
studied, through simulation, to identify the finger width and
gap size which optimize the sensitivity. Fig. 7 shows its

Fig. 6. Electric field distribution (log scale) between two adjacent electrodes.
The field lines penetrate the dielectric medium (εCO,T = 2.2) and the
insulation layer underneath the electrodes.

Fig. 7. Sensitivity variation for increasing values of εCO,T , at varying values
of width finger, W , and gap size, G, in the range 20–80 µm.

variation for increasing values of width finger and gap size in
the range 20–80 µm and for increasing values of εCO,T . As the
sensitivity improves with smaller electrode width and gap
size, the optimal value of these parameters was set to 20 µm,
obtaining the best compromise between sensing performance
and technological reliability of the device.

B. Description of the Electronic System

A block diagram of the measurement board and a
photograph of the interfacing system are depicted in Figs. 8
and 9, respectively. The MultiSense V2 mainboard (white
board in Fig. 9) has been adopted. It is a general-
purpose multichannel acquisition and actuation platform for
research-related applications. The AFE expansion module
(green board in Fig. 9) implements the circuit schematic of
Fig. 2. The functional modules are: 1) power management
controller (PMC); 2) communication peripherals; 3) AFE
circuit; 4) pneumatic actuation module (PWR ACT and pump
controller); 5) led and switches; and 6) the MCU section.
The board/user interaction is managed through the micro-USB
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Fig. 8. Simplified architecture of the measurement system.

Fig. 9. Photograph of the realized measurement system
(motherboard + AFE).

connector which provides both the 5 V supply voltage and
the serial-over-USB communication. The system operations,
including the generation of excitation signal for the IDC sensor
and the measurements, are carried out by the STM32F407
(ST Microelectronics) microcontroller whose clock frequency
is 100 MHz. Measurement data are sent from the board to the
PC through serial-over-USB communication and are processed
with MATLAB environment. As the board parses the START
command from the user, the M1 MOSFET in Fig. 2 is activated
through a digital pin. This resets the residual charge of the CS

sensor. The signal acquisition from the ADC was obtained
through the direct memory access (DMA) peripheral of the
MCU.

IV. EXPERIMENTAL SECTION

A. Samples Preparation and Preliminary Measurements

The validity of the proposed approach was verified
through experimental measurements. More specifically, the
assessment of moisture contamination, ranging from 0.2% to
3%, was investigated in commercial fresh lubricant oil for
aviation, that is, the AeroShell Turbine Oil 500, produced
by Shell. Five water–oil samples were prepared with nominal
water concentrations of 0.2%, 0.5%, 1%, 2%, and 3%.
To produce accurate concentrations, an analytical balance
(ABT 120-5DNM, manufactured by KERN and SOHN
GmbH) was used. The weight is thus considered, instead
of the volume, for the preparation of samples. This implies
an error in the final volumetric concentrations due to the
different densities of oil and water. In particular, the following

Fig. 10. Photograph of a water–oil sample under measurement.

equation is used to relate the mass percent, Cwt%, to the volume
percent, Cvol%:

Cvol% =
mH2O · ρoil

moil · ρH2O + mH2O · ρoil
· 100

=
1

1 +
ρH2O

ρoil
·

100 − Cwt%

Cwt%

· 100 (30)

where moil is the mass of oil which was fixed equal to 5 g
for all samples, mH2O is the mass of the water, ρoil is the
density of the oil which is specified by the manufacturer equal
to 1005 kg/m3 at 15 °C, and ρH2O is the density of water
equal to 999.1 kg/m3 at 15 °C. As a result, the true Cvol%
concentrations are: 0.2012 vol%, 0.5029 vol%, 1.0058 vol%,
2.0116 vol%, and 3.0172 vol%. The uC uncertainty in the
Cvol%, due to the weighing process, can be analyzed by
considering δm as the balance’s uncertainty, moil and mH2O as
uncertainty variables, and by using the uncertainty propagation
formula on (30). The following equation can be derived:

uc = k · δm

ρH2O · ρoil ·

√
m2

oil + m2
H2O(

moil · ρH2O + mH2O · ρoil
)2 · 100 (31)

where k is the coverage factor of the expanded uncertainty.
According to [25], δm is obtained by combining the balance’s
uncertainties due to readability, repeatability, and linearity
which are specified in [26]. They are equal to 0.1, 0.1, and
0.2 mg, respectively. By assuming a rectangular distribution
for these uncertainties, a δm of 0.14 mg is derived. From (31),
the expanded uncertainties for the five prepared concentrations
are equal to ±0.0057 vol%, ±0.0056 vol%, ±0.0056 vol%,
±0.0055 vol%, and ±0.0054 vol%, respectively. These are
specified with a k coverage factor of two which gives
a level of confidence of approximately 95%. Prepared
samples were treated by sonication procedure (using the
Sonicator 700 W, manufactured by Fisher Scientific), to obtain
stable emulsions with extremely small internal droplets. A
photograph of a prepared sample is depicted in Fig. 10. The
measurements were performed at room temperature, that is,
300 K, by immersing the IDC sensor in the prepared samples.
The entire IR was obtained for all the prepared samples and
the results are depicted in Fig. 11. The required measurement
time for a complete IR (1023 points) is 700 ms. The figure
shows that the measured IR points for pure oil sample well
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Fig. 11. Preliminary IR measurements of the IDC sensor in water–oil
samples.

Fig. 12. Histograms of h pk measurements.

overlay over the theoretical IR obtained by considering a
CS of 330 pF. This capacitance value has been estimated
through IS with conventional laboratory instrumentation. With
the increase of the water concentration, the IR amplitude
decreases as expected. However, this preliminary test also
shows evidence concerning the difference between theoretical
and real models of the measurement system. It can be noted by
graphical inspection of Fig. 11 that, differently from the ideal
case, the typical first-order behavior, that is the exponential
function, starts from n equal to 2, that is, the third sample. This
is because the real measurement system, composed of AFE,
IDC sensor, liquid sample, electrical connections, connectors,
parasitic capacitors, and so on, is not a perfect first-order
system as it has been assumed in (2), but it exhibits a more
complex frequency behavior. Thus, the h2 sample is selected
as the maximum-sensitivity point and as h pk .

B. Experimental Results

The following parameters have been used for the hardware
implementation of the AFE: RL equal to 374 k�, RS equal
to 100 k�, VS equal to 1.5 V, fS equal to 125 kHz, NM

equal to 1023, and an ADC resolution of 12 bits. Twenty

TABLE I
STATISTICAL CHARACTERIZATIONS OF h pk MEASUREMENTS

Fig. 13. Box plot of the measured h pk samples.

Fig. 14. Linear fitting of the measured h pk samples.

repeated measurements of the h pk parameter were carried out
for the prepared samples and they are depicted in Fig. 12.
A Gaussian fitting was carried out for every concentration
and the results, in terms of mean and standard deviation, are
reported in Table I.

Measured data are represented, for each nominal water
concentration, in the box plot of Fig. 13. The central red mark
in the boxes indicates the median, while the top and bottom
edges indicate the 25th and 75th percentiles, respectively.
A single outlier is identified with the red cross at the 3%
concentration. Fig. 14 shows a linear fitting of the measured
h pk samples along with the 95% prediction interval, that
is, about the ±2σ interval assuming a normal distribution
of the measurements. The σ calculated from the residuals
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Fig. 15. Comparison between theoretical model and linear fitting of the
measured h pk samples.

is 32.4 s−1. A very good R2 of 0.97 was obtained from the
fitting, confirming the validity of the linear approximation
to explain the relationship between the measured parameter,
that is, h pk , and low moisture concentration. A slope, that is
the absolute sensitivity of the linear model, of 181.3 s−1/% is
obtained. The fitted model was compared with the theoretical
model in (17) and the results are depicted in Fig. 15. In
particular, (17) is plotted by varying CK and εO,T parameters
which change with the sensor’s geometry and oil conditions
in terms of temperature, aging, and other contaminants. Both
the difference in offset and slope, between theoretical and
fitted experimental curves, are imputable to the approximations
made during the derivations, such as the assumption of
constant temperature of the samples, linear relationship
between dielectric constant and water concentration, and so on.
This strong variability in offset and slope also suggests that
a one-time calibration procedure must be performed before
system operation. However, the developed model supports
the validity of the proposed linearized approach for the
measurement of small water concentration in lubricant oil.

The LOD parameter was derived, for the proposed system,
by using the equation in [6]

LOD =

∣∣∣∣∣3 · σb · ϕW,min

h pk,min

∣∣∣∣∣ (32)

where σb is the standard deviation of the blank measure,
intended as the measure in pure oil, and h pk,min is the average
value of h pk,min. The ppm value from (32) is obtained by
multiplying the result by 106. An LOD of 6.3 ppm is obtained
with a σb of 5.4 s−1, a ϕW,min of 0.002 vol/vol, and a h pk,min of
−5130 s−1. As stated in Section II-B, the obtained measured
time for h pk is close to 18 ms. This time comes from the sum
between the excitation time and the digital-signal-processing
time as follows:

tmeas = texc + tDSP = α · TCLK (33)

texc is derived from (9) by taking into account the TS period
time which is obtained by multiplying the clock period, TCLK,
by 800. tDSP is directly measured on the STM32F407 MCU

TABLE II
STATE-OF-THE-ART OF MOISTURE CONTAMINATION

ASSESSMENT SYSTEMS

through the CYCCNT register. This is a free-running register,
provided by the ARM architecture, which is incremented on
each cycle of the 100 MHz processor clock. A CYCCNT
value of 160 531 is derived during the processing. Thus, the α
factor in (33) is equal to 1 797 331, giving an exact value for
tmeas of 17.97 ms. The uncertainty of this can be evaluated by
considering the jitter of the MCU’s PLL, which is responsible
for the generation of the 100 MHz clock signal. This jitter
is specified in [27] as rms period jitter which is defined
as the standard deviation of the clock period measurements
over a large number of cycles. In this calculation, a Gaussian
distribution for the jitter is assumed. More specifically, it turns
out that the ut uncertainty of the tmeas is

ut = k · α · δTCLK (34)

where k is the coverage factor of the expanded uncertainty and
δTCLK is the rms period jitter which has been specified equal to
15 ps for the internal PLL of the used MCU. By substituting
the values, the following measurement time can be declared:

tmeas = (17.97 ± 0.054) ms. (35)

The reported expanded uncertainty is calculated using a
coverage factor, k, of two which gives a level of confidence
of approximately 95%.

Table II shows a state-of-the-art comparison of sensing
systems for moisture contamination assessment. The standout
feature is the measurement time, which is much lower when
compared with other solutions. Moreover, differently from [4]
and [6], the proposed system adopts a miniaturized embedded
system for both measurement, including both the AFE and
the signal processing. This permits us to realize a smaller
and lighter system with a much lower power consumption
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of 167 mW. This power consumption can be considered as
the sum of two separated contributions: 1) the idle power,
equal to 166.9 mW, which is the power of the system with
all the peripherals (core, ADC, AFE) in on-state and outside
the measurement operation and 2) the measurement power,
equal to 98 µW, which is the average contribution during a
measurement cycle. A similar solution of the adopted sensing
technology, with a custom mainboard, has been adopted in [5].
However, the authors use a commercial integrated circuit,
that is, the AD5933, which implements the conventional
IS which is slower in terms of measurement time. The
proposed approach of time-domain impedance, along with
the approximated linear model, permits us to take advantage
of a faster measurement technique which is also low in
terms of computational demand. A single h pk measurement
is enough to predict the water concentration in oil. The need
for multifrequency excitation and impedance-to-model fitting
algorithms, typical of IS systems, is avoided. These advantages
make the system suitable for adoption in in-line and battery-
powered applications for real-time monitoring of moisture in
lubricant oil.

V. CONCLUSION

In this article, a system and a measurement approach to
reduce the measurement time in the assessment of moisture
contamination in lubricant oils have been presented. The
system is suitable for in-line monitoring and its sensing
principle leverages on permittivity change of a custom-
made IDC while immersed in lubricant oil. The time-domain
impedance concept, that is, the IR, has been exploited here
by using MLS binary sequences. Different from conventional
IS, MLS-based measurements are performed with simpler
hardware, higher computational efficiency, lower power
consumption, and lower measurement time. As a novelty,
a linear model to relate a single measured quantity from IR
to water concentration in oil has been introduced and verified
through experimental measurements. This permits to achieve
a low measurement time, thus achieving a lower energy-per-
measurement parameter. This is a key feature to adopt the
proposed measurement approach in battery-powered in-line
monitoring devices and smart sensor networks. The validity of
the linear model, for the detection of small concentrations of
water in lubricant oil, has been verified through experimental
measurements. The test has been performed in water–oil
prepared samples with 0.2%, 0.5%, 1%, 2%, and 3%
concentrations at room temperature, obtaining an estimated
LOD of 6.3 ppm. A low measurement time of 18 ms
has been achieved, which outperforms with respect to the
state-of-the-art.
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