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Abstract— Cyber security is one of the most crucial aspects
of the Internet of Things (IoT). Among the possible threats,
great interest is today paid toward the possible capturing of
information caused by external attacks on both client and server
sides. Whatever the IoT application, the involved nodes are
exposed to cyberattacks mainly through the vulnerability of
either the sensor nodes themselves (if they have the capabilities
for networking operativity) or the IoT gateways, which are the
devices able to create the link between the local nodes of the
IoT network, and the wide area networks. Due to the low-cost
constraints typical of many IoT applications, the IoT sensor
nodes and IoT gateways are often developed on low-performance
processing units, in many cases customized for the specific
application, and thus not easy to update against new cyber
threats that are continuously identified. In the framework of
cyberattacks aimed at capturing sensitive information, one of the
most known was the heartbleed, which, has allowed attackers to
remotely read protected memory from an estimated 24%–55%
of popular HTTPS sites. To overcome such a problem, which
was due to a bug of the OpenSSL, a suitable patch was quickly
released, thus allowing to avoid the problem in most of the cases.
However, IoT devices may require more advanced mitigation
techniques, because they are sometimes unable to be patched for
several practical reasons. In this scenario, the article proposes
a novel measurement method for inline detecting intrusions
due to heartbleed and heartbleed-like attacks. The proposed
solution is based on an effective rule which does not require
decoding the payload and that can be implemented on a low-
performance general-purpose processing unit. Therefore, it can
be straightforwardly implemented and included in either IoT
sensor nodes or IoT gateways. The realized system has been
tested and validated on a number of experiments carried out on
a real network, showing performance comparable (in some cases
better) with the heavier machine learning-based methods.

Index Terms— Cyber security, intrusion detection system
(IDS), low-performance systems, rule-based, sensor nodes.
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I. INTRODUCTION

NETWORK security monitoring and measurements are
commonly used methodologies in information security

operation centers. The network traffic is captured by means of
suitable measurement probes and the related logs are moni-
tored to detect any illegal activities within the network [1], [2].

Intrusion detection systems (IDSs) are automatic systems
specifically designed for identifying threats that are able to
potentially create damage to information systems as data
leakages, Distributed Denial of Service (DDoS), Bad Data
Injection, to cite a few, and in different contexts of appli-
cation [3], [4], [5], [6], [7]. Recent trends of cyberattacks go
toward Internet of Things (IoT) and operational technology
(OT) infrastructure which will involve more and more tar-
gets including critical infrastructures, traditional manufactur-
ing facilities, even smart home networks, in the next years.
Due to the prevalence of employees managing these sys-
tems via remote access, which provides a very good entry
point for cybercriminals, it is expected that attackers will
target industrial sensors to cause physical damage that could
result in assembly lines shutting down or services being
interrupted [8].

Among the most popular cyberattacks, heartbleed vulnera-
bility took the Internet by surprise in April 2014 and allowed
attackers to remotely read protected memory from an esti-
mated 24%–55% of popular HTTPS sites [9], [10]. This kind
of attack was due to a bug in OpenSSL, the most popular
open-source cryptographic library that implements the SSL
and TLS protocols. In particular, the implementation of TLS
heartbeat extension had a bug allowing attackers to remotely
access private data from both clients and servers. Although
a suitable patch was quickly released for overcoming such a
bug, recent scientific and technical literature prove how the
problem of heartbleed still persists in many contexts since
systems that did not (or could not) upgrade to the patched
version of OpenSSL are still affected by the vulnerability
and open to attack. As matter of fact, any server or cloud
platform should be relatively easy to patch. However, IoT
devices may require more advanced mitigation techniques,
because they are sometimes unable to be patched for practical
reasons. Additionally, some companies often use a customized
version of the vulnerable software. As an example, in the case
of heartbleed, OpenSSL is an open-source library and some
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companies might have modified it for their purposes. In such
cases, a direct patch is not possible–the company must then
reintroduce its custom code into the new version of the library.
This is often the reason why web open-source software is not
immediately updated by companies even if critical new bugs
are found [11].

All these considerations, together with the fact that
heartbleed-like attacks can be still dangerous, push again the
research activity toward defining suitable intrusion detection
strategies able to identify such kinds of attacks [12], [13], [14],
[15], [16], [17], [18]. Moreover, the analysis of the literature
has proved how, concerning heartbleed and heartbleed-like
attacks, IDSs able to inline identify such kinds of attacks
are not so far available. Generally, to develop an IDS, most
of the solutions are based on Artificial Intelligence (AI)
and Machine Learning approaches, which generally incur a
significant computational burden [19], [20], [21], nevertheless
in many application contexts concerning IoT, where devices
and network systems are characterized by low costs and
consequently by low resources for data processing and storage,
the applicability of such techniques is not always feasible.

In this framework, starting from the preliminary results
provided in [22] and on the basis of the past experience in
the fields of measurements systems for network performance
analysis [23], [24], [25], [26], [27], [28], [29], [30], in this
article, the authors propose a novel measurement method
designed for inline detecting on low-performance systems,
and able to identify heartbleed-like attacks on the basis of
very straightforward and easy to implement rules. It falls
in the class of network-based IDS and it is implemented
using very low-cost hardware and open-source software for
data acquisition and analysis. To evaluate the performance
of the proposed system, a suitable experimental setup has
been realized for operating in real operating scenarios. The
experimental characterization made on several kinds of real
attacks and several kinds of real standard data traffic shows
very good performance in terms of the ability to correct
detecting the heartbleed-like attacks and in discriminating
them from the standard traffic, thus keeping the number of
false alarms low.

The rest of the article is organized as follows. Section II
provides a detailed analysis of heartbleed and heartbleed-
like attacks; Section III describes the preliminary experi-
mental analysis carried out for designing and tuning the
proposed measurement method; Section IV reports an exam-
ple of implementation of the measurement method on a
common low-performance system along with the experimen-
tal results achieved on a wide measurement campaign and
allows comparing the proposed solutions with ML-based tech-
niques; Section V discusses about the possible extensions of
the proposed methodology to wider networks and, finally,
Section VI draws the conclusions.

II. DATA LEAKAGE DUE TO HEARTBLEED ATTACKS

As aforementioned, in 2014 it was discovered one of the
most relevant attacks which targeted web servers all over
the world. Indeed due to the widespread of OpenSSL, the
open-source library that implements one of the most notorious
cryptographic protocols (transport layer security and security

Fig. 1. Heartbeat request (HB type 01) and response (HB type 02) packets
structural description.

socket layer), the heartbleed attack caused the theft of millions
and millions of sensitive data stored in servers that imple-
mented a bug version of OpenSSL. The severity of the attack
pushed in less than one day releasing a patch version for
troubleshooting.

A. Heartbleed

The reason that led the developers to adopt the TLS heart-
beat eExtension was to avoid that the server side dropped the
communication if a client did not send any message after an
idle time, avoiding the authentication and renegotiation phases.
Basically, the protocol adopts an echo mechanism in which
the client sent a well-structured packet, known as heartbeat
request and specifies the length. At the other end, the server
replies with a packet, heartbeat response, having the same
length and information value.

In detail, the heartbeat packet whether it was a request or
response, is at most 16 384 bytes and has seven fields.

1) The first one is the one-byte type fixed-length and
provides information about heartbeat type (0 × 18).

2) The second field is a two-byte field indicating the TLS
version (03 01 to indicate TLSv1.0, 03 02 for TLSv1.1,
03 03 TLSv1.2).

3) The third field indicates the length of the heartbeat
message.

4) The next one byte (fourth field) is the heartbeat type (0 ×

01 for request message otherwise 0 × 02 for response).
5) Finally, there are two bytes to represent the length of the

heartbeat payload message and payload (fifth and sixth
fields), and padding (last field).

To have a correct message, the padding field must contain
at least 16 bytes and the length of the heartbeat message
must not exceed 214

− 5 value [9]. The packet structure is
shown in Fig. 1. In particular, two aspects from the 1.0.1 and
1.0.1f OpenSSL versions that may cause some undesired
consequences. The first one is related to the degree of freedom
at the client side, as it has the possibility to choose the
length of the heartbeat request packet in the allowable range,
by declaring the packet length up to 65 536 bytes. The second
one comes from the fact that the code implementing the
protocol did not check the real length specified in the payload
length field and the corresponding payload content.

The difference between the real packet size and the value
indicated in the message represents the heartbleed, that was
a flooding of information stored into the buffer. The structure
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Fig. 2. Heartbleed packet.

Fig. 3. Heartbleed-like packet structural description.

of heartbleed-shaped packet is reported in Fig. 2. This type of
attack ranks into heap buffer over-read attack.

B. Heartbleed-Like

Unlike canonical heartbleed packet, where an attacker usu-
ally specifies the length of the payload, using the maximum
available value in hexadecimal form, that is ffffhex, and keeping
empty the rest of the packet, the heartbleed-like case was
also evaluated in this article. Indeed, it is possible to send
a packet having the same size as a heartbeat, but altering only
the payload length. In Fig. 3 is reported the case in which the
size is 16 384 bytes, but asking an echo heartbeat response
containing 65 534 bytes. The reason that led us to study this
new type of heartbleed attack is to trick a possible IDS based
on the measurement of the packet size. More specifically,
while keeping the length of the packet fixed, we have been
ranging the payload length from the heartbeat to heartbleed.
However, it might be intuitive that the most disruptive way to
obtain the maximum data stored into the buffer is to keep
the size of the packet as small as possible. Referring to
our previous work [22], leveraging on the only assumption
that the network traffic has a symmetric behavior between
backward and forward, we upgraded the proposed rule to a
more powerful one, as discussed in Section III.

III. PRELIMINARY EXPERIMENTAL ASSESSMENT

The ability to distinguish malicious traffic, in the shape
of heartbleed or heartbleed-like requests, needs a preliminary
assessment, to evaluate peculiar features associated with attack
data exchange and benign traffic. To this aim, this section
describes a preliminary test set-up as well as the parameters
measured through the use of a traffic monitoring software,
to conclude with the analysis of acquired data, the presentation
of the adopted figures of merit and definition of the detection
rule.

A. Test Setup

The initial assessment has been carried out by adopting
the test setup reported in Fig. 4. It is composed of a couple
of personal computers (PCs), connected through an ethernet

Fig. 4. Block diagram of the preliminary assessment set-up.

cable, according to the protocol IEEE 802.3. Both computers
are running a Linux Operating System, namely Ubuntu 12.04.
The OS choice is related to the installable OpenSSL version
1.0.1f, as described in Section II, to run heartbleed attacks.
In detail, the old version is required on the attack target
only: to make the system uniform, we adopted the same
software features on both sides of the communication. In this
way, symmetry can be observed and no preferential way
can bias the obtained results. On the receiver side, an open
source traffic monitoring software is also installed, i.e., CIC -
CICFlowMeter [31], [32], which is generally able both to
generate and monitor traffic by measuring some parameters
of interest over the exchanged traffic. For our convenience,
traffic was exchanged using Python scripts and CICFlowMeter
was adopted only for acquiring and measuring the parameters
of interest. In this way, bidirectional traffic between the
sender (PC1) and receiver (PC2) is monitored on a flow-by-
flow basis and 83 relevant parameters are measured for each
measurement session. This set of parameters constitutes the
basis for our analysis.

B. Traffic Generation and Measurement Conditions

The preliminary analysis has been carried out by consid-
ering several types of traffic, to take into account the most
common data exchange conditions and to build up an attack
detection rule which is robust and able to generalize its output.
To this aim, the network traffic has been generated according
to the following categories.

1) Benign Traffic.
a) Heartbeat.
b) Interactive.
c) Non-real time.
d) Latency sensitive.

2) Malicious Traffic.
a) Heartbleed.
b) Heartbleed-like.

In detail, 13 751 flows have been generated by means
of suitably developed Python scripts and captured by
CICFlowMeter, for a total time of several hours of data
exchange per type of traffic. The size of each flow was
variable, depending on the adopted protocol and the eventual
presence of an attacking behavior. The traffic has been injected
into a gigabit ethernet link and exploited the maximum speed
the link allowed.

Details about the characteristics of malicious traffic are
reported in Table I.
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TABLE I
SIZE CHARACTERISTICS OF THE GENERATED MALICIOUS TRAFFIC

In such a preliminary phase, the data analysis has been per-
formed offline. The measured parameters have been analyzed
and processed subsequently.

C. Data Analysis

The performance of a good IDS is conditioned by the type
of data and the method of acquisition. In our case, we chose
to exploit the information brought by network traffic. Usually,
network data collection can be performed in two ways.

1) Full Packet CAPture (PCAP) allows obtaining detailed
information about packets belonging to the network,
such as packet headers, packet size, protocol, flags.
Moreover, it is also possible to read the packet payload
containing private information or sensitive data.

2) NetFlow, unlike the aforementioned method, provides
a measurement of some parameters about each flow.
Examples of measurements are the number of bytes
exchanged during a flow, the number of packets in
both directions, and derived parameters (e.g., average,
standard deviation, variance).

For our purpose, we chose to use the latter methodology
measuring the network flow parameters using the previously
described tool (i.e., CICFlowMeter tool).

Once the whole parameter set was acquired, two possible
ways could be generally followed for identifying the most suit-
able parameters which should allow to discriminate between
malicious and benign traffic.

1) Use an automatic feature selection method, typically
employed in the field of Machine Learning and statistics,
which is a commonly used procedure to select a subset
of important features, instead of using the entire dataset,
where redundant or irrelevant features may occur. Many
advantages come from this procedure, some of the most
important are the simplification of the model and shorter
training times. Scikit-learn offers a wide choice of
Feature Selection algorithms, depending on the classifier
it is needed to use.

2) Analyze the physical meaning of the parameters returned
by the measurement software and then consider a subset
of them to propose a rule-based methodology. In the case
of heartbleed and heartbleed-like attacks, both exhibit a
behavior that privilege a larger amount of data in the
download direction than in the upload one. Accordingly,
we chose all measured parameters that could highlight
the unbalance between traffic flow directions.

A summary of the obtained selections is reported in Table II.
In particular, the Feature Selection approach is here shown in
the case of the Random Forest Regressor (RFR), which is a
meta estimator among a number of classifying decision trees
(DTs) on multiple subsets of the dataset and uses averaging
to improve the predictive accuracy and control over-fitting.

TABLE II
COMPARISON BETWEEN DATA-DRIVEN AND

KNOWLEDGE-BASED TECHNIQUES

Fig. 5. Trend about the number of packets exchanged in forward and
backward communication in heartbeat protocol.

It is possible to highlight that the automatic feature selection
procedure identifies a higher number of parameters than the
rule-based one. Therefore, it is expected that with ML
methods, the corresponding models will be more complex than
in the case of the rule-based one.

Our approach leveraged on the assumption that during the
flows exchanged using the protocol, the number of heartbeat
packets in forward and backward direction are the same,
having a symmetric behavior. For proving that, we sent heart-
beat packets whose lengths varied from the minimum allowed
which is 4096 bytes to the maximum which is 16 384 bytes.
In Fig. 5, the scatter plot showing the relationship between
the exchanged packets is reported. The equation of linear
regression describes how variable y changes as variable x
changes (the slope is very close to 1). Indeed, (e.g.,) a server
implements an echo mechanism with a client. On the contrary,
during a buffer overread attack, the amount of packets received
in backward is far greater than the packets sending in forward
direction, showing an asymmetric behavior. Also in this case,
to obtain it, according to I we manipulated the value of length
of heartbeat payload, keeping empty payload for heartbleed
attack, while to obtain heartbleed-like attack we sent a packet
which having the same length than heartbeat, but varying the
value in payload length from 16 384 to 65 536 bytes, keeping
step of 4096 bytes. The trend of forward (x) and backward (y)
packets are shown into Fig. 6, highlighting the slope greater
than 45 for heartbleed and greater than 33 for heartbleed-like
attack, thus confirming the expected asymmetric behavior.
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Fig. 6. Trend about the number of packets exchanged in forward and back-
ward communication in heartbleed and heartbleed-like attack. (a) Heartbleed
attack. (b) Heartbleed-like attack.

D. Adopted Figures of Merit

To evaluate the capability of our methodology to discrim-
inate between attack and benign conditions, and to compare
the achieved performance with one provided by competitive
solutions, some classical figures of merit, used in classification
problems, have been employed. Particularly, considering the
binary hypothesis testing and assuming H0, the null hypothe-
sis, as the attack presence and H1, the alternative hypothesis
as the attack absence, it is possible to define.

1) True Positive (TP) =
∑Nt

i=1 1(H0|H0).
2) True Negative (TN) =

∑Nt
i=1 1(H1|H1).

3) False Positive (FP) =
∑Nt

i=1 1(H0|H1).
4) False Negative (FN) =

∑Nt
i=1 1(H1|H0)

where the 1 is the indicator function whose output is 1 if the
expressed condition is true, or 0 otherwise. Furthermore, Nt

stands for the total number of tests (one test corresponds to
one flow, in our case).

Starting from TP, TN, FP, FN, the following quantities are
considered:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Sensitivity =
TP

TP + FN
(3)

Specificity =
TN

TN + FP
(4)

F1-score =
2TP

2TP + FP + FN
(5)

AUC =
1
2

−
FP

2(TN + FP)
−

TP
2(TP + FN)

. (6)

E. Proposed Rule-Based Methodology

Considering selected measured parameters reported in
Table II concerning the rule-based methodology, we proposed
a flow-by-flow evaluation of the parameters of interest for
developing the rules described in the following. In other words,
considering the parameters measured by CICFlowMeter at
each flow, they are used for evaluating the involved quantities.
To these aims, we started the analysis evaluating the relation-
ship (RL1), which is a slight modification of the one tested
in [22], where only heartbeat and typical heartbleed attacks
were considered.

The relationship RL1 is reported in the following equation:

RL1 =
(bwd_len_max − bwd_len_mean) · fwd_len_std
bwd_len_std · (fwd_len_max − fwd_len_mean)

. (7)

The adopted parameters to describe RL1 are.
1) bwd_len_max: maximum value of the packet lengths

(in bytes) in the backward direction (download case,
considering PC1) - indicated as bwd_pkt_len_max in
CICFlowMeter.

2) bwd_len_mean: average value of the packet lengths
(in bytes) in the backward direction (download case,
considering PC1) - indicated as bwd_pkt_len_mean in
CICFlowMeter.

3) bwd_len_std: standard deviation value of the packet
lengths (in bytes) in the backward direction (download
case, considering PC1) - indicated as bwd_pkt_len_std
in CICFlowMeter.

4) fwd_len_max: maximum value of the packet lengths (in
bytes) in the forward direction (upload case, considering
PC1) - indicated as fwd_pkt_len_max in CICFlowMeter.

5) fwd_len_mean: average value of the packet lengths (in
bytes) in the forward direction (upload case, considering
PC1) - indicated as fwd_pkt_len_mean in CICFlowMe-
ter.

6) fwd_len_std: standard deviation value of the packet
lengths (in bytes) in the forward direction (upload case,
considering PC1) - indicated as fwd_pkt_len_std in
CICFlowMeter.

In Fig. 7, the values obtained for RL1 in the preliminary
test campaign are reported.

A second proposed relationship, namely RL2, is simply
defined as

RL2 = down_up_ratio (8)

where the adopted quantity, down_up_ratio stands for the ratio
between the number of packets in the download direction
(from PC2 to PC1) and the same quantity in the upload
direction (from PC1 to PC2).
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Fig. 7. Normalized histogram of RL1 values in benign and malicious
traffic conditions. (a) Normalized histogram of RL1 values. (b) Normalized
histogram of RL1 values zoom-in.

In Fig. 8, the values obtained for RL2 in the preliminary
test campaign are reported.

The third and last relationship RL3 is based on the following
equation:

RL3 =
bwd_len_mean − fwd_len_mean

fwd_len_mean
(9)

where the involved quantities have the same meaning
explained referring to rule RL1.

In Fig. 9, the values obtained for RL3 in the preliminary
test campaign are reported.

Starting from the analysis of the histograms of RL1, RL2,
and RL3, the relationships have been chosen according to the
asymmetry concept as well as their good separability property
when benign traffic and malicious cases are considered.

Consequently, the following rules are identified:

R1 = {RL1 ∈ [0.00, 0.84]} (10)
R2 = {RL2 ∈ [1.05, 2.10]} (11)
R3 = {RL3 ∈ ([0.16, 1.32]||[6.80, 18.00])}. (12)

The “true” value of each rule identifies possible heartbleed
attacks. As shown in Figs. 7–9, the separability property is not
perfectly respected for all considered relationships: therefore,
a too high number of false positives could arise from the single

Fig. 8. Normalized histogram of RL2 values in benign and malicious
traffic conditions. (a) Normalized histogram of RL2 values. (b) Normalized
histogram of RL2 values zoom-in.

application of each rule. Consequently, we chose to apply a
logical AND relation among all the truth values of the proposed
rules for definitely detecting either heartbleed or heartbleed-
like attacks.

IV. EXAMPLE OF ON-FIELD APPLICATION

In this section, a real system composed of IoT nodes and a
central IoT gateway is realized and the methodology is eval-
uated on-field. Particularly, the adopted implementation, the
experimental results and their comparison against traditional
ML techniques are discussed.

A. Experimental Setup

To make the proposed measurement method really appli-
cable to the context of IoT frameworks, here we propose a
typical network configuration of IoT applications, whose block
diagram is proposed in Fig. 10.

In the proposal, we supposed to have some IoT nodes
which have limited networking capabilities and, to reach the
Internet, they need to pass through an IoT gateway, where
the protection method against heartbleed and heartbleed-like
attacks is implemented. The malicious user which would like
to steal data from nodes is depicted as “Attacker.” The WAN



AMODEI et al.: MEASUREMENT APPROACH FOR INLINE INTRUSION DETECTION OF HEARTBLEED-LIKE ATTACKS 5502610

Fig. 9. Normalized histogram of RL3 values in benign and malicious
traffic conditions. (a) Normalized histogram of RL3 values. (b) Normalized
histogram of RL3 values zoom-in.

Fig. 10. Network configuration where an IoT gateway implements protection
rules acting as a firewall for the IoT nodes.

network cloud only recalls the possibility that the malicious
user can belong to an external network, able to reach the IoT
node through the IoT gateway. The choice of the edge device
is not discriminant in our approach, IoT nodes or old machines
can act similarly whenever they only have to manage heartbeat
or simple traffic requests. The whole task is accomplished
by the center-sided IoT gateway, which is aimed to protect
any low-end device, whose traffic is preliminarily filtered
and, consequently, verified. Furthermore, the IoT gateway
does not care about the device typologies it has to manage
and it does not deal with any patch fixing. The proposed
approach is widely applicable to protect heartbleed but also
other attacks dealing with databreach. It is worth noting that
the attack is not directly blocked in the requesting phase, but

TABLE III
LIST OF THE NUMBER OF FLOW TYPOLOGIES

EXCHANGED DURING THE TEST

double-checked with the pair request/response. The attack is
not finally accomplished since the low-end device response
never reaches the attacker’s end, but it is blocked by the
gateway itself.

As for the Attacker and the IoT node (attacked), two
light terminals running Ubuntu 12.04 LTS operating system,
(vulnerable to heartbleed-like attacks because of the unpatched
OpenSSL version) have been considered.

As for the IoT gateway, to prove the implementation of
the proposed method on low-cost platforms, a Raspberry
Pi 4 Model B, equipped with Ubuntu 22.04 LTS (the OpenSSL
version is not relevant in this case, since it only needs to
implement the rule and running CICFlowMeter) has been
adopted. It is equipped with 3.10 Python version and, flow-
by-flow, it runs the described measurement method for the
heartbleed and heartbleed-like inline detection.

To compare the proposed method with alternative solutions,
the same hardware has been adopted for implementing very
popular classifiers, as better described in the following.

B. Experimental Results

The experimental test is composed of four acquisitions. The
first one involved the exchange of network flows using heart-
beat protocol where each heartbeat request has been increasing
its size by 1 byte per flow starting from 4021 to 16 348 bytes.
In the second one, the canonical heartbleed attack is launched.
Meanwhile, in the third one, the heartbleed-like attack had the
canonical size of the heartbeat packet, but the length specified
in the length field packet has been increased from 16 384 to
65 536 bytes with 4096 bytes per step. In the end, the last
one involved the regular traffic as described in Section III.
In Table III are showed the exact number of flows exchanged
during the test. As regular traffic and heartbeat regard, the
reported number is the total number of flows; as heartbleed
and heartbleed-like are concerned, the number is related to
flow typologies, each of them has been repeated 30 times to
have a statistical meaning of the test.

According to the key performance indicators introduced
in the previous section [see (1)–(6)], Table IV reports the
achieved results, in which the progression of performance
with the addition of AND condition is reported. In particular,
a general improvement is obtained by adding the first AND
condition, while slight modifications (in the increasing direc-
tion) are observed passing from the AND between two rules
to the same condition among the three ones.

It is relevant to highlight that if we use only the RL1 rule,
we obtain a high value of sensitivity but a low value of
precision (recall), leading to a low value of F1-score. The
latter one, despite a little decrease in sensitivity, increases
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TABLE IV
PERFORMANCE TREND BY THE APPLICATION OF THE PROPOSED RULE IN INCREASING AND LOGIC

TABLE V
PERFORMANCE COMPARISON ON RASPBERRY PI, USING RF FEATURE SELECTION AS INPUT FOR CLASSIFIERS

evaluating also RL2 and RL3, justifying an improvement of the
AUC score. Actually, the RL1 and RL2 conditions are strictly
necessary. The third rule could, in the specific case, be omitted
but it is the only rule taking into account the difference
between the mean values in both directions. There could be
cases where the total number of packets is similar while their
mean length changes. In heartbleed detection, rule 3 could also
be neglected but we believe that in heartbleed-like attacks it
is good to keep it, since its implementation is straightforward
due to the fact that needed quantities are already taken to
implement RL3 and therefore the computational additional
burden is really negligible.

C. Comparison With Traditional ML Techniques

Nowadays AI is exploited in several fields, including cyber
security. Typically, Machine Learning and Deep Learning
solutions are proposed in the literature for developing IDSs,
thus representing a reasonable benchmark for comparing the
proposed method with widespread and competitive ones. Con-
sidering that the development of Deep Learning techniques
generally requires more expensive computational unit, in the
following we consider only Machine Learning algorithms.

In particular, among the most known ML Algorithms,
we selected those widely employed in such a field of applica-
tion: DT, Gaussian Naive Bayes (GNB), K –Nearest Neighbor
(K–NN), MultiLayer Perceptron (MLP), Random Forest (RF).

Performance comparison among the above-mentioned ML
algorithms and the proposed rule-based approach (RBA) is
reported in Tables V and VI. It has been carried out using
RF feature selection as input for classifiers. In particular,
in Table V the same figures of merit, previously defined
in (1)–(6), have been considered. Instead, Table VI reports
a further analysis that has been carried out with the aim
of comparing the memory usage and the execution time
among the proposed method against the considered ML-based
classifiers.

Analyzing these results, it is possible to note that the ML
algorithms that have shown the better performance are RF
and DT, which have obtained the maximum score for all the
considered key performance indicators, even if the former has
shown an execution time that is almost double of the latter.

TABLE VI
COMPARISON AMONG RULE AND CLASSIFIERS ON BOTH CPU TIME AND

MEMORY USAGE, USING RF FEATURE SELECTION

As for the proposed RBA, it has shown a very good per-
formance, comparable with DT and RF, in terms of precision
and specificity and a little bit worse, but better than the other
considered ML algorithms, in terms of accuracy, sensitivity,
and F1-score. But the main interesting achievement concerns
the execution time and memory usage. In fact, it has shown
an execution time that is more than 5 times shorter than
that experienced when the DT algorithm has been considered.
A similar remark can be made concerning memory usage.
In fact, the proposed rule has a memory usage that is 5 times
lower than DT, which is the classifier that has shown the lowest
memory usage.

Summarizing, the achieved results confirm the very good
performance of the proposed RBA concerning popular ML
techniques, and a significant improvement in terms of execu-
tion times and memory requirements. These last considera-
tions confirm the suitability of the proposed approach to be
implemented also on low-performance systems and for inline
detection.

These features become particularly attractive whenever an
IDS able to detect several kinds of attacks has to be developed.

V. TOWARD A WIDE APPLICABILITY

Proposed results and methodology allow discussing about
the possible extension of the work in more general and
complex frameworks of cyber security, by analyzing both the
level of generalization and the likelihood of the considered
kind of attacks.

As for the level of generalization, two raising issues have
to be considered: 1) the capability to keep low-complexity
methods to detect further cyberattacks and 2) the management
of such a kind of attacks in case of larger networks.
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The response to 1) is related to the attack typology. The
proposed attack detection system and its low complexity can
be kept whenever the attack deals with anomalies in data
flow rates or traffic unbalancing. When the attack moves to
other typologies, such as ransomware or other ones work-
ing on target data more than on flow alteration, a different
methodology has to be investigated, hopefully keeping the
computational complexity low. Regarding 2), in the case
of networks characterized by a high number of nodes, the
proposed solution is still applicable by splitting the detection
points. In other words, each IoT gateway could implement the
proposed intrusion detection solution for managing its subset
nodes.

As for the likelihood of the considered attacks in today’s
scenario, actually, the computation and technology are mov-
ing toward a dichotomous mechanism, where powerful and
centralized computing centers coordinate pervasive very low-
power devices, which are placed everywhere. These last ones
capture data from nature and society about almost everything
and, periodically, send their acquisition to central servers. The
possibility of having sensitive data in temporary buffers is not
that rare, as well as the possibility of their system updates
being carried out only in nonservice mode. Therefore, the
authors see a wide impact of the faced topic in the IoT world,
especially considering the lightweight found solution, eligible
for implementation in low-power devices (even small gateways
coordinating peripheral nodes).

VI. CONCLUSION

In the framework of IoT applications, cyber-attacks repre-
sent a significant threat to developers of systems and applica-
tions. Indeed, the typical application constraints of low-cost,
low-powerful architecture, and, at the same time, the required
networking operativity make such systems intrinsically vul-
nerable to cyber criminals. Moreover, the use of low-powerful
platforms for developing IoT sensor nodes or IoT gateways,
often makes it impossible to update the systems with suitable
patches for correcting the frequently identified vulnerabilities.

Therefore, among data leakage attacks, heartbleed and
heartbleed-like still represent significant threats to IoT appli-
cations. In this context, the article has presented a novel and
rule-based measurement method that can be developed on
low-cost platforms for inline detecting the presence of such
kinds of cyberattacks. The low complexity of the proposed
solution makes it directly implementable on IoT gateways and
allows well-discriminating malicious traffic from the benign
one (that could involve an IoT sensor node belonging to the
IoT gateway segment).

In particular, the implementation of the proposed method
on a very popular platform (i.e., Raspberry Pi 4), has proved
that, compared with solutions based on popular ML-based
techniques, the proposed solution keeps similar performance
(in several cases also better) in terms of the typical figures of
merit adopted in the context of IDSs, but, due to the lowest
complexity, it requires very lower execution times and memory
requirements. These features become particularly attractive,
looking at the long-term goal of the research activity of
developing an IDS able to detect several kinds of attacks.

Indeed, future developments will extend the proposed
method to further kinds of cyberattacks typically affecting IoT
applications, like DDoS and Bad Data Injection.
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