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Efficient Industrial Robot Calibration via a Novel
Unscented Kalman Filter-Incorporated Variable
Step-Size Levenberg—Marquardt Algorithm
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Abstract— Robots facilitate a critical category of equipment
to implement intelligent production. However, due to extensively
inevitable factors like structural errors and gear tolerances, the
positioning error of an industrial robot is several millimeters,
therefore failing to fulfill the high-precision manufacturing
requirements. To address the critical problem, this work
develops a novel calibration algorithm that incorporates an
unscented Kalman filter and a variable step-size Levenberg—
Marquardt (UKF-VSLM) algorithm for efficient industrial robot
calibration with the following twofold ideas: 1) developing a novel
variable step-size Levenberg-Marquardt (VSLM) algorithm to
address the local optimum issues encountered by a standard
Levenberg-Marquardt (LM) algorithm and 2) incorporating
an unscented Kalman filter (UKF) into the proposed VSLM
algorithm to suppressing the measurement noises during the
calibration process. Empirical studies on a HuShu Robotics
(HSR) JR680 industrial robot demonstrate that compared with
state-of-the-art calibration algorithms, the calibration accuracy
of the developed UKF-VSLM is 19.51% higher than that of the
most accurate LM algorithm measured by the maximum error.
The empirical results strongly support the superior performance
of the proposed algorithm in addressing robot calibration issues.

Index Terms— Absolute positioning accuracy, industrial robots,
kinematic parameters, robot calibration, unscented Kalman filter
(UKF), variable step-size Levenberg—-Marquardt (VSLM).

NOMENCLATURE

Symbol  Description.

K Transformation matrix.

a Link length: The distance from z;_; to z;
axes.

d Link offset: The distance from x;_; to x;
axes.

o Link twist angle: The angle from z;_; to
Z; axes.
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0 Joint angle: The angle from x;_; to x; axes.

q1> 42, ---,q¢ Rotation angles of an industrial robot.

J Robot coefficient matrix.

Z; Measuring cable length for the position i.

Z Theoretical cable length for the position i.

P; Theoretical position for the position i.

Py Calculated position for the point fixed on
the ground.

X Errors of DH parameters.

dK Pose deviation of the end-effector.

e Position error of the end-effector.

E Cable length deflection.

Xz{,klkfl Posteriori sigma vector at (k — 1)th
1teration.

Y ki Posteriori measurement state (k — 1)th
iteration.

P Covariance matrix at time k.

xp Priori state at time k.

Wi Weight of sigma point i.

8 Step size of searching.

y Mean of the observation model.

S Covariance of the observation model.

0 Kalman gain.

m Number of samples.

Py, Cross-covariance.

Yy Current set of observations at the kth
iteration.

A Learning rate.

Il 1l2 Lonorm operator.

f@ Fitness function.

o Decreasing coefficient of step size.

1 Unit matrix.

I. INTRODUCTION

NDUSTRIAL robots are the major equipment of advanced

manufacture. The vigorous development of industrial
robotics can help the fast establishment of advanced
manufacture [1], [2], [3], [4], [5], which further promotes
industrial upgrading to improve people’s daily life. However,
industrial robot applications commonly involve complex tasks
with high precision requirements [5], [6], [7], [8], [9], [10].
Generally, a calibrated industrial robot enjoys its greatly
high repetitive positioning accuracy, while the absolute
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positioning error of an uncalibrated robot might reach several
millimeters and thus fail the demands of high-precision offline
programming and intelligent application [11], [15], [18].
Additionally, the error sources of industrial robots mainly
contain robot kinematic and dynamic errors, where the
kinematic parameter error yields about 90% of the total
errors [11], [12], [13], [14], [15]. Hence, we mainly consider
the error of robot kinematic parameters. Consequently,
implementing its kinematic parameter calibration efficiently
is a vital method to enhance the positioning accuracy of the
robot [16], [17], [18], [19], [20].

Aiming at addressing the thorny issue of robot cal-
ibration, pioneer researchers have made various explo-
rations [21], [22], [23], [24], [25]. Liu et al. [1] design a
closed-loop kinematic calibration method with a six-point
measuring device, which adopts the Levenberg—Marquardt
(LM) algorithm to calibrate a UR10 robot. Xu et al. [2]
propose an improved manta ray foraging optimization
algorithm for calibrating a self-designed 6-DOF robot, which
reduces the robot positioning error from 10.24 to 0.55 mm.
Cao et al. [3] incorporate an extended Kalman filter (EKF)
into an artificial neural network (ANN) with a butterfly
and flower pollination algorithm for calibrating the Stewart
platform, which achieves excellent calibration performance.
Wang et al. [5] develop a beetle swarm optimization-
incorporated multilayer neural network model for calibration.
Experiments on a SIASUN SR210D robot manipulator
demonstrate that this calibrator achieves fast convergence and
high calibration accuracy. Chen and Zhan [4] develop an
improved beetle swarm optimization algorithm to calibrate a
KUKA KRS500L340-2 robot, thereby obviously reducing its
positioning error. The above-mentioned calibration methods all
are able to improve the robot calibration accuracy. However,
they frequently suffer from the issue of falling into the local
optimum, which harms the calibration accuracy.

As analyzed in a prior study, there are extensive
measurement noises in robot calibration, which results in
this terrible phenomenon. Moreover, the stationary step size
of an LM algorithm may also limit its optimization ability
when seeking the optimal kinematic parameters. Motivated
by the above discovery, this article proposes an efficient
robot calibration algorithm based on an unscented Kalman
filter (UKF) algorithm and a newly presented variable step-
size Levenberg—Marquardt (VSLM) algorithm. Specifically,
the ideas of this work are threefold.

1) Incorporating the variable step-size term into the

learning scheme of an LM algorithm, thereby achieving
a VSLM algorithm with high searching stability and
computing efficiency.

2) Adopting a UKF to suppress the measurement noises.

3) Building a calibration algorithm via seamlessly cascad-

ing a UKF and a VSLM, which can efficiently discover
the optimal kinematic parameters of the robot.
The major contributions of this work include the following.

1) This article proposes a novel VSLM algorithm with

variable step size, which achieves better searching ability
than a standard LM algorithm.

2) A UKF-VSLM calibration algorithm is proposed to

achieve efficient and accurate industrial robot calibration
results.
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TABLE I

KINEMATIC PARAMETERS OF THE HSR JR680
ROBOT BEFORE CALIBRATION

Item i ;. /° a;/mm d;/mm 0;/°
1 -90 250 653.5 0
2 0 900 0 -90
3 90 -205 0 180
4 -90 0 1030.2 0
5 90 0 0 90
6 0 0 200.6 0

3) Detailed algorithm design and analysis for the developed
UKF-VSLM calibrator have been provided, which pro-
vide essential guidance for researchers and practitioners.

4) Empirical studies on a HuShu Robotics (HSR) JR680
industrial robot demonstrate that compared with state-of-
the-art calibration algorithms, the calibration accuracy of
the developed UKF-VSLM is 19.51% higher than that
of the most accurate LM algorithm measured by the
maximum error.

II. PROBLEM STATEMENT

First, this work discusses the kinematic model and error
model for the industrial robot, and then the principle of
calibration algorithm based on a drawstring displacement
sensor is discussed. Furthermore, the adopted symbols are
depicted in Nomenclature.

To accurately optimize the robot kinematic parameter
errors, this work carefully gathers the robot position
data [26], [27], [28], [29], [30]. Advanced measuring
instruments like a laser tracker, a theodolite, and a vision
device are either very expensive or lead to low calibration
efficiency [31], [32], [33], [34], [35]. Meanwhile, they mostly
require particular maintenance, which further restricts their
industrial applications in real environments [36], [37], [38],
[39], [40]. Hence, for simulating real industrial needs,
we adopt a drawstring displacement sensor as the data-
gathering instrument [41], [42], [43], [44], [45]. It contains the
virtues of high measurement accuracy and stability as well as
convenience [45], [46], [47], [48], [49], [50].

Note that robot calibration has four parts: 1) kinematic
modeling; 2) measuring the position of the end-effector;
3) the identification of kinematic parameters; and 4) kinematic
parameter errors compensation [S1], [52], [53], [54], [55]. The
modeling step hugely affects the industrial robot positioning
error. Recently, the popular kinematic model is the DH
(Denavit and Hartenberg) model. Hence, we adopt it to build
the robot kinematic model. For an HSR JR680 industrial robot
with six degrees of freedom, its joint angles and initial DH
parameters are depicted in Fig. 1 and Table I, respectively.

For the principle of the classical DH model [54], [55], [56],
[57], [58], [59], [60], the kinematic transformation of its
adjacent joints is given as

cos; —sin6; cosq; sin 6; sin «; a; cos b;

K — sin 6; cos 0; cos «; —cosf;sina;  a; sin6;
i 0 sino; cos o d;
0 0 0 1

(D
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joint 6

joint 3

joint 2

joint 1

Fig. 1. Joints of the HSR JR680 industrial robot.

where K is the link transformation matrix, a; represents the
link length, d; is the link offset, 6; is defined as the joint angle,
«; 1s given the link twist angle [61], [62], [63], [64], [65]. So,
the transformation relationship from the robot base to its end-
effector is written as

K)=K'K)K;K; KiK. 2)

To identify the DH parameters errors of the robot, the
deviation of the robotic transformation matrix is calculated
by

dK = Kg — K¢ (3)

where dK represents the pose deviation of the robot and K is
the actual pose of the robot. Based on (3), dK can be written
as

81( —da; + oK Ldd; + oK, —1de; 4)
a + — .
do; Ba ad; 20,
Based on (3) and (4), the pose error of the robot is represented
as

Aa

Ad
N | =X (5)

ABO

=[/ & J5 4s]

where J represents the differential identification Jacobian
matrix and X represents the errors of the DH parameters.

Based on the robot calibration principle [66], [67], [68],
[69], [70], the error of cable length is approximately equal to
the robot positioning error, thus yielding the following learning
function:

f(X):min|: Z Zi -7, ] (6)

where Z] and Z; are the calculated cable length and measuring
cable length, respectively, and m is the sampling point count.
Commonly, the nominal cable length can be calculated as

Z! =/ (P, — Py)*. (7)
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Note that P; represents the calculated position of the robot
end-effector and P, is defined as the coordinate value of the
fixed point.

In general, the robot error model is a highly nonlinear model
with extensively complex factors [71], [72], [73], [74], [75],
whose analytic solutions cannot be achieved via conventional
optimization algorithms. In addition, there are extensive
measurement noises during the calibration process, which has
huge harm to the robot positioning accuracy. To deal with
this thorny problem, we propose an efficient UKF-VSLM
algorithm to calibrate the robot.

III. UKF-VSLM ALGORITHM
A. UKF Algorithm

To address the estimation issue in nonlinear systems, a UKF
algorithm is proposed by researchers. It adopts an unscented
transformation to sample state values, whose average value and
covariance are calculated by some sigma points. Compared
with the linearization of the nonlinear system by the EKEF,
the UKF algorithm makes a higher approximation. Moreover,
the UKF algorithm has been widely utilized in electronics,
medical science, aerospace, and other fields [12].

First, considering the principle of the UKF algorithm, the
sigma vector is addressed by the unscented transformation.
Then the posteriori sigma vector X; xk—1 and the posteriori
measuring state Y/ ‘kjk—1 are presented as

Xi k-1 = Cbk(Xi,kfl) 8)
Yi,,k\k—l = Hk(X;,k|k71)-
Based on (8), we can achieve the covariance P, and priori

state X, , where W; is the weight of sigma point i
N+1

)21: = zWin{,k\k—l
Ve ©)
A AT
P —ZW xk)(Xl/',klkfl _xk) .

Then the mean ¥ and covariance S of the observation model
are written as

zk\k 1

N+
V-1 = Z WY et
o
Seie—t = D Wi(Y iy = Suie—1) (Vs — Peeer )
i=0

(10)

Additionally, the Kalman gain p and the cross-covariance Py,
can be represented as

N+1
A R T
Py ki1 = ZW zklk 1 xk)(Yi/,kafl —yklkfl) )
o= ny.klkfl Sklkfl'
(11)

Lastly, the updating estimation of X and the covariance Py are
as follows:

(12)

S =%y + (Y — Fuk—r)
Pe= Py — PSep—1p"

where Y} represents the current set of observations.
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B. VSLM Algorithm

Considering the robot error identification model (5), if the
identification coefficient matrix J is a full-rank matrix, then
the least-squares solution of robot calibration is obtained as

X="n" " E (13)
where E = Z; — Z!.

However, the robot error model has redundant parameters,
making J frequently suffers from singulars. Hence, the LM
algorithm is adopted to address this issue, leading to the
following solution:

X=TT+A0)" - JTE (14)
where A represents the learning rate and I represents the unit
matrix. However, from (13), we see that the update of X is
conducted with a stationary step size of one, which limits
its searching ability. To address this issue, we incorporate a
variable step size into its update rule as
e T 71 . T . .
X=U"J+A1) -J"-E-3 (15)

841 =10; -

where & is the step size of searching commonly set at 0.8,
and the decaying constant w lies in the (0, 1) interval and is
commonly set at 0.95. Note that with (15), the step size keeps
decreasing as the iteration count increases, thereby leading
to the following effects: 1) at the early stage of objective
minimization, the step size is large to make the model fast
approach an equilibrium point and 2) as the training process
continues, the step size gradually decreases to implement fine-
tuning of the calibration model.

To make the convergence analysis of the developed VSLM
algorithm, the meaningful theorem is presented as follows.

Theorem 1: As f'(X) = 0, if the initial kinematic
parameters X, and coefficient matrix J; developed by the
Newton-like algorithm can satisfy the following equation:

5 <8
17, f(Xo)| <«

Iy — INIl < Tl X — Xnll VXu, Xy € U(Xo, §).

(16)
If the convergence factor g satisfies the following
conditions:
1
g =Pkt =
JT—12g a7
I e e
8K

where B, k, and t are the real numbers. Consequently, the
equation f'(X) = O can achieve solutions in the range
U(Xo, ). Note that Jacobian matrix J; should satisfy the
Lipschitz condition in Theorem 1.

Proof of Theorem 1: The definition of a quadratic optimal
function is given as

(18)
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Let h(x) = 0, we achieve two roots

e 1—41-28tk
Bt
w1+ 1T =287k
X — (19)
Bt
Based on (17), (19) can be reformulated as
. 1—=+1-2g
X= ——mmM8«
g
14+ 1-2
x* = u/{. (20)
8

Note that x; is the solution of the Newton iteration sequence,
and we have

h(xy)
W(xi)
According to [67] and [70], we can easily prove that
x; — x*. Then we should prove the following inequality:

2y

Xk4+1 = Xk —

|AX* — AXy| < x* —xi (22)

where AX the variation of kinematic parameters. According
to [69], we can prove that

IAXy — AXN|| < xp — XN VM, N € R* (23)

where R* is a positive integer. Due to the convergence of
{xr}, we can easily prove that { X, } is a Cauchy convergence
sequence. Then we can obtain that the limits of the sequence
{X)} are X*.

Let M — oo, we achieve that ||AX* — AX, | < x* — xi.

Note that AX* = 0 and the continuity of f’(X), we can
achieve that J* = 0. Therefore, X* is the solution of equation
f'(X) = 0. Most importantly, it is very vital to present the
convergence analysis of the VSLM algorithm, which provides
a theoretical basis for the proposed algorithm. Our theoretical
proof is based on a Newton-like method, which also gives us
some ideas to improve the algorithm in the future.

C. Calibration Process of a UKF-VSLM Algorithm

As discussed in Sections III-A and III-B, the UKF-VSLM
algorithm consists of two parts: 1) adopting a UKF to address
the thorny noises and 2)establishing a new VSLM algorithm
to further search the optimal kinematic parameters of the
robot. The flowchart of the developed UKF-VSLM algorithm
is depicted in Fig. 2.

D. Algorithm Design and Analysis

According to the analysis of the developed Algorithm 1:
UKF-VSLM, its time cost can be divided into three parts.
1) Initialization

Ty = O(r) (24)

where r is the dimension of Xj.

2) The time cost of the UKF step is
T, = O(T3 x M). (25)
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Algorithm 1 UKF-VSLM

Input: T3, Xo, {‘Ii,la qi2s - qiﬁé} {Y], Yz, ey Y‘M‘}
Operation Cost
/* Initialization */
1 Initialize T3, M, S, u, A, Ty, W; T1:
2 Initialize: X;, =X,
/% Training Starts s/
/% UKF-Step */
3 for k =1 to |T3| do
4 set Pg)x random number
5 setpy zero
6 for i =1 to |M| do
7 Update Xl{,klk—l’ I/ifk‘k_,with 8)
8 Calculate J; with (5)
9 Compute P, X; based on (9) T
10 Calculating )A/k‘kfl, Sk\k—l via (10)
1 Updating Py, xx—1, o based on (11)
12 Calculating x;, P, with (12)
13 end for
14 end for

15 Xykf = Xk

[+ VSLM-Step */
16 for t+ =1 to |Ty| T3 do
17 setXo = x,ir
18 for i =1 to |M| do

19 Updating 6,41, X based on (15)
20 end for
21 end for

/* Operation Ending x*/
Output: X

‘ Drawstring displacement

4~| Robot kinematic parameters
sensor

| Construct DH model ‘

| l

| Theoretical position ‘ ‘ Actual position ‘

| |
!

Calculate the position errors

Measurement length of cable|

Suppress the measurement
noises by UKF algorithm

Search the optimal kinematic|
parameters by the proposed
VSLM algorithm

Calculate the MAX
of measurement points

Satisfy the optimize

~{ Update the parameter values

Output the calibrated

goals? parameters
Fig. 2. Algorithm flowchart of robot error identification.
3) The time cost of the VSLM step is
T|3 = @(Tg X M) (26)
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Moreover, we commonly obtain r <« 7} x M in robot
calibration, (24) is far less than ® (7} x M). Hence, the overall
time cost of Algorithm UKF-VSLM is given as

T'=Tn+ T+ Tiz =0T+ Ty) x M). (27
Additionally, Algorithm 1 shows the detailed algorithm
design of our proposed algorithm. 73 and Ty represent the
maximum number of calculations for the UKF algorithm and
VSLM algorithm, respectively. M represents the number of
samples and X is the errors of DH parameters. Due to the
measuring noises in robot calibration, the UKF algorithm is
adopted to address this issue. Then the obtained parameter
identification results by the UKF algorithm are taken as the
input of the VSLM algorithm. Lastly, the optimal kinematic
parameters are calculated by the VSLM algorithm [73],
[74], [75], [76], [77], [78].

IV. EXPERIMENTAL RESULTS

A. General Settings

1) Evaluation Metrics: In this part, the root mean squared
error (RMSE), standard deviation (STD), and the maximum
error (MAX) are utilized as the evaluation metrics

,m

MAX:maxI (z; —z;)z], i=1,2,...
1 m /2
STD = Z;‘/(zi ~ 7))

1 m
RMSE = ZZ (zi - 7))

(28)

2) Experimental Datasets: In this section, we collect three
public datasets for our experiments, whose details are as
follows.

1) D1: HSR-RobotCali. We collect 2000 samples on
an HSR JR680 industrial robot, which are evenly
distributed in the whole robot workspace. Then, Table II
shows five samples of this dataset, each sample has six
rotation angles and the measuring cable length. Lastly,
we adopt the proposed method to accurately identify
robot kinematic parameter errors. Moreover, this dataset
is publicly available on the website.!

2) D2: RobotCali. It is collected by an ABB robot [75].
It has 1042 samples, each of which consists of the
cable length and six rotation angles.! To conduct the
robot calibration experiments, 120 sampling points are
randomly selected from RobotCali.

3) D3: The public robot position dataset, which is gathered
on the Universal Robot [65]. It contains 16 811 samples,
which consist of four position datasets: A, B, C, and D.
In addition, we choose 200 samples from A to conduct
experiments.

Each dataset is implemented in 80%—-20% train test settings.

Uhttps://github.com/Lizhibing1490183152/HSR-RobotCali
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[ LabVIEW

m—— el |
HSR JR680 Industrial Robot |

; Js
Robot Controller  « =,
3 =

Time 217

(@ (b)

Fig. 3. Robot calibration system. (a) Experimental devices consist of an HSR
JR680 industrial robot, a drawstring displacement sensor, a teach pendant, and
a computer. (b) Developed data-gathering software.

TABLE 11
FIVE SAMPLES

No. ql/° q2/° q3/° q4/° qS/° q6/° L/mm
1 141 -74.025  220.99 -166.357  41.989 65.122  350.07
2 10.14 -75.864 215.116 -177.022 37.363 65.125 365.28
3 8.146  -75.865 215.115 -177.022 37363 65.125 351.77
4 2.76 -74.879  212.85 -177.943 41991 65.124  389.07
5 9.998 -75.865 215.115 -177.022 37.363 65.125 364.54
TABLE III
SPECIFICATIONS OF THE DRAWSTRING
DISPLACEMENT SENSOR HY 150-2000
Item Specification
Signal output type Digital signal
Supply voltage DC 5-24V
Measuring range 2000 mm
Maximum speed 1000m/s
Extension force SN
Linearity 0.05% FS
Resolution 0.004mm
Operating temperature -25°C~+85C
TABLE IV
SPECIFICATIONS OF THE DRAWSTRING
DISPLACEMENT INDICATOR HY 9648
Item Specification
Supply voltage AC220V 50Hz
Input resistance SK
Pulse frequency <500K

Magnification range 0.000~999.999
Display range -199999~999999
Pulse width 2us
Operating temperature -10°C~50C

3) Experimental Platform: To accurately calibrate the
robot, we design an experimental platform as shown in
Fig. 3(a). The HSR JR680 industrial robot produced by
HuaShu robot company is used as an experimental subject.
Then the position of the robotic end-effector is measured by
a drawstring displacement sensor. Additionally, a drawstring
displacement indicator is adopted for displaying the value of
cable length. We have added the details of the utilized hard-
ware in Tables III-V, including the drawstring displacement
sensor, the drawstring displacement indicator, and HSR JR680
industrial robot. Moreover, MATLAB software is applied in
dealing with this data and outputting the calibrated kinematic
parameters.

IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 72, 2023

TABLE V
SPECIFICATIONS OF THE HSR JR680 INDUSTRIAL ROBOT

Item Specification
Degree of freedom 6
specified load 80Kg
Maximum working radius 2200.4mm
Repeatability +0.07mm
rated power 6kW
Rated voltage 3 phaseAC380V
Rated current 10.8A
Body weight 722kg
Control cabinet weight 180KG
Control cabinet protection grade 1P53

v

Sampling Point 2

w

Sampling Point 3

v

e

%y

/

© (d)

Fig. 4. Data-gathering process of four samples. The data-gathering process
is from sampling points 1-4, four diversified samples are gathered in different
positions, which are adopted to calculate the robot positioning error. (a) Robot
measuring pose for sampling point 1. (b) Robot measuring pose for sampling
point 2. (c) Robot measuring pose for sampling point 3. (d) Robot measuring
pose for sampling point 4.

4) Experimental Process: In the robot calibration process,
to collect accurate samples, the selection of measurement
points should cover the workspace of the HSR JR680 industrial
robot. Fig. 4 shows the data-gathering process of four sampling
points. In this work, 120 position points are chosen in
the motion range of an HSR JR680 industrial robot, then
a drawstring displacement sensor is utilized to measure
the position of these sampling points. Furthermore, a data
acquisition program is developed based on the LabVIEW
software, which can conveniently record sample information.
The developed program is shown in Fig. 3(b).

In this experiment, a training dataset with 100 samples is
utilized to calculate the robot position error, then the remaining
20 samples are utilized as comparison data. After calibration,
we compare the calibration accuracy of some state-of-the-
art calibration algorithms to validate the correctness of the
developed algorithm.
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TABLE VI
COMPARED CALIBRATION ALGORITHMS

Algorithm Description

The conventional extended Kalman filter is adopted to
Ml address the measuring noise in calibration process by

Jiang et al. [9].

The beetle antennae search algorithm is proposed by
M2 Khan et al. [6], which is adopted to optimize robot

trajectory.

The unscented Kalman filter is developed in [12], which
M3 is adopted to reckon the errors of the robotic kinematic

parameters.

The particle swarm optimization algorithm is proposed
M4 by Lee et al. [37], which is also utilized to optimize

robotic kinematic parameters.

The Radial basis function neural network (RBF)
M5 proposed in [15], which is adopted to estimate the

positional errors of target positions.

The Levenberg-Marquardt (LM) algorithm proposed in
M6 [1], which is utilized to calibrate the kinematic
parameters of the UR10 robot.
The differential evolution algorithm is proposed by Zhou
et al. [17], which can also accurately calibrate the robot.
The variable step-size Levenberg-Marquardt (VSLM)
M8 algorithm, which enhances the calibration accuracy of
LM algorithm by adding the variable step-size term.
The proposed UKF-VSLM algorithm in this work, which
can enhance the robot calibration performance.

M7

M9

TABLE VII
COMPUTATIONAL COMPLEXITY OF VARIOUS ALGORITHMS

Algorithm Computational Complexity
Ml (T, <M)
M2 O(T,<M)
M3 O(T:xM)
M4 O(TyxM)
M5 O(Tsx<M)
M6 O(TxM)
M7 O(T:xM)
M3 O(TsxM)
M9 O((T5+To)*M)

B. Comparison With Advanced Calibration Algorithms

In this part, we compare the calibration performance of
the developed algorithm against several advanced algorithms.
Table VI summarizes the details of all test algorithms.
Table VII lists the computational complexity analyses of
compared algorithms, which rely on the maximum number of
iterations and the number of samples. T1—Ty are the maximum
number of calculations for M1-M9, respectively. M denotes
the number of samples. Table VIII lists the experimental
results of various algorithms, then Table IX shows the iteration
time cost of algorithms M1-M9. In addition, Table X shows
the experimental results of the Wilcoxon signed-ranks test
on RMSE/STD/MAX of Table VIII, and Table XI presents
the experimental results of the Wilcoxon signed-ranks test on
total time cost of Table IX. Moreover, Table XII shows the
parameter errors identified by M9 on D1-D3, and Table XIII
lists the parameter errors identified by M1-M9 on D1.

Fig. 5 shows the calibration results of various algorithms.
Fig. 6 shows the training curves and the number of iterations
rounds. Fig. 7 shows the robot calibration error of various
algorithms on D1. Based on the above analysis, we summarize
as follows.

1y

2)

3)

4)

5)
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Compared with state-of-the-art calibration algo-
rithms, the proposed UKF-VSLM algorithm has
the best calibration accuracy. As shown in Fig. 5(a)
and Table VIII, M9 achieves the MAX error at
0.99 mm, which is, respectively, 38.89% lower than
M1’s 1.62 mm, 44.07% lower than M2’s 1.77 mm,
35.71% lower than M3’s 1.54 mm, 24.42% lower than
M4’s 1.31 mm, 48.70% lower than M5’s 1.93 mm,
19.51% lower than M6’s 1.23 mm, 34.43% lower than
M7’s 1.51 mm, 13.91% lower than M8&’s 1.15 mm on
D1. Similar results are also encountered on D1-D3 when
adopting RMSE and STD as the evaluation metrics,
as shown in Figs. 5(a)—(c) and Table VIII.
Incorporating variable step-size terms into the LM
algorithm can enhance computational efficiency.
From Fig. 6(a) and (b), M8’s converge rate is faster
than that of M6. It only takes 20 iterations to reach the
termination condition. We also obtain similar results on
D2-D3, as illustrated in Table IX.

The UKF-VSLM’s time cost is higher than that of the
most efficient calibration algorithms. As depicted in
Fig. 6(c) and Table IX, M9’s time cost is lower than
that of M2, M4, M6, and M7, but generally higher
than that of M1, M3, M5, and MS8. This is because
the UKF-VSLM algorithm relies on a cascade structure,
its UKF and VSLM components should be trained in a
serial way for identifying robotic kinematic parameter
errors. Note that such time costs can be greatly reduced
by implementing efficient model parallelization with
the help of GPU or other parallelization computing
frameworks.

The proposed UKF-VSLM algorithm obtains the
best calibration performance among state-of-the-
art calibration algorithms. To accurately calibrate
the robot, we adopt M9 to identify the kinematic
parameters. Table XII shows the parameter errors
identified by M9 on D1-D3, which can be adopted
to compensate for the robot’s kinematic parameters.
Then, we utilize the calibrated kinematic parameters
to calculate the M9’s calibration accuracy on DI1-D3.
Moreover, Table XIII lists the parameter errors identified
by M1-M9 on D1, which can be adopted to compensate
kinematic parameters of the HSR JR680 industrial robot.
Additionally, 2000 measurement points are obtained on
an HSR JR680 industrial robot. After finishing the robot
calibration, we compare the calibration results of these
algorithms on DI, which is shown in Fig. 7. From
the results, the robot positioning error is significantly
reduced after calibration. M9 has the best calibration
performance among M1-MS. Similar experiments are
achieved on D2-D3, as shown in Table VIIL

The accuracy gain of the proposed UKF-VSLM
algorithm is significant. We adopt the Wilcoxon signed-
ranks test to check the effectiveness of the proposed
algorithm in terms of calibration accuracy and total time
cost when compared with other calibration algorithms,
which is shown in Tables X and XI. Moreover, the
Wilcoxon signed-ranks test consists of R+, R-, and
p-value. The higher R+ represents the higher calibration
accuracy and lower time cost, and the p-value is at
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Fig. 5. Robot positioning accuracy of compared algorithms on D1. (a) RMSE. (b) Error STD. (c) Maximum error.
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Fig. 6. Time cost and iteration curves of various calibration algorithms on D1. (a) M1, M3, and M6-M9. (b) M2, M4, M5, M8, and M9. (c) Total time cost
of M1-M9.
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Fig. 7. Robot calibration error of various algorithms on D1. We evidently see that the developed calibration algorithm achieves the best calibration accuracy
than other state-of-the-art algorithms. (a) Position errors of before calibration, M3, M9. (b) Position errors of M1, M7, M9. (c) Position errors of M2, M5, M9.

TABLE VIII
PERFORMANCE COMPARISON OF VARIOUS ALGORITHMS

Datasets Metric(mm) Before M1 M2 M3 M4 M5 M6 M7 M8 M9
RMSE 5.80 1.30 1.44 1.24 1.03 1.57 0.96 1.21 091 0.76

D1 STD 5.78 1.28 1.43 1.22 1.02 1.56 0.95 1.18 0.88 0.72
MAX 6.83 1.62 1.77 1.54 1.31 1.93 1.23 1.51 1.15 0.99

RMSE 2.09 0.66 0.7 0.64 0.59 0.85 0.50 0.67 0.45 0.43

D2 STD 2.00 0.56 0.56 0.55 0.49 0.72 0.41 0.58 0.36 0.35
MAX 3.36 1.71 1.76 1.51 1.28 1.91 1.16 1.59 1.13 1.05

RMSE 2.73 1.30 0.63 1.64 0.99 1.37 0.52 1.57 0.50 0.48

D3 STD 2.72 1.27 0.56 1.63 0.96 1.29 0.50 1.55 0.47 0.44
MAX 3.09 233 1.58 1.98 1.47 2.46 0.89 2.29 0.86 0.81

TABLE IX

TOTAL ITERATION TIME OF M1-M9 ON RMSE

Datasets Item M1 M2 M3 M4 M5 M6 M7 M8 M9
DI Iteration 12 8 9 30 400 60 40 20 2
Time(s) 492.31 2084.62 427.61 2724.61 478.31 2707.21 2248.21 1008.16 1471.20
D2 Iteration 13 7 8 30 400 60 40 20 2
Time(s) 24.96 108.69 23.85 137.79 24.18 135.12 123.16 50.59 74.41
D3 Iteration 14 20 12 50 250 50 50 16 2

Time(s) 70.81 141.21 108.72 438.11 117.21 220.12 220.94 112.35 224.31




MBS, the reasons for which are given in Section IV-B.

C. Summary

From the above extensive experimental results, we can

achieve the following summaries.

1) Generally speaking, laser tracker, theodolite, and vision
devices are adopted for measuring the robot’s position,
which have high measurement accuracy. However,
they have extremely complex operations and expensive
prices. Meanwhile, to operate conveniently the instru-
ments, we spend extensive time and energy training
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TABLE X TABLE XIII
EXPERIMENTAL RESULTS OF WILCOXON SIGNED-RANKS IDENTIFIED DEVIATIONS OF KINEMATIC PARAMETERS
TEST ON RMSE/STD/MAX OF TABLE VIII THROUGH M1-M9 ON D1

Comparison R+ R- p-value* Algorithm Joint i Aa; /o Aa;/mm Ad;/mm AG; /o
M9 vs. M1 45 0 0.002 1 0.1446 1.2214 -1.8888 0.0473
M9 vs. M2 45 0 0.002 2 0.0374 0.5151 -0.1057 0.0499
M9 vs. M3 45 0 0.002 3 0.1411 0.0462 2.6921 0.0636
M9 vs. M4 45 0 0.002 Ml 4 0.0145 0.5551 1.1547 0.0059
M3 vs. M5 45 0 0.002 5 202016  1.8453 03933  0.1030
ﬁg w ﬁg fé g g'ggi 6 201753 07386  -1.1767  0.0349
MO ve. M8 45 0 0.002 1 -0.0572  -0.3985  -1.3938 0.0192
— — - 2 0.1999 -0.8359  -1.3797 -0.0415

*The highlighted significance level of accepted hypotheses is 0.05. 3 20.0419 1.7630 1.2909 202101
TABLE XI M2 4 0.0216 2.4466 2.0826 0.0060
RESULTS OF THE WILCOX ON SIGNED-RANKS TEST ON 5 0.0857 2.0151 0.4554 -0.0080
ToTAL TIME COST OF TABLE IX 6 0.1173 -0.3495 0.9171 -0.0079
Comparison Rt R pvaluc® 1 -0.0457 47013 -1.1127 -0.0466
MO vs. M1 G s 0.8438 2 -0.1819  -1.2524 3.1366 -0.1551
M9 vs. M2 16 5 0.1563 M3 3 -0.0030 -2.4222 -2.3075 -0.0941
MO vs. M3 6 15 0.8438 4 0.0465 1.3493 -0.3069 0.0520
M9 vs. M4 21 0 0.0156 5 -0.0407 1.0722 0.7840 0.1081
M9 vs. M5 12 9 0.4063 6 -0.0281 1.3286 0.3284 -0.0056
M9 vs. M6 20 1 0.0313 1 0.0468 -0.6981 -0.3023 0.0014
M9 vs. M7 20 1 0.0313 2 -0.1067  -0.5111 1.4879 0.1785
M9 vs. M8 6 15 0.8438 M4 3 -0.1361 -0.1107  -1.1048 -0.1162
*The highlighted significance level of accepted hypotheses is 0.05. 4 0.1607 0.8056 0.4056 -0.0642
TABLE XII 5 0.1966 0.9025 -1.3980  -0.1043

IDENTIFIED DEVIATIONS OF KINEMATIC PARAMETERS 6 0.0184 0.8444 03544 0.1630
THROUGH M9 ON D1-D3 1 0.1128 1.4357 -0.6121 -0.0520

2 -0.0299  -3.4737 0.1629 0.0334
Dataset Joint i Aai/o Aai/mm Ad,/mm AH,‘/O 3 -0.0083 0.9905 0.2835 -0.1242
1 0.0269 0.4844 0.7634 0.0184 M5 4 0.0769 02021 04576 0.0983

DI 3 00178 03950 -0.1619  -0.0037 6 00866  -0.8277 12687  0.0214
4 0.0526 -0.5009 1.4994 0.0199 1 -0.0494 2.0081 -0.6037 0.1334
5 -0.0648 3.6568 0.6200 -0.0571 2 -0.0082 -0.0926 0.3088 -0.0274

6 -0.1759 -1.4166 0.7177 -0.0092 3 0.1774 1.9887 0.5615 0.1006

1 0.4495  -6.0598  4.2883  -0.2779 Mé 4 0.0312 0.0569 0.0851 0.0410
2 0.0086 31342 27294 -0.2300 5 00434 29583  -1.4201 -0.0084

D2 3 -0.086  -03817  4.9957  -0.0808 6 01001  3.7408  3.1094  0.1178
4 -0.0194  -0.2381 2.8729 -0.0937 1 0.0654  -23757  -2.5023 0.1072

5 0.0925  -4.2741 14856 -0.1881 2 0.2196 0.5540 23722 0.1452

6 02402 -02200  2.2480  -0.0670 3 -0.0034  -25583  -1.8929  0.1224
1 00793 -19647 03430  -0.0909 M7 4 -0.0888 03204  -1.6355  -0.0380
2 0.0496 0.0698 2.2868 0.0367 5 0.2525 1.7129 0.5857 -0.0265

D3 3 -0.0171  -2.8880  -1.5088  -0.0220 6 01292 14330 21255 00110
4 0.0834  -1.3467  -0.5454  0.0507 1 0.0045 28232 -05238  0.0373

5 -0.0365 1.9816 0.5378 -0.1305 2 0.0271 -0.2749 -0.1027 0.0027

6 00249  -3.1609  -0.1984  -0.0068 3 -0.0697  1.0944  -0.1999  0.0393
M8 4 -0.1028  -2.5508 1.2320 -0.1017
5 0.0202 3.3996 -0.5407 -0.0520
the significance level. On the one hand, compared with 6 0.0021 23639 -0.1818 -0.1183
M1-MS8, M9 has the highest calibration accuracy. On the ; g'gigz _%‘g;; 8'232;‘ g'g;gg
other hand, M9 has a higher significance than M4, 3 0.0178 03950  -0.1619  -0.0037
M6, and M7 in terms of time cost. However, the M9 4 0.0526 -0.5009 1.4994 0.0199
unacceptable hypothesis emerges on M1-M3, M5, and 5 -0.0648 3.6568 0.6200 -0.0571
6 -0.1759  -1.4166 0.7177 -0.0092

some professional engineers. Moreover, it is necessary
to deal with the complex conversion operation between
the robotic coordinate system and the coordinate system
of measuring devices. To address this issue, we develop
a measurement scheme with a drawstring displacement
sensor, which has the advantages of good stability,
convenient handling, small mass, low cost, and high
measurement accuracy.
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2)

3)

4)

To improve the searching ability of the LM algorithm,
the variable step-size term is incorporated into its
learning rule. The proposed VSLM algorithm has high
computational efficiency and calibration accuracy.
Based on the VSLM algorithm, we propose the UKF-
VSLM algorithm to calibrate the robot. First, the
UKF algorithm is employed to reduce the influence
of measuring noises, then the VSLM algorithm is
applied to further optimize the robot positioning error.
Furthermore, it achieves best calibration accuracy than
other advanced algorithms.

For the developed measurement scheme and the
proposed calibration algorithm, we design the detailed
experimental platform for robot calibration and com-
plete its own assembly. Meanwhile, the software for
this experiment is developed, which implements the
proposed calibration algorithm. Last, the feasibility
of the developed algorithm is verified by numerous
experimental results.

V. CONCLUSION

To achieve high calibration accuracy, this work proposes
a novel calibration algorithm combining a UKF algorithm
and a VSLM algorithm. First, a UKF algorithm is adopted
to optimize DH parameter errors, which addresses the issue
of measuring noise in the calibration process. To improve the
searching ability of the LM algorithm, a variable step-size
term is incorporated into its evaluation rule. Then we propose
a VSLM algorithm, which is utilized to further calibrate
the robot position errors. Furthermore, the experimental
results demonstrate that the developed UKF-VSLM algorithm
achieves best calibration accuracy than other advanced
algorithms. Therefore, the virtues of the proposed calibration
method are as follows.

1y
2)

3)

4)

The UKF algorithm successfully addresses the issue of
measuring noise in the calibration process.

The proposed VSLM algorithm can accelerate the
convergence rate of the LM algorithm.

Based on the VSLM algorithm, the UKF-VSLM
algorithm is proposed in this work, whose calibration
accuracy is higher than other advanced algorithms.

The proposed calibration method with a drawstring
displacement sensor significantly reduces the cost of the
measurement instrument.

However, the proposed calibration method also has several
defects.

1y

2)

3)

In general, the proposed UKF-VSLM algorithm has
high calibration accuracy. However, it suffers from
computational efficiency loss when compared with the
single UKF or VSLM algorithm.

This utilized calibration algorithm only considers the
effect of geometric factors on robot positioning error,
while it ignores the nongeometric factors, such as gear
backlash and exterior load that may cause degeneration
in robot positioning accuracy.

The proposed calibration algorithm is based on offline
calibration calling for stopping the robot when per-
forming the calibration, which affects the real industrial
production process.
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Aiming at addressing the above-mentioned issues, the future
work is as follows.
1) We plan to design a model parallelization with the help

of GPU or other parallelization computing frameworks
for accelerating the proposed UKF-VSLM algorithm.

2) Nongeometric factors will be taken into account in

modeling to obtain more accurate error sources.

3) Vision is a simple measurement method [76], which

4)

is able to conduct online calibration without stopping
the robot. It also has the virtues of low cost, high
accuracy, and high security. Therefore, we will develop
a novel calibration method based on visual measurement
equipment.

A neural network is an intelligent algorithm with
strong robustness, independent learning ability, and high
self-adaptability [2], [4], [78], which can approximate
any continuous nonlinear function. Hence, it is also
appropriate for addressing the issue of robot calibration.
In a word, we plan to develop a state-of-the-art
calibration algorithm with a neural network to improve
robot positioning accuracy.

5) With the complexity of the robot application environ-

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

(10]

(11]

ment, higher industrial requirements are put forward
for the robot. To satisfy the complex measurement
environment, we plan to design a new measurement
method with various spatial constraints, like plane
constraints and point constraints.
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