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Capacity of Quantum Private Information Retrieval
With Multiple Servers

Seunghoan Song , Graduate Student Member, IEEE, and Masahito Hayashi , Fellow, IEEE

Abstract— We study the capacity of quantum private infor-
mation retrieval (QPIR) with multiple servers. In the QPIR
problem with multiple servers, a user retrieves a classical file
by downloading quantum systems from multiple servers each of
which contains the copy of a classical file set while the identity
of the downloaded file is not leaked to each server. The QPIR
capacity is defined as the maximum rate of the file size over
the whole dimension of the downloaded quantum systems. When
the servers are assumed to share prior entanglement, we prove
that the QPIR capacity with multiple servers is 1 regardless
of the number of servers and files. We construct a rate-one
protocol only with two servers. This capacity-achieving protocol
outperforms its classical counterpart in the sense of the capacity,
server secrecy, and upload cost. The strong converse bound is
derived concisely without using any secrecy condition. We also
prove that the capacity of multi-round QPIR is 1.

Index Terms— Private information retrieval, capacity, quantum
cryptography, malicious adversary, oblivious transfer (OT).

I. INTRODUCTION

INTRODUCED by the seminal paper [1], Private Informa-
tion Retrieval (PIR) finds efficient methods to download a

file from non-communicating servers each of which contains
the copy of a classical file set while the identity of the
downloaded file is not leaked to each server. This problem
is trivially solved by requesting all files to one of the servers,
but this method is inefficient. Finding an efficient method is
the goal of this problem and it has been extensively studied
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in many papers [2]–[5]. Moreover, the papers [6]–[12] have
studied the Quantum PIR (QPIR) problem where the user
downloads quantum systems instead of classical bits to retrieve
a classical file from the servers.

In classical PIR studies, the paper [13] started the discussion
of the PIR capacity. The PIR capacity is defined by the
maximum rate of the file size over the download size when the
numbers of the servers and the files are fixed. In the definition
of the PIR capacity, the upload cost, i.e., the total size of the
queries, is neglected since it does not scale with the file size
which is allowed to go infinity. When each of the n servers
contains a copy of the f files, the paper [13] showed that the
PIR capacity is (1 − n−1)/(1 − n−f). Moreover, the paper
[14] proposed a capacity-achieving protocol with the minimum
upload cost and minimum file size in a class of PIR protocols.
Furthermore, after [13], several PIR capacities have been
studied under different problem settings. Symmetric PIR is
the PIR with server secrecy that the user obtains no more
information than the target file, and the capacity of the
symmetric PIR is 1− n−1 [15]. Another extension is the PIR
with coded databases [16]–[21], where the files are coded and
distributed to the servers. When the files are coded by an (n, k)
Maximum Distance Separable (MDS) code, the PIR capacity
is (1−k/n)/(1− (k/n)f) [18]. Multi-round PIR has also been
studied in [22] and the capacity was proved to be the same as
the PIR capacity derived in [13].

On the other hand, the QPIR problem is rarely treated
with multiple servers and there is no study on the capacity
of the QPIR problem. Though the papers [6], [7] treated
the QPIR problem with multiple servers, they evaluated the
communication complexity which is the sum of upload and
download costs required to retrieve a one-bit file instead of
the capacity.

In this paper, as quantum extensions of the classical PIR
capacities [13], [15], [22], we show that the capacities of
QPIR, symmetric QPIR, and multi-round QPIR are 1. We
derive the QPIR capacity when a user retrieves a file secretly
from non-communicating n servers each of which contains
the whole set of f files by downloading quantum states under
the assumption that an entangled state is shared previously
among all servers. We evaluate the security of a QPIR protocol
with three parameters: the retrieval error probability, the user
secrecy that the identity of the queried file is unknown to any
individual server, and the server secrecy that the user obtains
no more information than the target file. As a main result, we
show that the QPIR capacity is 1 regardless of whether it is
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TABLE I

CAPACITIES OF CLASSICAL AND QUANTUM PIRS

TABLE II

COMPARISON OF PROTOCOLS IN THIS PAPER AND [14]

of exact/asymptotic security and with/without the restriction
that the upload cost is negligible to the download cost. We
propose a rate-one QPIR protocol with perfect security and
finite upload cost. We prove the converse bound that the rate
of any QPIR protocol is less than 1 even with no secrecy,
no upload constraint, and any error probability. Moreover,
we show that the capacity of multi-round QPIR is 1. We
prove the weak converse bound of the multi-round QPIR
capacity, i.e., the upper bound when the error probability is
asymptotically zero.

Our capacity-achieving protocol has several remarkable
advantages compared to the protocol [14] with the minimum
upload cost and the minimum file size (see Table II). First, our
protocol is a symmetric QPIR protocol, i.e., the user obtains no
information of files other than the retrieved one. This contrasts
with the protocol in [14] that retrieves some information of the
other files. Secondly, our protocol keeps the secrecy against
the malicious user and servers. That is, the user cannot obtain
more information than the target file even if the user sends
malicious queries to the servers, and the servers cannot obtain
the identity of the user’s target file even if the servers answer
malicious file information. Thirdly, the rate of our protocol is
greater than the rate (1 − n−1)/(1 − n−f) of the protocol in
[14]. Fourthly, our protocol achieves the capacity 1 only with
two servers. That is, in the sense of the QPIR capacity, there is
no benefit to using more than two servers. On the other hand,
in the protocol in [14], the capacity is strictly increasing in

the number of servers and strictly decreasing in the number
of files, and an infinite number of servers are needed to achieve
the capacity 1. Fifthly, our protocol needs the upload of 2f bits
whereas the protocol in [14] needs (n(f −1) log n)-bit upload.
Lastly, our protocol is defined when the file size m is the
square of any integer, but the protocol in [14] requires the file
size m to be the (n − 1)-th power of any integer.

The converse proofs of the QPIR capacities are much
simpler than those of the PIR capacities [13], [15], [22].
Whereas the papers [13], [15], [22] used several entropic
inequalities based on the assumptions on the PIR problem,
our converse bounds are concisely derived without using any
secrecy conditions but only by focusing on the download step
of QPIR protocol.

It should be noted that our QPIR protocol can be considered
as a distributed version of Oblivious Transfer (OT) [23], [24].
OT is equivalent to the symmetric PIR with one server and
therefore, the symmetric PIR with multiple servers can be
considered as a distributed version of OT. OT is an important
cryptographic protocol because the free uses of an OT protocol
construct an arbitrary secure multiparty computation [25],
[26]. Unfortunately, the symmetric classical PIR cannot be
constructed without shared randomness among servers [27].
On the other hand, the paper [7] showed that the two-way
quantum communication between the user and the servers
enables the symmetric PIR without shared randomness. Our
result extends the result [7] so that the symmetric PIR can also
be constructed without shared randomness even for the case of
classical upload, quantum download, and prior entanglement
among the servers. Note that if the quantum upload is allowed
to our model, we do not need the assumption of the prior
entanglement because the user can upload an entangled state
to all servers.

We assume that the servers share an entangled state
before the protocol starts, but do not communicate. Similarly,
the prior entanglement by non-communicating multiple parties
has been assumed in another quantum protocol, called Multi-
prover Quantum Interactive Proof (MQIP) [28]–[30]. In MQIP,
to solve a computational problem, a computationally-limited
verifier sends queries to multiple provers who do not commu-
nicate with each other and have quantum computers, receives
answers from them, and then verifies whether the answers from
the provers give a correct solution of the problem. Similarly
to our assumption, the MQIP studies [28]–[30] assumed that
the provers share an entangled state before the protocol starts,
but do not communicate with each other. However, even if the
assumption of shared entanglement is similar, our communi-
cation model is different from those in [28]–[30]: the papers
[28], [30] treated the quantum queries and quantum answers,
and the paper [29] treated the classical queries and classical
answers, but our paper treats classical queries and quantum
answers.

The remaining of this paper is organized as follows.
Section II presents the formal definition of the QPIR protocol
and the QPIR capacity and proposes the QPIR capacity
theorem. Section III constructs the rate-one QPIR protocol and
analyzes the security of our protocol against the malicious
user and servers. Section IV proves the converse bound.
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Fig. 1. Quantum private information retrieval protocol with multiple servers.
The composite system of the servers is initialized to an entangled state ρperv.

Section V extends the result to the capacity of multi-round
QPIR. Section VI is the conclusion of this paper.

Notations: For any set T , we denote by |T | the cardinality
of the set T and by IT (or I) the identity operator on T . For any
matrix B, we denote by B̄ the complex conjugate of B and B† :
= B̄�. The set of integers is denoted by Z, and Zd := Z/dZ
for any integer d. PrX [A] denotes the probability that the
variable X satisfies the condition A. For any quantum system
A, we denote the set of all quantum states on A by S(A).

II. QPIR PROTOCOL AND MAIN THEOREM

In this section, we formally define the QPIR protocol and
its capacity and presents the main theorem of the paper. For
preliminaries on quantum information theory, see Appendix A.

A. Formal Definition of QPIR Protocol

In this paper, we consider the QPIR with multiple servers
described as follows. Let n, f,m be integers greater than 1.
The participants of the protocol are one user and n servers.
The servers do not communicate with each other and each
server contains the whole set of uniformly and independently
distributed f files W1, . . . ,Wf ∈ {0, . . . ,m − 1}. Each server
servt possesses a quantum system Ãt and the n servers share
an entangled state ρprev ∈ S(

⊗n
t=1 Ãt). The user chooses

the target file index K to retrieve the K-th file WK , where
the distribution of K is uniform and independent of the files
W1, . . . ,Wf .

To retrieve the WK , the user chooses a random variable
Ruser in a set Ruser and encodes the queries by user encoder
Encuser:

Encuser(K,Ruser) = (Q1, . . . , Qn) ∈ Q1 × · · · × Qn,

where Qt is the set of query symbols to the t-th server for
any t ∈ {1, . . . , n}. The n queries Q1, . . . , Qn are sent to the
servers serv1, . . . , servn, respectively. After receiving the t-
th query Qt, each server servt applies a Completely Positive
Trace-Preserving (CPTP) map Λt from Ãt to At depending

on Qt,W1, . . . ,Wf and sends the quantum system At to the
user. With the server encoder Encservt

, the map Λt is written
as

Λt = Encservt
(Qt,W1, . . . ,Wf),

and the received state of the user is written as

ρW,Q := Λ1 ⊗ · · · ⊗ Λn(ρprev) ∈ S
(

n⊗
t=1

At

)
, (1)

where W := (W1, . . . ,Wf) and Q := (Q1, . . . , Qn). Next,
the user retrieves the file WK by a decoder which is defined
depending on K,Q as a Positive Operator-Valued Measure
(POVM) Dec(K,Q) := {YM}m

M=0. The protocol outputs the
measurement outcome M ∈ {0, . . . ,m} and if M = m, it is
considered as the retrieval failure.

1) Protocol: When the numbers n and f of servers and
files are fixed, a QPIR protocol of file size m is formulated
by the 4-tuple Ψ(m)

QPIR := (ρprev,Encuser,Encserv,Dec) of the
shared entangled state ρprev in the servers, the user encoder
Encuser, the collection of the server encoders Encserv :=
(Encserv1 , . . . ,Encservn), and the decoder Dec.

2) Security: For any t ∈ {1, . . . , n}, let user(Ψ(m)
QPIR) and

servt(Ψ
(m)
QPIR) be the information of the user and the server

servt at the end of the protocol Ψ(m)
QPIR, respectively. The

security of a QPIR protocol Ψ(m)
QPIR is evaluated by the error

probability, the server secrecy, and the user secrecy defined as

Perr(Ψ
(m)
QPIR) := Pr

W,K,Q
[M �= WK ], (2)

Sserv(Ψ
(m)
QPIR) := I(WKc ; user(Ψ(m)

QPIR)|K), (3)

Suser(Ψ
(m)
QPIR) := max

t∈{1,...,n}
I(K; servt(Ψ

(m)
QPIR)), (4)

where I(·; ·|·) denotes the conditional mutual informa-
tion and WKc := (W1, . . . ,WK−1,WK+1, . . . ,Wf). If
Sserv(Ψ

(m)
QPIR) = 0, the non-targeted files WKc are indepen-

dent of the user information. Similarly, if Suser(Ψ
(m)
QPIR) = 0,

the target file index K is independent of any individual server
information.

3) Costs, Rate, and Capacity: Given a QPIR protocol
Ψ(m)

QPIR, we define the upload cost, the download cost, and
the QPIR rate by

U(Ψ(m)
QPIR) :=

n∑
t=1

log |Qt|, (5)

D(Ψ(m)
QPIR) :=

n∑
t=1

log dimAt, (6)

R(Ψ(m)
QPIR) :=

log m

D(Ψ(m)
QPIR)

. (7)

The upload cost, the download cost, and the QPIR rate evaluate
respectively the size of the whole query set Q1 × · · · × Qn,
the dimension of the downloaded quantum systems A1 ⊗ · · ·⊗
An, and the efficnecy of the protocol. When the base of the
logarithm is two, the QPIR rate means the number of retrieved
bits per one qubit download.
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The QPIR capacity is the optimal QPIR rate when the
numbers of servers and files are fixed, and we define it
with constraints on the security parameters and upload cost.
The asymptotic security-constrained capacity and the exact
security-constrained capacity are defined with α ∈ [0, 1) and
β, γ, θ ∈ [0,∞] by

Cα,β,γ,δ
asymp := sup

(8)
lim inf
�→∞

R(Ψ(m�)
QPIR),

Cα,β,γ,δ
exact := sup

(9)
lim inf
�→∞

R(Ψ(m�)
QPIR),

where the supremum is taken for sequences {m�}∞�=1 such that
lim�→∞ m� = ∞ and for sequences {Ψ(m�)

QPIR}∞�=1 of QPIR
protocols to satisfy either (8) or (9) given by

lim sup
�→∞

Perr(Ψ
(m�)
QPIR) ≤ α, lim sup

�→∞
Sserv(Ψ

(m�)
QPIR) ≤ β,

lim sup
�→∞

Suser(Ψ
(m�)
QPIR) ≤ γ, lim sup

�→∞

U(Ψ(m�)
QPIR)

D(Ψ(m�)
QPIR)

≤ θ, (8)

and

Perr(Ψ
(m�)
QPIR) ≤ α, Sserv(Ψ

(m�)
QPIR) ≤ β,

Suser(Ψ
(m�)
QPIR) ≤ γ, lim sup

�→∞

U(Ψ(m�)
QPIR)

D(Ψ(m�)
QPIR)

≤ θ. (9)

It is trivial from the definition that for any α ∈ [0, 1) and
β, γ, θ ∈ [0,∞],

C0,0,0,0
exact ≤ Cα,β,γ,δ

exact ≤ Cα,β,γ,δ
asymp ≤ Cα,∞,∞,∞

asymp . (10)

B. Main Result

The main theorem of this paper is given as follows.
Theorem II.1: When servers can share prior entanglement,

the capacity of the quantum private information retrieval for
f ≥ 2 files and n ≥ 2 servers is

Cα,β,γ,δ
exact = Cα,β,γ,δ

asymp = 1,

for any α ∈ [0, 1) and β, γ, θ ∈ [0,∞].
Proof: In Sections III and IV, we will prove C0,0,0,0

exact ≥ 1
and Cα,∞,∞,∞

asymp ≤ 1 for any α ∈ [0, 1), respectively. Then,
the inequality (10) implies the theorem.

Note that the capacity does not depend on the number
of files f and the number of servers n. This contrasts with
the classical PIR capacity [13], which is strictly decreasing
for f and strictly increasing for n. Moreover, the capacity
does not depend on the security constraints, i.e., there is no
trade-off between the capacity and the constraints α, β, γ, θ.
Furthermore, the theorem implies that the symmetric QPIR
capacity is 1.

Remark II.1: In our QPIR model, we assumed that the files
W1, . . . ,Wn are uniformly random and mutually independent.
However, the assumption is necessary only for proving the
converse bounds. Without the assumption, our QPIR protocol
has no error and achieves the perfect server and user secrecies.

III. CONSTRUCTION OF PROTOCOL

In this section, we construct a rate-one two-server QPIR
protocol with the perfect security and negligible upload cost.
Our protocol is constructed if the file size m is the square of
an arbitrary integer �. Then, by taking m� = �2, the sequence
{Ψ(m�)

QPIR}∞�=1 of our protocols achieves the rate 1 with the
perfect security and negligible upload cost, which implies

C0,0,0,0
exact ≥ 1. (11)

In the following, we give preliminaries on quantum operations
and states in Section III-A and construct the QPIR protocol in
Section III-B.

A. Preliminaries

For an arbitrary integer � ≥ 2, let A be an �-dimensional
Hilbert space spanned by an orthonormal basis {|0�, . . . , |�−
1�}. Define a maximally entangled state |Φ� on A⊗A by

|Φ� :=
1√
�

�−1∑
i=0

|i� ⊗ |i�.

For a, b ∈ Z�, the generalized Pauli operators on A are defined
as

X :=
�−1∑
i=0

|i+ 1�
i|, Z :=
�−1∑
i=0

ωi|i�
i|,

where ω = exp(2π
√
−1/�), and the discrete Weyl operators

are defined as

W(a, b) := XaZb =
�−1∑
i=0

ωib|i+ a�
i|.

These operators satisfy the relations

ZbXa = ωbaXaZb,

W(a1, b1)W(a2, b2) = ωb1a2W(a1 + a2, b1 + b2),

W(a, b)† = ωbaW(−a,−b).

For any matrix T :=
∑�−1

i,j=0 tij |i�
j| on A, we define the state
|T� in A⊗A by

|T� :=
�−1∑

i,j=0

tij |i� ⊗ |j�.

With this notation, the maximally entangled state is written
as |Φ� = (1/

√
�)|I�. Since T� =

∑�−1
i,j=0 tij |j�
i|, it holds

|T� = (T ⊗ I)|I� = (I ⊗ T�)|I�. Moreover, for any unitaries
U,V on A, we have

(U ⊗ V)|T� = |UTV��,
(U ⊗ U)|I� = |UU†� = |I�. (12)

With the basis given in the following proposition, we construct
the measurement in our QPIR protocol.

Proposition III.1: The set

B := {(W(a, b) ⊗ I)|Φ� | a, b ∈ Z�}

is an orthonormal basis of A⊗A.
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Proof: Since W(a, b)⊗ I is a unitary matrix for any a, b ∈
Z�, all elements in B are unit vectors. Then, it is sufficient
to show that every different two vectors in B are mutually
orthogonal: for any different (a, b), (c, d) ∈ Z2

� ,

((W(a, b) ⊗ I)|Φ�)†(W(c, d) ⊗ I)|Φ� = 0. (13)

Since W(a, b)†W(c, d) = ωb(a−c)W(c−a, d−b), the left-hand
side of (13) is written as

ωb(c−a)
Φ|(W(c − a, d− b) ⊗ I)|Φ�.

Moreover, for any x, z ∈ Z�, we have


Φ|(W(x, z) ⊗ I)|Φ� =
1
�

�−1∑
i=0


i|W(x, z)|i� (14)

=
1
�

�−1∑
i=0

ωiz
i|i+ x� (15)

= δ(x,z),(0,0) (16)

Thus, Eq. (13) holds for any (a, b) �= (c, d), which implies the
desired statement.

B. Rate-One QPIR Protocol

In this section, we propose a rate-one two-server QPIR
protocol with the perfect security and negligible upload cost.
This protocol is constructed from the idea of the classical two-
server PIR protocol in [1, Section 3.1].

In this protocol, a user retrieves a file WK from two servers
serv1 and serv2. Each server contains a copy of the files
W1, . . . ,Wf ∈ {0, . . . , �2 − 1 =: m� − 1} for an arbitrary
integer �. By identifying the set {0, . . . , �2 − 1} with Z2

� ,
the files W1, . . . ,Wf are considered to be elements of Z2

� .
We assume that serv1 and serv2 possess the �-dimensional
quantum systems A1 and A2, respectively, and the maximally
entangled state |Φ� in A1 ⊗A2 is shared at the beginning of
the protocol.

1) Protocol: The QPIR protocol for retrieving WK is
described as follows.

Step 1. Depending on the target file index K , the user chooses
a subset Ruser of {1, . . . , f} uniformly. Let Q1 :=
Ruser and

Q2 :=

{
Q1 \ {K} if K ∈ Q1,

Q1 ∪ {K} otherwise.

Step 2. The user sends the queries Q1 and Q2 to serv1 and
serv2, respectively.

Step 3. serv1 calculates H1 :=
∑

i∈Q1
Wi ∈ Z2

� and applies
W(H1) on the quantum system A1. Similarly, serv2

calculates H2 :=
∑

i∈Q2
Wi and applies W(H2) to

the quantum system A2. The state on A1 ⊗A2 is
(W(H1) ⊗ W(H2))|Φ�.

Step 4. serv1 and serv2 send the quantum systems A1 and
A2 to the user, respectively.

Step 5. The user performs a POVM

Dec(K,Q) = {Y(a,b) | a, b ∈ Z�}

on the received state ρW,Q, where each POVM ele-
ment Y(a,b) for the outcome (a, b) is defined by

Y(a,b) := (W(a, b) ⊗ I)|Φ�
Φ|(W(a, b)† ⊗ I)

if K ∈ Q1, and

Y(a,b) := (W(−a,−b) ⊗ I)|Φ�
Φ|(W(−a,−b)† ⊗ I)

otherwise. The user obtains the measurement outcome
(a, b) as the retrieval result.

2) Security: We analyze the security of the protocol, i.e., the
error probability, the server secrecy, and the user secrecy.

The protocol has no error as follows. Note that H1 = H2 +
WK if K ∈ Q1, and H1 = H2−WK otherwise. After Step 3,
the state on A1 ⊗A2 is

W(H1) ⊗ W(H2)|Φ�

=
ω∓bWK

aH2

√
�

(W(±WK) ⊗ I)(W(H2) ⊗ W(H2))|I� (17)

=
ω∓bWK

aH2

√
�

(W(±WK) ⊗ I)|I� (18)

= ω∓bWK
aH2 (W(±WK ) ⊗ I)|Φ�,

where H2 = (aH2 , bH2) and WK = (aWK , bWK ) ∈ Z2
� .

The equality (17) is derived from W(H1) = W(±WK +
H2) = ω∓bWK

aH2W(±WK)W(H2) and the equality (18) is
from (12). Therefore, in Step 5, the measurement outcome is
WK ∈ Z2

� with probability 1.
The perfect server secrecy is obtained because the received

state (W(±WK)⊗ I)|Φ� of the user is independent of the files
W1, . . . ,WK−1,WK+1, . . . ,Wf .

The perfect user secrecy follows from that of the protocol
[1, Section 3.1]. Note that even if the collection of Q1 and Q2

depends on K , each of Q1 and Q2 is individually independent
of the index K . Thus, the perfect user secrecy is obtained.

3) Upload Cost, Download Cost, and Rate: The upload
cost is U(Ψ(m�)

QPIR) = 2f log 2 since two subsets Q1 and Q2

of {1, . . . , f} are uploaded and each subset of {1, . . . , f} is
expressed by f bits. The download cost is D(Ψ(m�)

QPIR) =
log dimA1 ⊗A2 = log �2 = log m�. Therefore, the rate is

R(Ψ(m�)
QPIR) =

log m�

D(Ψ(m�)
QPIR)

= 1,

and U(Ψ(m�)
QPIR)/D(Ψ(m�)

QPIR) goes to zero as m� → ∞.

C. Security Against Malicious Operations

In the previous subsection, we showed that the protocol in
Section III-B has the perfect security when the user and the
servers follow the protocol. In this subsection, we prove that
the protocol in Section III-B also guarantees the server and
user secrecies even if the servers or the user apply malicious
operations. Namely, we consider two malicious models: the
malicious server model and the malicious user model.

The malicious server model considers the case that the
servers apply malicious operations to obtain the target file
index K but the user follows the protocol, i.e., the query
generation and the recovery by the user are the same as the
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protocol in Section III-B. Our protocol is secure against this
model since each of Q1 and Q2 is individually independent of
the index K and the servers obtain no more information from
the user except for Q1 and Q2. Therefore the servers cannot
obtain any information of K by malicious operations.

The second security model is the malicious user model,
where the user sends malicious queries to the servers to
obtain the non-targeted file information in addition to the
target file WK . That is, the user sends malicious queries
Q = (Q1, Q2) to retrieve both of the file WK and some
information of WKc = (W1, . . . ,WK−1,WK+1, . . . ,Wf).
Similarly to the malicious server model, we assume that the
servers do not deviate from the protocol. Our protocol is also
secure against this model since the user downloads the m�-
dimensional quantum system and the user is assumed to obtain
WK ∈ {0, . . . ,m� − 1}. That is, the user cannot obtain more
information than WK . This security is precisely proved by the
following relation:

I(A;WKc |WK ,K,Q)ρW,Q = 0, (19)

where A = A1 ⊗A2 and I(·; ·|·)ρ is the quantum conditional
mutual information defined in Appendix B.

Proof of Eq. (19): Since the user obtains the file WK ,
we have

H(WK | A,K,Q)ρW,Q = 0, (20)

where H(·|·)ρ is the quantum conditional entropy defined in
Appendix B. Eq. (20) is equivalent to

H(A,WK |K,Q)ρW,Q = H(A |K,Q)ρW,Q . (21)

The relation (21) implies the following relations:

0 ≤ H(A |WK ,K,Q)ρW,Q (22)

= H(A,WK |K,Q)ρW,Q −H(WK |K,Q) (23)

= H(A |K,Q)ρW,Q − log m� ≤ 0. (24)

The equality in (24) follows from the condition (21), the inde-
pendence between WK and (K,Q), and the uniform dis-
tribution of WK . The last inequality in (24) follows from
dimA = log m�. Therefore, we have

H(A |WK ,K,Q)ρW,Q = 0 (25)

which implies (19).

IV. CONVERSE

In this section, we prove the converse bound

Cα,∞,∞,∞
asymp ≤ 1 (26)

for any α ∈ [0, 1). By replacing the notation of ρW,Q defined
in (1), let ρw,z be the quantum state on the composite system⊗n

t=1 At, where w is the file to be retrieved and z := (wc, q)
for the collection wc of other m− 1 files and the collection q
of queries.

Applying [31, (4.66)] to the choice σz = (1/m)
∑m−1

w=0 ρw,z,
for any s ∈ (0, 1), we have

(1 − Perr,z(Ψ
(m)
QPIR))1+sms ≤ 1

m

m−1∑
w=0

Tr ρ1+s
w,z σ

−s
z , (27)

where Perr,z(Ψ
(m)
QPIR) is the error probability when z is fixed.

For the completeness of the proof, we give the derivation of
(27) in Appendix C. Furthermore, we can bound the RHS of
(27) as

1
m

m−1∑
w=0

Tr ρ1+s
w,z σ

−s
z ≤ 1

m

m−1∑
w=0

Tr ρw,zσ
−s
z = Tr σ1−s

z

≤ max
σ

Tr σ1−s = max
p

d∑
i=1

p1−s
i

(a)
=

(
n∏

t=1

dimAt

)s

(28)

for d =
∏n

t=1 dimAt. Here, since x 
→ x1−s is concave,
the maximum maxp

∑d
i=1 p

1−s
i is realized by the uniform

distribution, which shows the equation (a). Combining (27)
and (28), the error probability is upper bounded as

1 − Perr(Ψ
(m)
QPIR) = 1 − EZPerr,Z(Ψ(m)

QPIR) (29)

≤
(∏n

t=1 dimAt

m

) s
1+s

. (30)

For any sequence of QPIR protocols {Ψ(m�)
QPIR}∞�=1, if Ψ(m�)

QPIR

satisfies

R(Ψ(m�)
QPIR) =

log m�

log
∏n

t=1 dimAt
≥ 1 (31)

for any sufficiently large �, we have∏n
t=1 dimAt

m�
→ 0.

Hence, by (30), 1 − Perr(Ψ
(m�)
QPIR) approaches zero, which

implies (26).

V. CAPACITY OF MULTI-ROUND QPIR

In this section, we prove that the multi-round QPIR capacity
is 1. First, as a generalization of the protocol description in
Section II-A, we formally define the multi-round QPIR. Then,
we propose the capacity theorem and the proof of the weak
converse bound. Since the protocol in Section III-B has the
QPIR rate 1, this protocol also achieves the multi-round QPIR
capacity. The result in this section includes the result in the
previous sections as the one-round QPIR.

A. Formal Definition of Multi-Round QPIR Protocol

For any positive integer r, we give the formal description
of the r-round QPIR protocol Ψ(m,r)

QPIR. The information flow
of the quantum systems is depicted in Fig. 2. When r = 1,
the protocol description is equivalent to the protocol defined
in Section II-A.

Let n, f,m be integers greater than 1. Each of the
servers serv1, . . . , servn contains the whole copy of
the uniformly and independently distributed f files
W = (W1, . . . ,Wf) ∈ {0, . . . ,m − 1}f . The t-th server
servt possesses a quantum system Bt as local quantum
register and the n servers share an entangled state ρprev on
the quantum system B := B1 ⊗ · · · ⊗ Bn.

The user chooses the target file index K ∈ {1, . . . , f}
uniformly and independently of the files W1, . . . ,Wf . The user
prepares the query Q1 = (Q1

1, Q
1
2, . . . , Q

1
n) depending on K .
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Fig. 2. Information flow in 2-round QPIR protocol. The servers have all files W = (W1, . . . , Wf) and the user retrieves the K-th file WK .

The user has a local quantum register C where the state is
initialized depending on K and Q1.

For i ∈ {1, . . . , r}, the i-th round is described as follows.
Let Qi

t be the query to servt at round i, and we denote Qi :
= (Qi

1, . . . , Q
i
n) and Q[i]

t := (Q1
t , . . . , Q

i
t). The query Qi for

round i is determined at round i − 1. The user sends Qi
t to

the t-th server servt. Depending on Q[i]
t and W , each server

servt applies a CPTP map Enc(i),Q
[i]
t ,W

servt
from Bt to Ai

t ⊗Bt.
That is, when the collection of the encoders is written as

Enc(i),Q[i],W
serv :=

n⊗
t=1

Enc(i),Q
[i]
t ,W

servt
,

the state ρBW on B is encoded as

ρA
i B

W := Enc(i),Q[i],W
serv (ρBW ),

where Ai := Ai
1 ⊗ · · ·⊗Ai

n. Each server transmits the system
Ai

t to the user and the received state of the user is the reduced
state

ρA
i

W := TrB ρA
i B

W . (32)

If i < r, the user applies a quantum instrument Dec(i),K,Q[i]
=

{Y i
Qi+1}Qi+1∈Qi+1 from Ai⊗C to C depending onK andQ[i] :

= (Q1, . . . , Qi), where Qi+1
1 ×· · ·×Qi+1

n is the set of queries
at round i + 1 and Qi+1 is the measurement outcome. Then
round i ends and round i+ 1 starts. If i = r, i.e., at the final
round, the user applies a POVM Dec(r),K,Q[r]

= {YM}m
M=0 on

Ar ⊗C depending on K and Q[r] and outputs the measurement
outcome M ∈ {0, . . . ,m}. If M = m, it is considered as the
retrieval failure.

Similarly to Section II-A, the security of the protocol is
evaluated by the the error probability, the server secrecy, and
the user secrecy defined by

Perr(Ψ
(m,r)
QPIR) := Pr

W,K,Q1
[M �= WK ],

Sserv(Ψ
(m,r)
QPIR) := I(WKc ; user(Ψ(m,r)

QPIR)|K),

Suser(Ψ
(m,r)
QPIR) := max

t∈{1,...,n}
I(K; servt(Ψ

(m,r)
QPIR)).

Given the QPIR protocol Ψ(m,r)
QPIR, we define the upload cost,

the download cost, and the QPIR rate by

U(Ψ(m,r)
QPIR) :=

r∑
i=1

log |Qi|, (33)

D(Ψ(m,r)
QPIR) :=

r∑
i=1

log dimAi, (34)

R(Ψ(m,r)
QPIR) :=

log m

D(Ψ(m,r)
QPIR)

. (35)

Now, we define the r-round QPIR capacities with four
parameters as follows. For an error constraint α ∈ [0, 1),
server secrecy constraint β ∈ [0,∞], user secrecy constraint
γ ∈ [0,∞], and upload constraint θ ∈ [0,∞], the asymptotic
security-constrained r-round capacity and the exact security-
constrained r-round capacity are defined as

Cα,β,γ,δ
asymp := sup

(36)
lim inf
�→∞

R(Ψ(m�,r)
QPIR),

Cα,β,γ,δ
exact := sup

(37)
lim inf
�→∞

R(Ψ(m�,r)
QPIR),

where the supremum is taken for sequences {m�}∞�=1 such that
lim�→∞ m� = ∞ and for sequences {Ψ(m�,r)

QPIR}∞�=1 of r-round
QPIR protocols to satisfy either (36) or (37) given by

lim sup
�→∞

Perr(Ψ
(m�,r)
QPIR) ≤ α, lim sup

�→∞
Sserv(Ψ

(m�,r)
QPIR) ≤ β,

lim sup
�→∞

Suser(Ψ
(m�,r)
QPIR) ≤ γ, lim sup

�→∞

U(Ψ(m�,r)
QPIR)

D(Ψ(m�)
QPIR)

≤ θ, (36)

and

Perr(Ψ
(m�,r)
QPIR) ≤ α, Sserv(Ψ

(m�,r)
QPIR) ≤ β,

Suser(Ψ
(m�,r)
QPIR) ≤ γ, lim sup

�→∞

U(Ψ(m�,r)
QPIR)

D(Ψ(m�,r)
QPIR)

≤ θ. (37)

The multi-round QPIR capacity is derived as follows.
Theorem V.1 (Multi-Round QPIR Capacity): Let r be any

positive integer. When servers can share prior entanglement,
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the r-round QPIR capacity for f ≥ 2 files and n ≥ 2 servers
is

C0,β,γ,δ,r
exact = C0,β,γ,δ,r

asymp = 1 (38)

for any β, γ, θ ∈ [0,∞].
Proof: Eq. (38) is proved by the following inequalities:

1 ≤ C0,0,0,0,r
exact ≤ C0,β,γ,δ,r

exact ≤ C0,β,γ,δ,r
asymp ≤ C0,∞,∞,∞,r

asymp ≤ 1.

The first inequality holds by applying the rate-one QPIR
protocol in Section III-B repetitively r times. The second,
third, and fourth inequalities follow from the definition of
the capacities. The last inequality is proved in Section V-B.
Therefore, we obtain the theorem.

B. Weak Converse Bound of Multi-Round QPIR Capacity

We prove the converse bound

C0,∞,∞,∞,r
asymp ≤ 1. (39)

Our proof comes from the fact that the multi-round QPIR
protocol can be considered as a case of the Classical-Quantum
(CQ) channel coding with classical feedback [32]. In the CQ
channel coding with classical feedback, the sender encodes a
classical message W as a quantum state and sends the state
over a fixed channel N . The receiver performs a decoding
measurement on the received state and returns the measure-
ment outcome to the sender. The sender and the receiver iterate
this process r times while using the previous measurement
outcomes for encoding and decoding. At the end of the
protocol, the receiver receives the classical message W . The
paper [32] proved that the capacity of this problem when the
sender and the receiver have their local quantum registers,
respectively. More specifically, the paper [32] also considered
the energy constraint E that for a given Hamiltonian H on
the input system of N , the input states ρ1, . . . , ρr to N
should satisfy

∑r
i=1 Tr ρiH ≤ E. The CQ channel capacity

is characterized by the following proposition.
Proposition V.1 ( [32, Theorem 4]): Let N be a quantum

channel, r be the number of communication rounds, m be
the size of the message set, H be the Hamiltonian on the
input system of N , E be the energy constraint, and ε be the
error probability. Suppose the sender and the receiver have
local quantum registers, respectively. Then, for the CQ channel
coding with classical feedback and energy constraint, we have
the following inequality:

(1 − ε) log m ≤ sup
ρ:Tr ρH≤E

rH(N (ρ)) + h2(ε). (40)

The multi-round QPIR protocol can be considered as a case
of this problem where the channel N is the identity channel
and there is no energy constraint. To see this fact, we consider
the the collection of the servers as the sender and the user
as the receiver of the CQ channel coding, and focus on the
communication of a classical message from the collection of
the servers to the user. The servers sends to the user the
systems Ai over the identity channel and the user sends queries
Qi to the servers as the measurement outcome on Ai. The
servers and the user have B and C as local quantum registers,

respectively. At the end of the protocol, the user obtains the
classical target file WK . Therefore, we can consider the multi-
round QPIR protocol as a CQ channel coding with classical
feedback.

By the similar proof of [32, Theorem 4], we have the
following proposition.

Proposition V.2: Consider the CQ channel coding of a
classical message W ∈ {0, . . . ,m− 1} from the sender to the
receiver by sending quantum systems A1, . . . ,Ar sequentially
over the identity channel and assisted by classical feedback.
We assume that the sender and the receiver have local quantum
registers, respectively. Let ρA

i

W be the state on Ai. For the
uniformly chosen message W and the decoding output M ,
we define the error probability ε := Pr[M �= W ]. Then we
have the following inequality

(1 − ε) log m ≤
r∑

i=1

H(ρA
i

W ) + h2(ε) (41)

≤
r∑

i=1

log dimAi +h2(ε), (42)

where h2(·) is the binary entropy function.
For the completeness of our paper, we give a proof of

Proposition V.2 in Appendix D.
Remark V.1: Proposition V.2 is slightly different from [32,

Theorem 4]. First, whereas [32, Theorem 4] considers an
energy constraint on the quantum channel, Proposition V.2
assumes no energy constraint. Second, whereas [32, Theo-
rem 4] considers the repetitive uses of a fixed quantum channel
N , Proposition V.2 considers each use of the identity quantum
channels over A1, . . . ,Ar. Even with these differences, we can
apply the same proof steps of [32, Theorem 4] and the first
inequality of [32, Eq. (35)] is the inequality (41).

Now we prove the weak converse bound. We choose an
arbitrary sequence {Ψ(m�,r)

QPIR}∞�=1 of r-round QPIR protocols to

satisfy ε� := Perr(Ψ
(m�,r)
QPIR) → 0 as � → ∞. Considering the

collection of the n servers as the sender and the user as the
receiver of Proposition V.2, we can apply Proposition V.2 to
the r-round QPIR protocol Ψ(m�,r)

QPIR with the classical message
WK ∈ {0, . . . ,m� − 1}, the transmitted quantum systems
A1, . . . ,Ar, and the classical feedbacks Q1, . . . , Qr. In this
case, ε and m of Proposition V.2 is substituted by ε� and m�,
i.e., Eq. (42) is written as

(1 − ε�) log m� ≤
r∑

i=1

log dimAi +h2(ε�). (43)

Therefore, we have

lim
�→∞

R(Ψ(m�,r)
QPIR) = lim

�→∞

log m�∑r
i=1 log dimAi ≤ 1, (44)

which implies (39).

VI. CONCLUSION

We have studied the capacity of QPIR with multiple servers
when the servers share prior entanglement. Considering the
user secrecy and the server secrecy, we defined two kinds
of QPIR capacities: asymptotic and exact security-constrained
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capacities with upload constraint. We proved that both QPIR
capacities are 1 for any security constraints and any upload
constraint. We have constructed a capacity-achieving rate-
one protocol only with two servers when the file size is
the square of an arbitrary integer. The converse has been
proved by focusing on the download step of QPIR protocols.
Furthermore, we have proved that the capacity of multi-round
QPIR is also 1 by the weak converse bound.

It is an interesting open question whether the QPIR without
shared entanglement also has an advantage over the classical
PIR counterparts. This paper has considered the QPIR under
the assumption of the prior entanglement and the quantum
capacity of this case is strictly greater than the classical PIR
capacity. The QPIR capacity without shared entanglement lies
between the QPIR capacity of this paper and the classical PIR
capacity. Therefore, it should be studied whether the quantum
PIR capacity is strictly higher than the classical PIR capacity
even without shared entanglement.

In this paper, we have assumed that the maximally entangled
state can be shared by several servers. That is, we have made
no restriction for shared entanglement. This setting is similar
to the original studies [35], [36] for the entanglement-assisted
classical capacity for a noisy quantum channel because they
have no restriction for shared entanglement. The recent paper
[37] derived the entanglement-assisted classical capacity for a
noisy quantum channel when shared entanglement is limited.
For the extension, the study [37] invented several new meth-
ods, which are essential for this restriction. Therefore, it is
remained as a future problem to extend our result to the case
when the shared entangled state is restricted.

As another problem, we can consider the QPIR capacity
when the channel from servers to user are noisy quantum
channels. It is natural to apply quantum error corrections to
each noisy quantum channels and apply our QPIR protocol
over the virtually implemented noiseless channels by error
correction. In this case, the transmission rate is given by
the quantum capacity of the noisy quantum channel. For
the converse part, we can easily extend the discussion of
Section IV. In this extension, the obtained upper bound of the
transmission rate is the classical capacity of the noisy quantum
channel. Hence, this simple method does not yield the QPIR
capacity with noisy quantum channels. Therefore, it is another
challenging problem to calculate the QPIR capacity with noisy
quantum channels.

APPENDIX A
PRELIMINARIES ON QUANTUM INFORMATION THEORY

In this section, we briefly introduce the fundamental frame-
work of quantum information theory. For more detail, see [31],
[33], [34].

In classical information theory, the information is defined by
an element x of a finite set X , and the information x is changed
by a function f : X → Y , where Y is a finite set. Similarly,
in quantum information theory, the quantum information is
defined by a quantum state ρ on a quantum system A, and
the quantum states ρ on A is modified by quantum operations
κ from the states on A to the states on a quantum system

B. Another difference between the two information theories
is the measurement of information. If there is no error on the
measuring apparatus, the measurement of classical information
x is deterministic and does not change the information, i.e.,
measurement outcome is x and the information x is not
changed after the measurement. However, the measurement
of a quantum state outputs its outcome probabilistically and
changes the state. In the following, we define the quantum
system, quantum state, quantum operation, and quantum mea-
surement.

A quantum system is defined by a finite-dimensional Hilbert
space A. A vector x in A is denoted by |x�, and x̄� is denoted
by 
x|. A quantum state is defined by a density matrix which
is a positive semidefinite matrix ρ on A such that Tr ρ = 1.
We denote the set of density matrices on A by S(A). When
a state ρ is rank-one, i.e., ρ = |λ�
λ| for some unit vector
|λ�, the state is called a pure state and is identified with the
vector |λ� ∈ A. If a state ρ is not a pure state, it is called
a mixed state. The composite system of A and B is defined
by A⊗B. For any quantum state ρ ∈ S(A⊗B), the reduced
state on A is described by TrB ρ, where TrB is the partial
trace on the system B. A state ρ ∈ S(A ⊗ B) is called a
separable state if ρ is written as ρ =

∑
i piσi ⊗ τi for states

σi ∈ S(A), τi ∈ S(B), and a probability distribution {pi}i.
A state ρ ∈ S(A ⊗B) is called an entangled state if ρ is not
separable.

A quantum operation is defined by a Completely Positive
Trace-Preserving (CPTP) linear map from S(A) to S(B). A
linear map κ is called a positive map if κ maps a positive
semidefinite matrix to a positive semidefinite matrix, and is
called a Completely-Positive (CP) map if the linear map κ⊗ιCn

is a positive map for any positive integer n, where ιCn is the
identity map on S(Cn). An example of quantum operations is
κU(ρ) := UρU† for a unitary matrix U on A. By the operation
κU, a pure state |λ� ∈ A is mapped to the pure state U|λ� ∈ A.

A quantum measurement is defined by an instrument. A
set {κω}ω∈Ω of CP maps from S(A) to S(B) is called an
instrument if for any quantum state ρ ∈ S(A),∑

ω∈Ω

Trκω(ρ) = 1.

With probability Trκω(ρ), the measurement outcome is ω
and the state after the measurement is κω(ρ)/Trκω(ρ). When
one is interested only in the measurement probability and the
outcome, the measurement is described by a Positive Operator-
Valued Measure (POVM). A set {Mω}ω∈Ω of positive semi-
definite matrices is called an POVM if

∑
ω∈ΩMω = I . With

probability Tr ρMω, the measurement outcome is ω.

APPENDIX B
QUANTUM INFORMATION MEASURES

In this section, we introduce quantum information measures
necessary for the analysis of QPIR protocols.

Any quantum state ρ is diagonalized as ρ =
∑

i pi|i�
i| for
a probability distribution {pi}i. For a state ρ =

∑
i pi|i�
i|,

von Neumann entropy is defined by

H(ρ) := H({pi}), (45)
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where H(·) in the right-hand side of (45) is Shannon entropy
H({pi}) := −

∑
i pi log pi. For any state ρ ∈ S(A ⊗ B), we

use the notation

H(A)ρ := H(TrB ρ), H(B)ρ := H(TrA ρ),
H(A,B)ρ := H(ρ).

For any state ρ ∈ S(A ⊗ B ⊗ C), the quantum conditional
entropy, quantum mutual information, and quantum condi-
tional mutual information are defined as

H(A|B)ρ := H(A,B)ρ −H(B)ρ, (46)

I(A;B)ρ := H(A)ρ +H(B)ρ −H(A,B)ρ, (47)

I(A;B|C)ρ := I(A;B, C)ρ − I(A; C)ρ. (48)

When a quantum state ρX ∈ S(A) is prepared depending
on the random variable X ∈ X , the state on the composite
system of A and X is defined by

ρ̃ =
∑
x∈X

Pr[X = x] · ρx ⊗ |x�
x|.

For convenience, we denote H(·)ρX
:= H(·)ρ̃ and I(·)ρX

:=
I(·)ρ̃.

APPENDIX C
DERIVATION OF (27)

For the derivation of (27), we use the data-processing
inequality of quantum relative Rényi entropy. When s ∈ (0, 1),
quantum relative Rényi entropy is defined as

D1+s(ρ�σ) :=
1
s

Tr ρ1+sσ−s (49)

for any states ρ and σ such that supp(ρ) ⊂ supp(σ), and
D1+s satisfies the data-processing inequality with respect to
measurements:

D1+s(ρ�σ) ≥ D1+s(PM
ρ �PM

σ ), (50)

where PM
ρ and PM

ρ are probability distributions after the
measurement M = {Mi}i on ρ and σ, respectively, i.e.,

PM
ρ =

∑
i

(Tr ρMi) · |i�
i|, PM
σ =

∑
i

(Tr σMi) · |i�
i|.

Next, we prepare the following notations:

σz :=
1
m

m−1∑
w=0

ρw,z,

ρ̃z :=
1
m

m−1∑
w=0

|w�
w| ⊗ ρw,z,

σ̃z :=
1
m

m−1∑
w=0

|w�
w| ⊗ σz,

Ỹ :=
m−1∑
w=0

|w�
w| ⊗ Yw,

M = {Ỹ, I − Ỹ},

where {Yw}m
w=0 is the decoding measurement defined in

Section II. With these notations, we have

Tr ρ̃zỸ =
1
m

m−1∑
w=0

Tr ρw,zYw = 1 − Perr,z(Ψ
(m)
QPIR), (51)

Tr σ̃zỸ =
1
m

m−1∑
w=0

TrσzYw ≤ 1
m

Trσz

m∑
w=0

Yw =
1
m
. (52)

Combining (50), (51), and (52), we can derive Eq. (27)
similarly as [31, (4.66)]:

(1 − Perr,z(Ψ
(m)
QPIR))1+sms

(a)

≤ (Tr ρ̃zỸ)1+s(Tr σ̃zỸ)−s

≤ (Tr ρ̃zỸ)1+s(Tr σ̃zỸ)−s

+ (1 − Tr ρ̃zỸ)1+s(1 − Tr σ̃zỸ)−s

= exp
(
sD1+s(PM

ρ̃z
�PM

σ̃z
)
)

(b)

≤ exp (sD1+s(ρ̃z�σ̃z))

= Tr ρ̃1+s
z σ̃−s

z =
1
m

m−1∑
w=0

Tr ρ1+s
w,z σ

−s
z ,

where (a) is from (51) and (52) and (b) is from (50).

APPENDIX D
PROOF OF PROPOSITION V.2

For the proof of Proposition V.2, we follow the proof of
[32, Theorem 4]. Before the proof, we prepare two lemmas
from [32].

Lemma D.1 ( [32, Lemma 2]): Let τWFAB be a classical-
quantum state such that

τWFAB =
∑
w,f

p(w, f)|w, f�
w, f | ⊗ τAB|wf , (53)

where τAB|wf are pure states. Let M be one-way Local
Operations and Classical Communication (LOCC) map from
A⊗B to A� ⊗B� ⊗X , where X is a classical system which
is sent from B to A. Then, we have

I(W ;B�FX) +H(B�|WFX) (54)

≤ I(W ;BF ) +H(B|WF ). (55)

Lemma D.2 ( [32, Lemma 3]): Let τWFAB be a classical-
quantum state defined in (53). Then

I(W ;ABF ) +H(AB|WF ) (56)

≤ H(A) + I(W ;BF ) +H(B|WF ). (57)

For the proof, we formally describe the communication
protocol as follows. We denote the local registers of the sender
and the receiver before the communication by B0 and C0.
Let A0 = C. At round i ∈ {1, . . . , r}, the receiver applies
a quantum instrument from Ai−1 ⊗ Ci−1 to Ci depending on
Q[i−1] and sends the measurement outcome Qi to the sender
Then, the sender applies a quantum operation from Bi−1 to
Ai⊗Bi depending on W and Q[i] := (Q1, . . . , Qi), and sends
Ai to the receiver. After the final rth-round, the sender applies
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a POVM on Ar ⊗Cr depending on Q[r] and the measurement
outcome M is the decoding output.

Now, we prove Proposition V.2. First, we have

(1 − ε) log m
(a)

≤ I(W ;M) + h2(ε) (58)
(b)

≤ I(W ;Ar CrQ[r]) + h2(ε), (59)

where (a) is from Fano’s inequality

H(W |M) ≤ ε log m + h2(ε) (60)

and the uniform distribution of W , and (b) is from the data-
processing inequality for the decoding POVM. Then, it is
enough to derive the inequality

I(W ;Ar CrQ[r]) ≤
r∑

i=1

H(ρA
i

W ) (61)

for the proof of Proposition V.2.
To derive (61), we apply Lemma D.1 and Lemma D.2

as follows. Note that there is no constraint in the size of
local registers. Thus, without losing generality, we assume
that the sender’s and the receiver’s local registers are suf-
ficiently large that the joint state on the entire protocol
is always written as pure states. Since the operations at
each round can be considered as a one-way LOCC map,
we can apply Lemma D.1 for (W,F,A,B,A�, B�, X) :=
(W,Q[i−1],Bi−1,Ai−1 ⊗Ci−1,Ai ⊗Bi, Ci, Qi):

I(W ; CiQ[i]) +H(Ci|WQ[i])

≤ I(W ;Ai−1 Ci−1Q[i−1]) +H(Ai−1 Ci−1|WQ[i−1]).

Furthermore, applying Lemma D.2 with (W,F,A,B) :=
(W,Q[i],Ai, Ci). we have

I(W ;Ai CiQ[i]) +H(Ai Ci|WQ[i])

≤ H(Ai) + I(W ; CiQ[i]) +H(Ci|WQ[i]). (62)

Combining the above two inequalities, we have

I(W ;Ai CiQ[i]) +H(Ai Ci|WQ[i])

≤ H(Ai) + I(W ;Ai−1 Ci−1Q[i−1])

+H(Ai−1 Ci−1|WQ[i−1]) (63)

Applying the inequality (63) recursively, we obtain the desired
inequality (61) as

I(W ;Ar CrQ[r])

≤ I(W ;Ar CrQ[r]) +H(Ar Cr|WQ[r])
(c)

≤
r∑

i=2

H(Ai) + I(W ;A1 C1Q1) +H(A1 C1|WQ1)

(d)

≤
r∑

i=1

H(Ai) + I(W ; C1Q1) +H(C1|WQ1)

(e)
=

r∑
i=1

H(Ai),

where (c) is derived by applying (63) recursively for i =
r, r − 1, . . . , 2, (d) is from (62), and (e) is obtained as follows:
I(W ; C1Q1) = 0 because the receiver prepares the state

of C1 ⊗ Q1 independently of the sender’s message W , and
H(C1|WQ1) = 0 since the initial state of the local register
C1 is a pure state.
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