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Optimal Uniform Secret Sharing
Maki Yoshida , Toru Fujiwara, Member, IEEE, and Marc P. C. Fossorier, Fellow, IEEE

Abstract— An important problem in secret sharing schemes
is minimizing the share size. For (k, n)-threshold schemes and
(k, L, n)-ramp schemes, constructions that minimize the share
size are known. This paper presents optimal constructions for a
more general class of access structures in which subsets with the
same cardinality have the same amount of information about the
secret. We refer to schemes with such uniform access structures
as uniform secret sharing. We first derive a tight lower bound
for share entropy and then present an optimal construction.
Our lower bound exceeds that previously reported. The optimal
construction encodes the secret value using one or more ramp
schemes.

Index Terms— Secret sharing, uniform access structures,
entropy of shares, tight lower bound, optimal.

I. INTRODUCTION

ASECRET sharing scheme is a method of encoding a
secret s into n shares v1, v2, . . . , vn so that the secret

can be recovered only from predefined subsets of shares called
authorized subsets. A secret sharing scheme is uniform if every
minimal authorized subset has the same cardinality [17]. Three
special classes of uniform secret sharing have been studied in
the literature: In the (k, n)-threshold schemes introduced in
[4] and [16], the secret is recovered from any k shares, and
no information on the secret is obtained from k − 1 or fewer
shares. In the (k, L, n)-ramp schemes, or “k out of n to yield
L” ramp schemes [5], [18], k − 1 or fewer shares have partial
information on the secret with a ratio of l−k+L

L for l shares
with k − L < l < k. The third class is nonlinear function ramp
schemes [19], which further extend the above-mentioned ramp
schemes to those with nonlinear ratios.

We extend the notion of uniform secret sharing (USS) to
secret sharing in which subsets of shares with the same cardi-
nality have the same amount of information on the secret. The
ratio of the amount of information is given by a monotonically
increasing rational-valued function of the number of shares,
which we call the access function. The access function for
the (k, n)-threshold scheme takes zero or one value; that is,
it is a step function. The (k, L, n)-ramp schemes are defined
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by truncated linear access functions that have rational numbers
between zero and one. The nonlinear function schemes further
extend the access functions to any rational-valued function.

In secret sharing, an important problem is to minimize
the share size. This problem has been solved for the (k, n)-
threshold and (k, L, n)-ramp schemes. Optimal constructions
that minimize the size of shares have been presented in [16]
and [18]. Let H(X) denote the entropy of random variable X .
Let S and ξi denote the random variables induced by s and
vi , respectively. Share size, which is measured by the entropy
H(ξi ), is given by the gradient of the slope of the truncated
linear function. Specifically, the (k, n)-threshold and (k, L, n)-
ramp schemes satisfy H(ξi ) = H(S) and H(ξi ) = 1

L H(S) ≤
H(S), respectively. The results in [16] and [18] indicate that
relaxing the requirement on information leakage improves
efficiency in terms of share size. In [10], ramp schemes are
used to construct efficient secure multiparty protocols.

For nonlinear functions, previous constructions are either
insecure [19] or not tight, in the sense that the lower bound
in [15], which was derived for a more general class including
nonuniform cases. The results in [15] suggest that the derived
lower bound may not be tight. Specifically, two examples
of nonuniform secret sharing for which the entropy of some
shares is larger than the lower bound in [15] are given.
However, it is not clear whether the lower bound in [15] is
tight for USS.

Our goal is to develop optimal USS for the most general
class. We first derive a new lower bound on share entropy,
and then present a construction that achieves that bound. The
derived lower bound is generally larger than the lower bound
in [15]. Whereas the lower bound in [15] is given by the
maximum value of the gradient of the corresponding access
function, this bound is given not only by the maximum value
of the gradient, but also by the local maxima and minima of
the gradient, depending on the number of these local extrema
and their respective values. Thus, except for special access
functions, this lower bound exceeds the bound in the previous
papers. We identify the class of access functions for which the
new bound equals the bound in [15].

Next, we show how to realize the lower bound. The key
idea is to express the access function as a sum of truncated
linear functions and encode the secret value by using optimal
ramp schemes. Generally, many decompositions are possible.
We show how to find the truncated linear access functions so
that the decomposition achieves the derived lower bound.

Related Work: After our work in [21], the same results
were independently achieved in [8] and [9]. There the prob-
lem is placed into a wider context: not only uniform secret
sharing schemes with rational values, but also nonuniform
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secret sharing with real values are considered. We note that
in [8] and [9], optimality is constructed to the same class as
in this work, including [21], i.e., the uniform rational-number
class. For the uniform real-number class, [8] and [9] proved
that the lower bound is achieved by taking the limit of a
number of ramp schemes. That is, an infinite number of ramp
schemes are required to achieve the lower bound. For the
nonuniform class, optimal secret sharing is an open problem.
In comparison with our lower bound, the lower bound in [8]
and [9] is given by summing every positive change in the
gradient.

In this paper and most of those in the literature, includ-
ing [8], [9], and [21], the leakage is defined by the entropy.
However, in many cryptographic applications of secret sharing,
such as secure storage, the definition of leakage only via the
entropy is not enough [11]. To solve this problem, fractional
secret sharing was introduced in [11] where the uniformity
of the conditional distribution of the secret given shares is
required. While it has been proven that any fractional access
structure that specifies the finite number of potential secrets
for given shares is realized with the share size n H(S), an exact
characterization of the best achievable share-size was left as an
open problem. Our lower bound on the share entropy is com-
mon to fractional secret sharing, and the optimal construction
satisfies this requirement. This means that this work answers
the open problem for the uniform rational-numbered class.

The rest of this paper is organized as follows: In Section II,
we define uniform secret sharing (USS) schemes that include
the previous USS classes. In Section III, we derive a lower
bound on the entropy of each share for any USS scheme.
In Section IV, we present the optimal construction, which
further satisfies the requirement of fractional secret sharing.
Concluding remarks are given in Section V.

II. NOTATION AND DEFINITIONS

A. Access Functions

Let F be the family of monotonically increasing rational-
valued discrete functions g : {0, 1, . . . , n} → Q[0,1] with
g(0) = 0 and 0 ≤ g(n) ≤ 1, where Q[0,1] is the set of rational
numbers between 0 and 1. We call F the family of access
functions of uniform secret sharing. For every access function
g ∈ F , we define the ramp end and ramp run of g, denoted
by k and L respectively, by

k = min{l|0 ≤ l ≤ n, g(l) = g(n)},
L = k − max{l|0 ≤ l ≤ n, g(l) = 0}.

We say that g is truncated linear if

g(l) =

⎧
⎨⎨⎨

⎨⎨⎩

0, for 0 ≤ l < k − L,
g(n)

L
(l − k + L), for k − L ≤ l < k,

g(n), for k ≤ l ≤ n.

(1)

Otherwise, g is nonlinear.
For g ∈ F and 0 ≤ l < n, define �g,l � g(l + 1) − g(l),

which indicates the leakage. We refer to �g,l as the gradient
of g on l or simply the gradient. Let �g denote the maximum
gradient, i.e., �g = max{�g,l |0 ≤ l < n}. In the following,
we omit g from the indices when it is clear from the context.

B. Uniform Secret Sharing

Let H(·), H(·|·), and I(·; ·) denote the entropy, conditional
entropy, and mutual information, respectively. For random
variables X, Y, Z , and W , we have [22]

0 ≤ H(X |Z W ) ≤ H(X |Z) ≤ H(XY |Z), (2)

and

H(XY |Z) = H(X |Z) + H(Y |X Z)

= H(Y |Z) + H(X |Y Z). (3)

For a random variable X , the support of the distribution is
given by X̂ = {x |Pr(X = x) > 0}. Throughout this paper,
P = {1, . . . , n} denotes the set of n players. We use subsets
of P as subindices for random variables. For a subset A ⊆ P
and a vector of random variables (ξ1, . . . , ξn), ξA denotes the
subvector (ξi )i∈A .

Definition 1: A secret sharing (SS) scheme is a random
vector (S, ξ1, . . . , ξn) in which the random variable S and
random vector (ξ1, . . . , ξn) correspond, respectively, to the
secret value and the shares that are distributed among the
players in P . An SS scheme viewed as an abstract primitive
is a triplet (S, D), where S is a distribution on a domain of
secret values, and D is a randomized distribution function that
maps a secret value s ∈ Ŝ to shares (v1, . . . , vn) with vi ∈ ξ̂i .

Definition 2: A uniform secret sharing scheme for an
access function g ∈ F (g-USS scheme) is an SS scheme
(S, ξ1, . . . , ξn) or (S, D) satisfying, for any A ⊆ P ,

I(S; ξA) = g(|A|)H(S), (4)

or, equivalently,

H(S|ξA) = (1 − g(|A|))H(S). (5)

The classes of threshold and ramp schemes in [4], [5], [16],
[18], and [19] are proper subclasses of USS schemes defined
here. The nonlinear-function ramp schemes in [19] restrict g
to convex (�g,l ≤ �g,l+1 with k − L ≤ l < k) and concave
(�g,l ≥ �g,l+1 with k − L ≤ l < k) functions. The (k, L, n)-
ramp schemes in [5] and [18] are the special case in which
g is truncated linear with �g = 1/L. The (k, n)-threshold
schemes in [4] and [16] are a special case with L = 1.

In the following, without loss of generality, we assume that
g(n) = 1 and H(S) > 0. This assumption means that the
secret value has some uncertainty, but can be identified from
all shares.

III. A LOWER BOUND

We derive a lower bound on the entropy of each share by
focusing on the gradient of the access function g. In general,
the gradient �l repeatedly increases and decreases with l.
The last gradient of successive increases (resp. decreases)
is referred to as a local maximum (resp. local minimum).
To precisely define them, we define �−1 and �n with �−1 =
�n = 0, implying that the gradient of g first increases
from zero, and finally decreases to zero. The gradient �l

with 0 ≤ l < n is a local maximum if for some l � with
−1 ≤ l � < l, �l� < �l�+1 = · · · = �l and that �l > �l+1.
Note that the maximum gradient � is also a local maximum.
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We call �l with 0 ≤ l < n a local minimum if, for some
l � with −1 ≤ l � < l, �l� > �l�+1 = · · · = �l and that
�l < �l+1. Looking at local maxima and minima, the gradient
of g first becomes a local maximum, then alternates between
local minima and maxima, and finally decreases from the final
local maximum to zero, but does not end in a local minimum
because �n−1 ≥ �n = 0 (i.e., the latter condition of a local
minimum) is not satisfied. Thus, the number of local maximum
gradients of g is at least one, and is one more than that of
the local minimum gradients. The same holds on any interval
bounded by zero gradients, because the zero gradients play
the role of dummy leftmost and rightmost gradients.

The lower bound on the entropy of shares is given by the
relative values of the local maxima and minima of the gradient
of the access function as expressed in the theorem below.

Theorem 1: For an access function g ∈ F , let M denote
the number of local maximum gradients of g. Let l̂ j with
1 ≤ j ≤ M (respectively, ľ j with 1 ≤ j < M) denote the point
at which the gradient is the j -th local maximum (respectively,
the j -th local minimum). For a number x , let (x)+ denote its
positive part, i.e., (x)+ = max{0, x}. For any g-USS scheme
(S, ξ1, . . . , ξn) with g ∈ F and any player i ∈ P ,

H(ξi ) ≥
⎛

⎝
M�

j=1

�l̂ j
−

M−1�

j=1

�ľ j

⎞

⎠ H(S) (6)

≥ �H(S), (7)

and
⎛

⎝
M�

j=1

�l̂ j
−

M−1�

j=1

�ľ j

⎞

⎠ H(S)

=
n−1�

l=0

(�l − �l−1)
+H(S) (8)

=
n�

l=1

(�l−1 − �l)
+H(S). (9)

The equality in (7) holds if and only if M = 1.
Eq. (6) first appeared in the preliminary version of this

paper [21]. This lower bound is larger than the previous lower
bound �H(S) in [15] if M > 1. Note that by Eq. (8) our
lower bound is equivalent to

�n−1
l=0 (�l −�l−1)

+H(S), which
is presented in [8] and [9]. Eq. (9) is a new formula given in
this paper.

Eq. (8) can be interpreted as meaning that each share must
have information on the secret for every increase in the leakage
rate, but not for any decrease. Thus, the total amount of
necessary information on the secret is at least the sum of the
first successive increasing values given by �l̂1

and the j -th
ones given by �l̂ j

− �ľ j−1
with 1 < j ≤ M . Interestingly,

Eq. (9) gives another interpretation such that each share must

have information on the secret for every decrease in the
leakage rate, but not for any increase. That is, the total amount
of necessary information on the secret is at least the sum of
the j -th successive decreasing values given by �l̂ j

−�ľ j
with

1 ≤ j < M and the last ones given by �l̂M
. If the leakage

rate increases only once (i.e., M = 1), then the share size
only needs to exceed the first increasing value �, and we get
the previous lower bound in [15]. Otherwise, the share needs
additional information on the secret to recover the loss caused
by the increase and decrease in the leakage rate. Thus, the new
lower bound is generally larger than the previous one, except
for the case M = 1.

Proof: Let 1 ≤ j < M . From the definition of local
maximum and local minimum, it follows that

(�ľ j +1 − �ľ j
)+ + · · · + (�l̂ j+1

− �l̂ j+1−1)
+ = �l̂ j+1

− �ľ j
,

(�l̂ j +1 − �l̂ j
)+ + · · · + (�ľ j +1 − �ľ j

)+ = 0.

We also have

(�0 − �−1)
+ + · · · + (�l̂1

− �l̂1−1)
+ = �l̂1

.

Summing up these, we get Eq. (8). Similarly, we have

(�l̂ j
− �l̂ j +1)

+ + · · · + (�ľ j −1 − �ľ j
)+ = �l̂ j

− �ľ j
,

(�ľ j
− �ľ j +1)

+ + · · · + (�l̂ j+1−1 − �l̂ j+1
)+ = 0,

(�l̂M
− �l̂M +1)

+ + · · · + (�n−1 − �n)
+ = �l̂M

,

and then Eq. (9) holds.
To prove Eq. (6), choose any sequence of strictly increasing

subsets of participants

∅ = A0 ⊂ A1 ⊂ · · · ⊂ An−1 = P \ {i},
and let An = P , 0 ≤ l < n. It holds that

H(ξi |ξAl ) = H(ξi |ξAl S) + �lH(S). (10)

as shown at the bottom of this page. Thus,

H(ξi |ξAl ) − H(ξi |ξAl+1 )

= H(ξi |ξAl S) − H(ξi |ξAl+1 S)

+ (�l − �l+1)H(S) (from (10))

≥ (�l − �l+1)H(S). (from (2))

Similarly, H(ξi |ξAl ) − H(ξi |ξAl+1 ) ≥ 0, and thus,

H(ξi |ξAl ) ≥ H(ξi |ξAl+1 ) + (�l − �l+1)
+H(S).

Knowing that H(ξi ) = H(ξi |ξA0), and H(ξi |ξAn ) = 0, we get

H(ξi ) ≥
n�

l=1

(�l−1 − �l)
+H(S) (11)

by summing. From Eqs. (8), (9), and (11), Eq. (6) follows.

H(ξi |ξAl ) = H(S|ξAl ) − H(S|ξiξAl ) + H(ξi |ξAl S) (from (3))

= (1 − g(|Al |))H(S) − (1 − g(|Al ∪ {i}|))H(S) + H(ξi |ξAl S) (from (5))

= H(ξi |ξAl S) + �lH(S).
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Our lower bound in Eq. (6) uncovers a useful fact: only
the extrema affect share size. Using this fact, we can identify
the class of access functions for which this lower bound is as
small as the one in [15]. Let Fsim ⊂ F be the class of access
functions whose gradient has only one local maximum, called
the simple class.

Corollary 1: For any g ∈ F ,

M�

j=1

�l̂ j
−

M−1�

j=1

�ľ j
=

n−1�

l=0

(�l − �l−1)
+ = �,

if and only if g ∈ Fsim.
We further determine the class of access functions for

which the lower bound on H(ξi ) equals H(S), meaning that
we cannot shorten the share size to be smaller than that of
the secret. Let Fcom be the class of access functions that
increase to one in a staircase pattern, called the complicated
class. Specifically, Fcom consists of the access functions
g ∈ F satisfying, for any �l > 0 with 0 ≤ l < n:
�g,l−1 = �g,l+1 = 0.

Corollary 2: For any g ∈ F ,

M�

j=1

�l̂ j
−

M−1�

j=1

�ľ j
=

n−1�

l=0

(�l − �l−1)
+ = 1,

if and only if g ∈ Fcom.
Proof: If g ∈ Fcom, all nonzero gradients �l are local

maxima because �l−1 = �l+1 = 0 (i.e., �l−1 < �l and
�l > �l+1). Thus, every local minimum gradient has a value
of zero. Therefore,

⎛

⎝
M�

j=1

�l̂ j
−

M−1�

j=1

�ľ j

⎞

⎠ = g(n) − 0 = 1.

On the other hand, if g �∈ Fcom, then there exist successive
positive gradients, at least one of which (denoted by �l )
is a local maximum and an adjacent positive gradient (i.e.,
�l−1 or �l+1) is not a local maximum. Thus, the summation
of the local maximum gradients is smaller than the total
increasing amount of g, i.e., is smaller than g(n) = 1. From
Eq. (8), the above equalities hold.

We note that the “simple” access functions are either con-
vex, concave, or convex-then-concave. A complicated access
function consists of alternating one-run and zero-gradient
slopes and increases to one overall.

As shown in the next section, our lower bound is tight.
Thus, for any g ∈ Fsim, H(ξi ) = �H(S) in the optimal g-
USS schemes, whereas for any g ∈ Fcom, there is no g-USS
scheme with H(ξi ) < H(S) and the optimal g-USS schemes
achieve H(ξi ) = H(S).

IV. AN OPTIMAL CONSTRUCTION

Here, we present a construction of optimal g-USS schemes
for any g ∈ F . Essentially, we divide any g ∈ F into
a set of truncated linear functions g1, g2, . . . , gN for some
N such that g(l) = �N

j=1 g j (l) for 0 ≤ l ≤ n, called a
decomposition of g. Based on this decomposition, the secret
S is given by a vector of random variables S1, S2, . . . , SN with

Fig. 1. An example of �g,l filled with rectangles.

H(Sj ) = g j (n)H(S).1 The optimal g-USS scheme consists of
classical optimal threshold and ramp schemes for g j (i.e., g j -
USS schemes) on the random variable Sj with 1 ≤ j ≤ N .
The total amount of information each player receives is given
by the sum of the values of �g j H(S).

We draw the values of �g,l rather than g. As �g,l is the
difference, it also preserved under addition; that is, if g(l) =
g�(l) + g��(l) for every l, then

�g,l = �g�,l + �g��,l .

The classical threshold and ramp schemes (i.e., USS schemes
for truncated linear access functions) are depicted as rectangles
whose height is also the amount of information each player
receives. Its width can be arbitrary long. Any such rectangle
with rational height, including one with zero height, can be
realized [18]. Fig. 1 shows an example of values of �g,l . The
thick vertical lines show the positive values of �g,l − �g,l−1;
their total sum is the lower bound given in Theorem 1. The
graph can be filled with rectangles (thus, the independent
combination of corresponding USS schemes gives a scheme
with the given values of �g,l); the total height of these
rectangles is equal to the thick lines.

We first present a procedure to fill �g,l with rectangles
corresponding to truncated linear access functions g1, . . . , gN

so that the total height of these rectangles is equal to the sum of
positive values of �g,l −�g,l−1. We then show a construction
of g-USS schemes from g j -USS schemes with 1 ≤ j ≤ N
and prove its optimality.

We say that gh is a truncated linear function corresponding
to a rectangle with starting point lL , end point lR , and height
Hh if

gh(l) =

⎧
⎨⎨

⎨⎩

0, for 0 ≤ l < lL,

Hh · (l − lL), for lL ≤ l ≤ lR,

Hh · (lR − lL), for lR < l ≤ n.

(12)

When filling the values of �g,l , we start from the bottom,
so that the width is extended as much as possible. This is
reasonable because ramp schemes with longer ramp runs are
more efficient in terms of the share entropy. The proposed
procedure, denoted by �, takes g ∈ F as an input and outputs
a finite set of truncated linear functions Fg ⊂ F , such that
g = �

gh∈Fg
gh , as follows.

Filling procedure �(g)

Init. Set h := 0 and Fg := ∅.
Repeat Steps 1–3 until g = 0. Then, output Fg .

1If g(n) < 1, S is a vector of N+1 random variables S1, S2, . . . , SN , SN+1,
where SN+1 is a temporal random variable controlling the amount of exceed
information so that H(SN+1) = (1 − g(n)) · H(S).
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Step 1. h := h + 1. Find the first position l such that
�g,l > 0, where 0 ≤ l < n, and set lL to this point.
Extend the width of the rectangle as much as possible
by finding the first position l such that �g,l = 0,
where lL < l ≤ n, and setting lR to this point. Extend
the height as much as possible by setting

Hh � min{�g,l|lL ≤ l < lR}.
Step 2. Set gh as the truncated linear function correspond-

ing to the rectangle with starting point lL , end point
lR , and height Hh.

Step 3. Set g := g − gh and Fg := Fg ∪ {gh}. �
The proposed procedure must terminate for any input

g ∈ F , because in each execution of Steps 1–3, �g,l is
decreased to zero for at least one position l with lL ≤ l < lR;
thus the procedure terminates after at most n iterations. For the
case in Fig. 1, the first rectangle is a rectangle with (lL, lR) =
(1, 8), and �g,l is decreased to zero at l = 3. The second
rectangle is one with (lL, lR) = (1, 3), and rectangles with
(lL, lR) = (2, 3), (4, 8), (4, 7), and (9, 10) follow in order.
Then, �g,l is decreased to zero for all positions.

The next theorem guarantees that the proposed procedure
returns an optimal output.

Theorem 2: For any access function g ∈ F , the output Fg

of �(g) satisfies

�

gh∈Fg

�gh =
M�

j=1

�g,l̂ j
−

M−1�

j=1

�g,ľ j
,

where M denotes the number of local maximum gradients of
g; and l̂ j with 1 ≤ j ≤ M (resp. ľ j with 1 ≤ j < M) denotes
the point on which the gradient is the j -th local maximum of
g (resp. the j -th local minimum of g).

Proof: From Eq. (8), it holds that
�M

j=1 �g,l̂ j
−

�M−1
j=1 �g,ľ j

= �n−1
l=0 (�g,l − �g,l−1)

+. For each iteration
of the procedure, the remainder is always in F (i.e., a
monotonically increasing function). Thus, it is enough to prove
that for any g ∈ F ,

n−1�

l=0

(�g,l − �g,l−1)
+ = �g1 +

n−1�

l=0

(�g�,l − �g�,l−1)
+ (13)

where g� = g − g1.
From Step 2, it follows that �g1,l = Hh > 0 if lL ≤ l < lR

and otherwise �g1,l = 0. Then, �g�,l = �g,l − �g1 if lL ≤
l < lR and otherwise �g�,l = �g,l . Thus, for every l �= lL, lR,

�g�,l − �g�,l−1 = �g,l − �g,l−1.

From the definition of lL, lR, it holds that �g�,lL−1 =
�g,lL−1 = 0 and �g�,lR = �g,lR = 0. Thus, we have

(�g�,lL − �g�,lL−1)
+

= (�g,lL − �g1) − 0

= (�g,lL − �g,lL−1)
+ − �g1,

while

(�g�,lR − �g�,lR−1)
+ = (0 − �g�,lR−1)

+ = 0,

(�g,lR − �g,lR−1)
+ = (0 − �g,lR−1)

+ = 0.

Summarizing the above equations, we have

(�g�,l − �g�,l−1)
+

=
�

(�g,lL − �g,lL−1)
+ − �g1, for l = lL,

(�g,l − �g,l−1)
+, for l �= lL.

(14)

By summing Eq. (14) for 0 ≤ l < n, we get Eq. (13).
The following theorem presents a construction of USS for

any access function g ∈ F based on a decomposition of g.
Theorem 3: For any access function g ∈ F and any

truncated linear access functions g1, . . . , gN ∈ F such that
g(l) = �N

j=1 g j (l) for 0 ≤ l ≤ n, there is a g-USS scheme
(S, ξ1, . . . , ξn) satisfying

H(ξi ) =
N�

j=1

�g j H(S). (15)

Proof: Let α j = g j (n). Let k j and L j be the ramp
end and ramp run of g j , respectively. Let (Sj , ξ j,1, . . . , ξ j,n)
be optimal (k j , L j , n)-ramp schemes where S1, . . . , SN are
mutually independent and H(Sj ) = α j H((S1, . . . SN )). Define
S = (S1, . . . , SN ) and ξi = (ξ1,i , . . . , ξN,i ) for i ∈ P .
Because α j is in Q[0,1], there is an integer β and a prime
q such that β j = α jβ are also integers, and L j divides β j

and optimal (k j , L j , n)-ramp schemes can be constructed for
Ŝ j = GF(qβ j ) [5], [18]. We note that β = �N

j=1 β j and

Ŝ = GF(qβ).
It is clear that (S, ξ1, . . . , ξn) is an SS scheme. For any

subset A ⊆ P , letting l = |A|,

H(S|ξA) =
N�

j=1

H(Sj |(ξ j,i )i∈A)

=
N�

j=1

(1 − α−1
j g j (l))H(Sj )

=
N�

j=1

α j (1 − α−1
j g j (l))H(S)

= (1 − g(l))H(S)

from the properties of the optimal ramp schemes used. Thus,
Eq. (5) holds, and (S, ξ1, . . . , ξn) is a g-USS scheme. Simi-
larly, it holds that

H(ξi ) =
N�

j=1

H(ξ j,i )

=
N�

j=1

α−1
j �g j H(Sj )

=
N�

j=1

�g j H(S)

from the optimality of the used ramp schemes. Thus, Eq. (15)
holds.

The next theorem guarantees the existence of an optimal
USS scheme for any access function g ∈ F .
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Theorem 4: For any access function g ∈ F , there is a g-
USS scheme (S, ξ1, . . . , ξn) satisfying

H(ξi ) =
⎛

⎝
M�

j=1

�g,l̂ j
−

M−1�

j=1

�g,ľ j

⎞

⎠ H(S),

where M denotes the number of local maximum gradients of
g; and l̂ j with 1 ≤ j ≤ M (resp. ľ j with 1 ≤ j < M) denotes
the point at which the gradient is the j -th local maximum
(resp. the j -th local minimum).

Proof: From Theorems 2 and 3, the equality holds. This
means that H(ξi ) in the proposed construction achieves the
lower bound of Theorem 1.

The optimal g-USS scheme (S, ξ1, . . . , ξn) with
Ŝ = GF(qβ) consists of optimal g j -USS schemes
(Sj , ξ j,1, . . . , ξ j,n) with Ŝ j = GF(qβ j ) where �(g) = {g j }, q
is a prime, and β, β j > 0 are integers such that β j/β = g j (n)
and L j |β j . Thus, the size of the domain of secrets depends
on �(g) = {g j }. We briefly discuss the size of the domain
of secrets from two points of view. One is a necessary size
of the domain for a given access function (which must be
very large), and the other is that for a given length of the
secret (e.g., 128-bit values). For a given g, let g j (n) = γ �

j/γ j

for some integers γ �
j , γ j > 0. Consider an extreme case that

γ j with 1 ≤ j ≤ |�(g)| are coprime. To satisfy the above
requirement, β should be divided by


γ j . It follows that

β ≥ 
γ j . From Steps 1–2 of the filling process �(g),

g j (n) ≤ �g . From γ �
j > 0, we have γ j ≥ �−1

g . Thus,

β ≥ �
−|�(g)|
g . This means that the size of the domain of

secrets |Ŝ| = qβ becomes very large if we allow complex
control of leakage with various values of �g,l , implying a
larger size of the domain of shares |Ŝ j |. For a given length
of secrets, denoted by κ , if we could prioritize the efficiency
over the control of leakage, then we could define g, Ŝ, and
Ŝ j as follows: g(l) = l/n, that is, |�(g)| = 1 and g = g1
with (L1, k1) = (n, n); β is the smallest integer such that
β ≥ κ and n|β; Ŝ = GF(2β) and Ŝ1 = GF(2β/n). It holds
that β < n + κ . Thus, |Ŝ| and |Ŝ1| are at most 2n+κ−1 and
21+(κ−1)/n. The size of the domain of shares |Ŝ j | becomes
closer to the ideal value 2κ/n for a larger κ .

We show that our optimal g-USS scheme satisfies a
stronger security required by fractional secret sharing intro-
duced in [11]. We recall the definitions of fractional secret
sharing in [11].

Definition 3 (Definition 8 in [11]): Let P = {1, . . . , n} be
a finite set of players and let m be an integer. A function
f : 2P → {0, . . . , m − 1} is monotone if B ⊆ C implies that
f (B) ≥ f (C). A fractional access structure is a monotone
function f : 2P → {0, . . . , m − 1}, with f (∅) = m − 1.
We say that f is symmetric if f (B) depends only on |B|.

Definition 4 (Definition 9 in [11]): Let f : 2P →
{0, . . . , m − 1} be a fractional access structure and let S be a
finite secret-domain. Let D be a randomized algorithm which
outputs a uniformly random s ∈ S together with an n-tuple
of shares (v1, . . . , vn). We say that D is a fractional secret-
sharing scheme realizing f with secret-domain S if there exists
a positive integer k such that the following holds: For every

A ⊆ P , and any possible share vector vA of players in A,
the distribution of s conditioned on the event that players in
A receive the shares vA is uniform over a subset of S of size
f (A) · k + 1. If the above holds with k = 1, we say that D
strictly realizes f .

Theorem 5: For any access function g ∈ F , there is an
optimal g-USS scheme (S, ξ1, . . . , ξn) that strictly realizes a
fractional access structure f : 2P → {0, . . . , |Ŝ| − 1} with
secret-domain Ŝ.

Proof: From Theorem 4, for any g ∈ F , there is an
optimal g-USS scheme (S, ξ1, . . . , ξn) constructed from g j -
USS schemes (Sj , ξ j,1, . . . , ξ j,n) with 1 ≤ j ≤ N where each
g j is a truncated linear function with ramp end k j and ramp
run L j , Ŝ j = GF(qβ j ), and Ŝ = Ŝ1×· · ·× ŜN . Let α j = g j (n).

Define f such that f (A) = |Ŝ|1−g(|A|) − 1 for A ⊆ P . It
is clear that f is symmetric. Because g(0) = 0 and g(|B|) ≤
g(|C|) for any B, C ⊆ P with B ⊆ C , it holds that f (∅) =
|Ŝ| − 1 and f (B) ≥ f (C) for any B, C ⊆ P with B ⊆ C .
Thus, f is a symmetric fractional access structure. Similarly,
we can define f j : 2P → {0, . . . , |Ŝ j | − 1} such that f j (A) =
|Ŝ j |1−α−1

j g j (|A|)−1 for A ⊆ P and prove that f j is a symmetric
fractional access structure.

First, we prove that if the used (k j , L j , n)-ramp schemes
with 1 ≤ j ≤ N are fractional secret sharing schemes strictly
realizing f j , then the optimal scheme strictly realizes f .
Suppose Sj with 1 ≤ j ≤ N are uniform over Ŝ j = GF(qβ j ).
This follows that S is uniform over Ŝ = GF(qβ). For any
A ⊆ P , any s�

j , s��
j ∈ Ŝ j , and any v j,A ∈ ξ̂ j,A , it holds that

Pr(Sj = s�
j |ξ j,A = v j,A) = Pr(Sj = s��

j |ξ j,A = v j,A). From
the mutual independency of S1, . . . , SN , for any A ⊆ P ,
any s�, s�� ∈ Ŝ, and any vA ∈ ξ̂A , it holds that Pr(S =
s�|ξA = vA) = Pr(S = s��|ξA = vA) and the number of s
with Pr(S = s | ξA = vA) > 0 is

N
j=1( f j (A) + 1). From

H (Sj ) = α j H (S) and the uniformity of S1, . . . , SN , it holds

that qβ j = qα j β . Thus, f j (A) + 1 = qβ j (1−α−1
j g j (|A|)) =

(qβ)
α j (1−α−1

j g j (|A|)). Because the set g1, . . . , gN is a decom-
position of g,

�N
j=1 α j (1 − α−1

j g j (|A|)) = 1 − g(|A|). Thus,
N

j=1( f j (A) + 1) = f (A) + 1. Then, the distribution of s
conditioned on the event that players in A receive the shares
vA is uniform over a subset of Ŝ of size f (A) + 1. That
is, the optimal scheme strictly realizes f with secret-domain
GF(qβ).

Then, we prove that the (k j , L j , n)-ramp scheme
(Sj , ξ1, . . . , ξn) constructed by the Shamir scheme in [5] for

Ŝ j = GF(qβ j ) strictly realizes f j (A) = |Ŝ j |1−α−1
j g(|A|) −1 for

A ⊆ P . For a given secret s ∈ Ŝ j , the Shamir scheme in [5]
chooses L j + n distinct elements c1, . . . , cL j , b1, . . . , bn ∈
GF(qβ j/L j ), chooses a random polynomial of degree k j − 1
in GF(qβ j/L j )[x] as p(x) = ak−1xk−1 + ak−2xk−2 + · · · + a0
subject to (p(c1), . . . , p(cL j )) = s, and outputs shares vi =
p(bi) with 1 ≤ i ≤ n.

For any A ⊆ P with |A| ≥ k j and any shares v j,A ∈ ξ̂ j,A,
the unique polynomial satisfies the |A| equations on p given
by v j,A. Thus, the secret is uniquely determined. From the
definition of truncated linear functions, g j (|A|) = g j (n) = α j .
Then, f j (A) + 1 = 1.
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For any A ⊆ P with |A| < k j − L j , any v j,A ∈ ξ̂ j,A, and
any secret s ∈ Ŝ j , there are (qβ j/L j )k j −L j−|A| polynomials
of degree k j − 1 that satisfy the |A| equations on p given
by v j,A and are equally likely chosen. From the definition of
truncated linear functions, g j (|A|) = g j (0) = 0, and then
f j (A) + 1 = |Ŝ j |. Thus, in both cases, the distribution of s
conditioned on the event that players in A receive the shares
vA satisfies the requirement.

For any A ⊆ P with k j − L j ≤ |A| < k j , from the
definition of g j , g j (|A|) = α j

L j
(|A| − k j + L j ). Therefore,

f j (A) + 1 = (qβ j )1−(|A|−k j +L j )/L j = (qβ j/L j )k j −|A|. For any
v j,A ∈ ξ̂ j,A, there are (qβ j/L j )k j −|A| polynomials of degree
k j −1 that satisfy the |A| equations on p given by v j,A and are
equally likely chosen. A different polynomial corresponds to
a different secret value. Thus, the distribution of s conditioned
on the event that players in A receive the shares vA is uniform
over a subset of Ŝ j of size (qβ j/L j )k j −|A| = f j (A) + 1.

Therefore, our optimal scheme is a fractional secret sharing
scheme that strictly realizes f with secret-domain GF(qβ).

The theorem means that our optimal scheme can be used
for applications of fractional secret sharing. For instance, the
motivated application of fractional secret sharing is that several
players share a secret password (e.g., a key which locks
a vault) such that the largest subset of cooperating players
will be the first to guess the correct password. The uniform
distribution does not only give control over the expected
number of attempts in an optimal guessing strategy, but also
minimizes the variance of the number of such attempts [11].
Our scheme further minimizes the storage required by each
player. Thus, both stronger security and higher efficiency are
guaranteed.

V. CONCLUSION

In this paper, we derived a new lower bound on the entropy
of shares for USS schemes. This bound is generally higher
than previously known lower bounds, but does not exceed the
entropy of the secret. Next, we characterized some classes
of access functions in terms of their share entropy. Finally,
we presented an optimal construction of USS schemes, which
makes the entropy of each share equal to the derived lower
bound.
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