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#### Abstract

This paper investigates the problem of variablelength source coding with the criteria of the normalized cumulant generating function of codeword lengths and the excess distortion probability. We analyze the non-asymptotic fundamental limit of the normalized cumulant generating function of codeword lengths under the constraint that the excess distortion probability is allowed up to $\epsilon \in[0,1)$. Our non-asymptotic achievability and converse bounds are characterized by the quantity related to the Rényi entropy.
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## I. Introduction

## A. Research Motivation

THE problem of variable-length source coding is one of the important research topics in Shannon theory. A variablelength lossless source code without prefix constraints is an injective mapping $f: \mathcal{X} \rightarrow\{0,1\}^{\star}$, where $\mathcal{X}$ denotes a source alphabet and $\{0,1\}^{\star}$ is the set of all finite-length binary strings and the empty string $\lambda$, i.e.,

$$
\begin{equation*}
\{0,1\}^{\star}:=\{\lambda, 0,1,00,01,10,11,000, \ldots\} . \tag{1}
\end{equation*}
$$

For a discrete set $\mathcal{X}$ and a probability mass function $P_{X}$ on $\mathcal{X}$, a $P_{X}$-optimal source code is a variable-length lossless source code without prefix constraints that satisfies the following properties (see, e.g., [5], [9], [18]):
i) For all $x, x^{\prime} \in \mathcal{X}, P_{X}(x) \geq P_{X}\left(x^{\prime}\right) \Longleftrightarrow \ell(f(x)) \leq$ $\ell\left(f\left(x^{\prime}\right)\right)$, where $\ell(f(x))$ denotes the length of $f(x)$;
ii) $\ell\left(f\left(x^{\prime}\right)\right)=l \in\{0,1,2, \ldots\}$ for an $x^{\prime} \in \mathcal{X} \Longrightarrow \mid\{x \in \mathcal{X}$ : $\ell(f(x))<l\} \mid=2^{l}-1$, where $|\cdot|$ denotes the cardinality of a set.
Although a $P_{X}$-optimal source code is not unique, it is convenient to consider the following optimal source code

[^0]$f^{*}: \mathcal{X} \rightarrow\{0,1\}^{\star}$ : let $x_{i} \in \mathcal{X}$ be a source symbol that has the $i$-th largest probability (i.e., $P_{X}\left(x_{1}\right) \geq P_{X}\left(x_{2}\right) \geq$ $P_{X}\left(x_{3}\right) \geq \cdots$ ), then $f^{*}$ maps source symbols $x_{1}, x_{2}, x_{3}, \ldots$ to the elements of $\{0,1\}^{\star}$ in the lexicographic order, i.e., $f^{*}\left(x_{1}\right)=\lambda, f^{*}\left(x_{2}\right)=0, f^{*}\left(x_{3}\right)=1, f^{*}\left(x_{4}\right)=00, f^{*}\left(x_{5}\right)=$ $01, f^{*}\left(x_{6}\right)=10, f^{*}\left(x_{7}\right)=11, f^{*}\left(x_{8}\right)=000, \ldots$.

For $f^{*}$, the normalized cumulant generating function of codeword lengths $(1 / \rho) \log _{2} \mathbb{E}\left[2^{\rho \ell\left(f^{*}(X)\right)}\right](\rho>0$ is a free parameter) was investigated by Courtade and Verdú [5], which was later improved by Sason and Verdú [18]. The normalized cumulant generating function of codeword lengths was first proposed by Campbell [4] and this is a generalized notion of the mean codeword length and the maximum codeword length. In [5] and [18], it was shown that non-asymptotic achievability and converse bounds of $(1 / \rho) \log _{2} \mathbb{E}\left[2^{\rho \ell\left(f^{*}(X)\right)}\right]$ are characterized by $H_{\frac{1}{1+\rho}}(X)$-the Rényi entropy of order $1 /(1+\rho)$ [16], i.e.,

$$
\begin{equation*}
H_{\frac{1}{1+\rho}}(X):=\frac{1}{1-(1 /(1+\rho))} \log _{2} \sum_{x \in \mathcal{X}}\left[P_{X}(x)\right]^{\frac{1}{1+\rho}} . \tag{2}
\end{equation*}
$$

On the other hand, regarding variable-length lossy source coding, the problem is more complicated because we have to consider a distortion $d: \mathcal{X} \times \mathcal{Y} \rightarrow[0,+\infty)$ between a source symbol $x \in \mathcal{X}$ and a reproduction symbol $y \in \mathcal{Y}$, where $\mathcal{Y}$ denotes a reproduction alphabet. For this problem, is it possible to derive non-asymptotic achievability and converse bounds of the cumulant generating function of codeword lengths by using a quantity related to the Rényi entropy?

## B. Contributions

This paper gives a positive answer to this question. The following quantity related to the Rényi entropy plays an important role in characterizing non-asymptotic achievability and converse bounds.

Definition 1: Given $D \geq 0, \epsilon \in[0,1)$, and $\alpha>0, \alpha \neq 1$, $\mathbb{H}_{\alpha}(X, D, \epsilon)$ is defined as

$$
\begin{equation*}
\mathbb{H}_{\alpha}(X, D, \epsilon):=\inf _{\substack{P_{Y \mid X}: \\ \mathbb{P}[d(X, Y)>D] \leq \epsilon}} H_{\alpha}(Y), \tag{3}
\end{equation*}
$$

where $P_{Y \mid X}$ denotes a conditional probability distribution of $Y$ given $X$.

The properties of $\mathbb{H}_{\alpha}(X, D, \epsilon)$ are summarized in the following proposition (the proof is in Appendix A):

Proposition 1: a) $\quad \mathbb{H}_{\alpha}(X, D, \epsilon) \geq 0$.
b) $\quad H_{\alpha}(X, D, \epsilon)$ is a concave function of $P_{X}$.
c) $\quad \mathbb{H}_{\alpha}(X, D, \epsilon)$ is decreasing in $\alpha$, i.e., $\mathbb{H}_{\alpha_{2}}(X, D, \epsilon) \leq$ $\mathbb{H}_{\alpha_{1}}(X, D, \epsilon)$ for $0<\alpha_{1} \leq \alpha_{2}$.
d) $\quad \mathbb{H}_{\alpha}(X, D, \epsilon)$ is decreasing in $\epsilon$, i.e., $\mathbb{H}_{\alpha}\left(X, D, \epsilon_{2}\right) \leq$ $\mathbb{H}_{\alpha}\left(X, D, \epsilon_{1}\right)$ for $0 \leq \epsilon_{1} \leq \epsilon_{2}<1$.
e) $\quad \mathbb{H}_{\alpha}(X, D, \epsilon)$ is decreasing in $D$, i.e., $\mathbb{H}_{\alpha}\left(X, D_{2}, \epsilon\right) \leq \mathbb{H}_{\alpha}\left(X, D_{1}, \epsilon\right)$ for $0 \leq D_{1} \leq D_{2}$.
f) $\quad \mathbb{H}_{\alpha}(X, 0,0)=H_{\alpha}(X)$ if $\mathcal{X}=\mathcal{Y}, d(x, y)=0$ for $x=y$, and $d(x, y)>0$ for $x \neq y$.
By using $\mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon)$, we characterize the non-asymptotic achievability and converse bounds of the normalized cumulant generating function of codeword lengths under the constraint that $\mathbb{P}[d(X, Y)>D] \leq \epsilon$ in variable-length lossy source coding. In variable-length lossless source coding, on the other hand, the non-asymptotic fundamental limit of the normalized cumulant generating function of codeword lengths is characterized by the Rényi entropy $H_{\frac{1}{1+\rho}}(X)$ as we have described in Section I-A. From Item f) above, when we consider lossless setup, we see that the leading term in our upper and lower bounds $\mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon)$ reduces to the leading term $H_{\frac{1}{1+\rho}}(X)$ in the previous studies [4], [5]. Therefore, $\mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon)$ can be seen as the "lossy source coding version" of the Rényi entropy $H_{\frac{1}{1+\rho}}(X)$.

## C. Related Works

Regarding the problem of variable-length source coding under the criterion of the normalized cumulant generating function of codeword lengths, previous works are summarized as follows:

1) For the problem of variable-length lossless source coding, Campbell [4] and Sason [19] investigated the nonasymptotic fundamental limit for prefix codes. Courtade and Verdú [5] studied it for non-prefix codes, which was improved by Sason and Verdú [18]. All of these works [4], [5], [18], [19] characterized the fundamental limit by using the Rényi entropy. As we shall show in Example 1, our result coincides with the result in [5] when we consider a special case.
2) For the problem of variable-length source coding allowing errors, Kuzuoka [14] characterized the nonasymptotic fundamental limit for prefix codes by using the smooth Rényi entropy.
3) For the problem of variable-length lossy source coding, Courtade and Verdú [6] derived the non-asymptotic converse bound for non-prefix codes by using the $d$-tilted Rényi entropy. It should be noted that our study extends the previous work [6] in the sense that i) we evaluate the non-prefix code whose excess distortion probability may be positive and ii) we derive both achievability and converse bounds (see Remark 3).

The problems of variable-length source coding are related to the problems of guessing (e.g., [1], [2], [14], [18], [19]). In the problem of guessing subject to distortion studied by Arikan and Merhav [2], they derived a single-letter characterization
of the smallest achievable exponential growth rate of the $\rho$ th moment of the number of guesses for a memoryless source. In Remark 6, we shall describe the relationship between the result in [2] and our result.

## D. Organization of the Paper

The rest of the paper is organized as follows. In Section II, we explain the problem formulation and previous study; Section II-A describes the setup and Section II-B reviews the previous work by Courtade and Verdú [6]. In Section III, we show our main results-the non-asymptotic achievability and converse bounds of the normalized cumulant generating function of codeword lengths in variable-length lossy source coding-and provide the proofs.

## II. Problem Formulation and Previous Study

## A. Setup

We consider the variable length lossy source code without the prefix condition ${ }^{1}$, that is, code defined by triplets ${ }^{2}(\widehat{\mathcal{Y}}, \phi, \psi)$ where

- $\widehat{\mathcal{Y}}$ is a subset of $\mathcal{Y}$ called the codebook,
- $\phi: \mathcal{X} \rightarrow \widehat{\mathcal{Y}}$ is a (possibly stochastic) encoder,
- $\psi: \widehat{\mathcal{Y}} \rightarrow\{0,1\}^{\star}:=\{\lambda, 0,1,00,01,10,11,000, \ldots\}$ is a one-to-one representation of the elements of $\widehat{\mathcal{Y}}$ by finitelength binary strings and the empty string $\lambda$.
The performance criteria we consider in this paper are the excess distortion probability and the normalized cumulant generating function of codeword lengths. Although the average distortion $\mathbb{E}[d(X, \phi(X))]$ is a popular criterion, the excess distortion probability is also used in previous studies such as [7], [8], [10], [11], [12], and [13]. The motivation for using the excess distortion probability is elaborated in [11, Section 1.8.2]. The motivation for using the cumulant generating function of codeword lengths is described in Remark 1.

Definition 2: Given $D \geq 0$, the excess distortion probability is defined as

$$
\begin{equation*}
\mathbb{P}[d(X, \phi(X))>D] \tag{4}
\end{equation*}
$$

Definition 3: Let $\ell(\psi(\phi(x)))$ denote a length of $\psi(\phi(x))$. Then, given $\rho>0$, the normalized cumulant generating function of codeword lengths is defined as

$$
\begin{equation*}
\frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(\phi(X)))}\right] \tag{5}
\end{equation*}
$$

Remark 1: The l'Hôspital theorem yields

$$
\begin{align*}
\lim _{\rho \downarrow 0} \frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(\phi(X)))}\right] & =\mathbb{E}[\ell(\psi(\phi(X)))]  \tag{6}\\
\lim _{\rho \rightarrow \infty} \frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(\phi(X)))}\right] & =\max _{x \in \mathcal{X}} \ell(\psi(\phi(x))) \tag{7}
\end{align*}
$$

Thus, the normalized cumulant generating function of codeword lengths contains the mean codeword length and the maximum codeword length as its special cases. As mentioned

[^1]in [18, Section I] and [19, Section 5.2.1], by using the normalized cumulant generating function of codeword lengths as a design criterion, we can control the contribution of the longer codewords via a free parameter $\rho$; if we increase the value of $\rho$, we impose a more severe penalty for longer codewords. This is one of the motivations for using the cumulant generating function of codeword lengths.

Using these criteria, we define a $(D, R, \epsilon, \rho)$ code and the fundamental limit $R_{X}^{*}(D, \epsilon, \rho)$ :

Definition 4: Given $D, R \geq 0, \epsilon \in[0,1)$, and $\rho>0$, a code $(\widehat{\mathcal{Y}}, \phi, \psi)$ satisfying

$$
\begin{align*}
\mathbb{P}[d(X, \phi(X))>D] & \leq \epsilon  \tag{8}\\
\frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(\phi(X)))}\right] & \leq R \tag{9}
\end{align*}
$$

is called a $(D, R, \epsilon, \rho)$ code. The fundamental limit is

$$
\begin{equation*}
R_{X}^{*}(D, \epsilon, \rho):=\inf \{R: \exists \mathrm{a}(D, R, \epsilon, \rho) \operatorname{code}\} \tag{10}
\end{equation*}
$$

Remark 2: For a given $D \geq 0$ and $\epsilon \in[0,1)$, suppose that

$$
\begin{equation*}
\mathbb{P}\left[\min _{y \in \mathcal{Y}} d(X, y)>D\right]>\epsilon \tag{11}
\end{equation*}
$$

Then, there are no codes whose excess distortion probability is less than or equal to $\epsilon$. Conversely, if such codes do not exist for given $D$ and $\epsilon$, (11) holds. In this case, we define $R_{X}^{*}(D, \epsilon, \rho)=+\infty$. Furthermore, if (11) holds, we also define $\mathbb{H}_{\alpha}(X, D, \epsilon)=+\infty$ because there is no conditional probability distribution $P_{Y \mid X}$ satisfying $\mathbb{P}[d(X, Y)>D] \leq \epsilon$.

## B. Previous Study

For $D \geq 0$, let $R\left(D, P_{X}\right)$ be the rate-distortion function, i.e.,

$$
\begin{equation*}
R\left(D, P_{X}\right):=\inf _{\substack{P_{Y \mid X}: \\ \mathbb{E}[d(X, Y)] \leq D}} I(X ; Y), \tag{12}
\end{equation*}
$$

where $I(X ; Y)$ denotes the mutual information between random variables $X$ and $Y$. We assume that the infimum in the rate-distortion function $R\left(D, P_{X}\right)$ is achieved by $P_{Y^{\dagger} \mid X}$. Further, let $Y^{\dagger}$ be a random variable taking values in $\mathcal{Y}$ and whose distribution $P_{Y^{\dagger}}$ is the marginal of $P_{Y^{\dagger} \mid X} P_{X}$. Then, the $d$-tilted information of $x \in \mathcal{X}$ is defined as ${ }^{3}$

$$
\begin{equation*}
\jmath_{X}(x, D):=-\log _{2} \mathbb{E}\left[2^{\lambda^{\dagger}\left\{D-d\left(x, Y^{\dagger}\right)\right\}}\right] \tag{13}
\end{equation*}
$$

where the expectation is with respect to $P_{Y^{\dagger}}$ and $\lambda^{\dagger}:=$ $-\frac{\partial}{\partial D} R\left(D, P_{X}\right)$. Further, the $d$-tilted Rényi entropy of order $\alpha(\alpha>0, \alpha \neq 1)$ is defined as [6]

$$
\begin{equation*}
\mathbb{R}_{\alpha}(X, D):=\frac{1}{1-\alpha} \log _{2} \mathbb{E}\left[2^{(1-\alpha) \jmath_{X}(X, D)}\right] \tag{14}
\end{equation*}
$$

Courtade and Verdú [6] considered the same setup as in Section II-A with the restriction that a code satisfies

$$
\begin{equation*}
\mathbb{P}[d(X, \phi(X)>D]=0 \tag{15}
\end{equation*}
$$

[^2]i.e., $\epsilon=0$ in (8). They showed the converse bound on $R^{*}(D, 0, \rho)$ by using the $d$-tilted Rényi entropy:

Theorem 1 ( [6]): Let $D \geq 0$ be such that $R\left(D, P_{X}\right)<$ $+\infty$. Then, for any $\rho>0$,
$R_{X}^{*}(D, 0, \rho) \geq \mathbb{R}_{\frac{1}{1+\rho}}(X, D)-\log _{2} \log _{2}(1+\min \{|\mathcal{X}|,|\mathcal{Y}|\})$.

Remark 3: As we have described above, the previous study [6] investigated the case where the excess distortion probability is zero and showed the converse bound. On the other hand, our study deals with positive excess distortion probability and investigates both achievability and converse bounds.

## III. Main Results and Proofs

The next proposition shows the achievability result on $R$ of a $(D, R, \epsilon, \rho)$ code.

Proposition 2: Let $D \geq 0$ and $\epsilon \in[0,1)$ be such that $\mathbb{H}_{\alpha}(X, D, \epsilon)<+\infty$ for $\alpha>0, \alpha \neq 1$. Then, for any $\rho>0$, there exists a $(D, R, \epsilon, \rho)$ code such that

$$
\begin{equation*}
R=\mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon) \tag{17}
\end{equation*}
$$

Proof: Let $P_{Y^{\star} \mid X}$ be the conditional probability distribution that achieves the infimum of $\mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon)$. We denote by $P_{Y^{\star}}$ the marginal of $P_{Y^{\star} \mid X} P_{X}$, i.e., $P_{Y^{\star}}$ is the probability distribution on $\mathcal{Y}$ defined by

$$
\begin{equation*}
P_{Y^{\star}}(y)=\sum_{x \in \mathcal{X}} P_{X}(x) P_{Y^{\star} \mid X}(y \mid x) \tag{18}
\end{equation*}
$$

for $y \in \mathcal{Y}$. Let $\widehat{\mathcal{Y}}$ be the support of $P_{Y^{\star}}$.
Then, we define the stochastic encoder $\phi: \mathcal{X} \rightarrow \widehat{\mathcal{Y}}$ as $\phi(x)=y$ with probability $P_{Y^{\star} \mid X}(y \mid x)$. The function $\psi: \widehat{\mathcal{Y}} \rightarrow\{0,1\}^{\star}$ is defined as follows: first, we index the elements in $\widehat{\mathcal{Y}}$ as $y_{1}, y_{2}, y_{3}, \ldots$ such that

$$
\begin{equation*}
P_{Y^{\star}}\left(y_{1}\right) \geq P_{Y^{\star}}\left(y_{2}\right) \geq P_{Y^{\star}}\left(y_{3}\right) \geq \cdots \tag{19}
\end{equation*}
$$

Then, $\psi$ maps symbols $y_{1}, y_{2}, y_{3}, \ldots \in \widehat{\mathcal{Y}}$ to the elements of $\{0,1\}^{\star}$ in the lexicographic order, i.e.,

$$
\begin{align*}
& \psi\left(y_{1}\right)=\lambda \\
& \psi\left(y_{2}\right)=0 \\
& \psi\left(y_{3}\right)=1 \\
& \psi\left(y_{4}\right)=00 \\
& \psi\left(y_{5}\right)=01 \\
& \psi\left(y_{6}\right)=10 \\
& \psi\left(y_{7}\right)=11 \\
& \psi\left(y_{8}\right)=000, \cdots \tag{20}
\end{align*}
$$

Regarding this code, we evaluate the excess distortion probability and the normalized cumulant generating function of codeword lengths. First, the excess distortion probability is evaluated as

$$
\begin{align*}
& \mathbb{P}[d(X, \phi(X))>D] \\
& \quad=\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{X}(x) P_{Y^{\star} \mid X}(y \mid x) \mathbf{1}\{d(x, y)>D\}  \tag{21}\\
& \quad \leq \epsilon \tag{22}
\end{align*}
$$

where $1\{\cdot\}$ denotes the indicator function and the final inequality follows from the definition of $P_{Y^{\star} \mid X}$.

Next, the normalized cumulant generating function of codeword lengths is calculated as

$$
\begin{align*}
& \frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(\phi(X)))}\right] \\
& =\frac{1}{\rho} \log _{2} \sum_{x \in \mathcal{X}} \sum_{i=1}^{|\hat{\mathcal{Y}}|} P_{X}(x) P_{Y^{\star} \mid X}\left(y_{i} \mid x 2^{\rho \ell\left(\psi\left(y_{i}\right)\right)}\right.  \tag{23}\\
& =\frac{1}{\rho} \log _{2} \sum_{i=1}^{|\hat{\mathcal{Y}}|}\left\{\sum_{x \in \mathcal{X}} P_{X}(x) P_{Y^{\star} \mid X}\left(y_{i} \mid x\right)\right\} 2^{\rho \ell\left(\psi\left(y_{i}\right)\right)}  \tag{24}\\
& =\frac{1}{\rho} \log _{2} \sum_{i=1}^{|\hat{\mathcal{Y}}|} P_{Y^{\star}}\left(y_{i}\right) 2^{\rho \ell\left(\psi\left(y_{i}\right)\right)}  \tag{25}\\
& \stackrel{(a)}{\leq} \frac{1}{\rho} \log _{2} \sum_{i=1}^{|\hat{\mathcal{Y}}|} P_{Y^{\star}\left(y_{i}\right)}\left[\sum_{j=1}^{|\hat{\mathcal{Y}}|}\left(\frac{P_{Y^{\star}}\left(y_{j}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}}\right]^{\rho}  \tag{26}\\
& =\frac{1}{\rho} \log _{2}\left(\sum_{k=1}^{|\hat{\mathcal{Y}}|}\left[P_{Y^{\star}}\left(y_{k}\right)\right]^{\frac{1}{1+\rho}}\right)^{1+\rho}  \tag{27}\\
& \stackrel{(b)}{=} \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon), \tag{28}
\end{align*}
$$

where ( $a$ ) follows from the next lemma (the proof of Lemma 1 is in Appendix B) and $(b)$ is due to the definition of $P_{Y^{\star} \mid X}$.

Lemma 1: For any $\rho>0$ and $i \in\{1,2, \ldots,|\widehat{\mathcal{Y}}|\}$, we have

$$
\begin{equation*}
2^{\rho \ell\left(\psi\left(y_{i}\right)\right)} \leq i^{\rho} \leq\left[\sum_{j=1}^{|\widehat{\mathcal{Y}}|}\left(\frac{P_{Y^{\star}}\left(y_{j}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}}\right]^{\rho} . \tag{29}
\end{equation*}
$$

Putting together the pieces, we complete the proof of Proposition 2.

The next proposition shows the converse bound on $R$ of a ( $D, R, \epsilon, \rho$ ) code.

Proposition 3: Let $D \geq 0$ and $\epsilon \in[0,1)$ be such that $\mathbb{H}_{\alpha}(X, D, \epsilon)<+\infty$ for $\alpha>0, \alpha \neq 1$. Then, for any $\rho>0$, every $(D, R, \epsilon, \rho)$ code satisfies

$$
\begin{equation*}
R \geq \mathbb{H}_{1 \frac{1}{1+\rho}}(X, D, \epsilon)-\log _{2} \log _{2}(1+\min \{|\mathcal{X}|,|\mathcal{Y}|\}) . \tag{30}
\end{equation*}
$$

Proof: Fix a $(D, R, \epsilon, \rho)$ code $(\widehat{\mathcal{Y}}, \phi, \psi)$ arbitrarily and let $Y:=\phi(X)$. Then, the definition of a $(D, R, \epsilon, \rho)$ code gives

$$
\begin{gather*}
\mathbb{P}[d(X, Y)>D] \leq \epsilon  \tag{31}\\
\frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(Y))}\right] \leq R \tag{32}
\end{gather*}
$$

and the assumption that $\psi$ is a one-to-one mapping yields the next inequality (see [5]):

$$
\begin{equation*}
\sum_{y \in \widehat{\mathcal{Y}}} 2^{-\ell(\psi(y))} \leq \log _{2}(1+\min \{|\mathcal{X}|,|\mathcal{Y}|\}) \tag{33}
\end{equation*}
$$

The key lemma in the proof of the converse result is the following (the proof of Lemma 2 is in Appendix C):

Lemma 2: For any $\rho>0$, we have

$$
\begin{equation*}
\frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(Y))}\right] \geq H_{\frac{1}{1+\rho}}(Y)-\log _{2} \sum_{y \in \widehat{\mathcal{Y}}} 2^{-\ell(\psi(y))} \tag{34}
\end{equation*}
$$

Combination of (32), (33), and (34) yields

$$
\begin{equation*}
R \geq H_{\frac{1}{1+\rho}}(Y)-\log _{2} \log _{2}(1+\min \{|\mathcal{X}|,|\mathcal{Y}|\}) \tag{35}
\end{equation*}
$$

Finally, from (3), (31), and (35), we have (30).
Remark 4: If both $\mathcal{X}$ and $\mathcal{Y}$ are infinite set, the bound (30) is useless. This problem is inherited from the analysis of [5] and [6]. In [5], the bound of the normalized cumulant generating function of codeword lengths was applied to the analysis of the asymptotic normality of codeword lengths of $P_{X}$-optimal lossless source code ${ }^{4}$ for infinite alphabet $\mathcal{X}$ via a procedure that made the term $\log _{2} \log _{2}(1+|\mathcal{X}|)$ negligible. There is a possibility that a similar application of our result can be considered, but this is an important open question.

Combining Propositions 2 and 3, we can immediately obtain the following result on $R_{X}^{*}(D, \epsilon, \rho)$.

Theorem 2: Let $D \geq 0$ and $\epsilon \in[0,1)$ be such that $\mathbb{H}_{\alpha}(X, D, \epsilon)<+\infty$ for $\alpha>0, \alpha \neq 1$. Then, for any $\rho>0$, we have

$$
\begin{align*}
& \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon)-\log _{2} \log _{2}(1+\min \{|\mathcal{X}|,|\mathcal{Y}|\}) \\
& \leq R_{X}^{*}(D, \epsilon, \rho) \leq \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon) \tag{36}
\end{align*}
$$

We give two examples regarding the general formula (36) in the following.

Example 1: Let us consider the special case where $\epsilon=0$, $D=0, \mathcal{X}=\mathcal{Y}, d(x, y)=0$ for $x=y$, and $d(x, y)=$ 1 for $x \neq y$. In this case, from Item f ) of Proposition 1, the bound (36) reduces to

$$
\begin{equation*}
H_{\frac{1}{1+\rho}}(X)-\log _{2} \log _{2}(1+|\mathcal{X}|) \leq R_{X}^{*}(0,0, \rho) \leq H_{\frac{1}{1+\rho}}(X) \tag{37}
\end{equation*}
$$

which coincides with the bound in [5].
Example 2: Let $\mathcal{X}$ and $\mathcal{Y}$ be finite sets. In this example, we consider the special case $\rho \rightarrow 0$ and drive a single-letter characterization of the fundamental limit $R_{X^{n}}^{*}(D, \epsilon, 0):=$ $\lim _{\rho \rightarrow 0} R_{X^{n}}^{*}(D, \epsilon, \rho)$ under a stationary memoryless source. As in [12, Section III-E], we assume the following conditions:

1) The source $\left\{X_{i}\right\}$ is stationary and memoryless.
2) The distortion measure is separable, i.e., $d\left(x^{n}, y^{n}\right):=$ $\frac{1}{n} \sum_{i=1}^{n} d\left(x_{i}, y_{i}\right)$ for $\left(x^{n}, y^{n}\right) \in \mathcal{X}^{n} \times \mathcal{Y}^{n}$.
3) $D$ satisfies $D \in\left(D_{\min }, D_{\max }\right)$, where $D_{\min }:=\inf \{D$ : $\left.R\left(D, P_{X}\right)<\infty\right\}$ and $D_{\max }:=\min _{y \in \mathcal{Y}} \mathbb{E}[d(X, y)]$.
4) $\mathbb{E}\left[d^{12}\left(X, Y^{\dagger}\right)\right]<\infty$, where the expectation is with respect to $P_{X} \times P_{Y^{\dagger}}$ (regarding $Y^{\dagger}$ and $P_{Y^{\dagger}}$, see Section II-B).
Under assumptions 1) - 4), we have

$$
\begin{align*}
& R_{X^{n}}^{*}(D, \epsilon, 0)=(1-\epsilon) n R\left(D, P_{X}\right) \\
& \quad-\sqrt{\frac{n V\left(D, P_{X}\right)}{2 \pi}} e^{-\frac{\left(Q^{-1}(\epsilon)\right)^{2}}{2}}+O\left(\log _{2} n\right) \tag{38}
\end{align*}
$$

for any $\epsilon \in[0,1)$, where $R\left(D, P_{X}\right)$ is the rate-distortion function (see (12)), $V\left(D, P_{X}\right)$ is the rate-dispersion function that is defined as the variance of the $d$-tilted information, i.e., $V\left(D, P_{X}\right):=\operatorname{Var}\left[\jmath_{X}(X, D)\right]$ (see, e.g., [10]), and $Q^{-1}(z)$

[^3]denotes the inverse function of $Q(z)=\int_{z}^{\infty}(1 / \sqrt{2 \pi}) e^{-\frac{t^{2}}{2}} d t$ for $z \in \mathbb{R}$. The proof of (38) is in Appendix D.

Remark 5: In the special case of $\epsilon=0$, Theorem 2 reduces to

$$
\begin{align*}
& \mathbb{H}_{\frac{1}{1+\rho}}(X, D, 0)-\log _{2} \log _{2}(1+\min \{|\mathcal{X}|,|\mathcal{Y}|\}) \\
& \leq R_{X}^{*}(D, 0, \rho) \leq \mathbb{H}_{\frac{1}{1+\rho}}(X, D, 0) \tag{39}
\end{align*}
$$

On the other hand, as shown in Theorem 1, Courtade and Verdú [6] characterized the lower bound of $R_{X}^{*}(D, 0, \rho)$ by using the $d$-tilted Rényi entropy $\mathbb{R}_{\frac{1}{1+\rho}}(X, D)$. One question is the relationship between $\mathbb{H}_{\frac{1}{1+\rho}}(X, D, 0)$ and $\mathbb{R}_{\frac{1}{1+\rho}}(X, D)$, but we do not have the answer yet. To investigate the relationship is future work.

Remark 6: Let $\mathrm{KL}(\cdot \| \cdot)$ denote the relative entropy. Then, for $\rho>0$, the quantity $\mathbb{G}_{X}(D, \rho)$ is defined as

$$
\begin{equation*}
\mathbb{G}_{X}(D, \rho):=\sup _{Q_{X}}\left[\rho R\left(D, Q_{X}\right)-\operatorname{KL}\left(Q_{X} \| P_{X}\right)\right], \tag{40}
\end{equation*}
$$

where the supremum in (40) is taken over all probability distributions $Q_{X}$ on $\mathcal{X}$. For a stationary memoryless source and finite alphabets $\mathcal{X}$ and $\mathcal{Y}$, Arikan and Merhav [2] proved that the smallest achievable exponential growth rate of the $\rho$ th moment of the number of guesses is characterized by $\mathbb{G}_{X}(D, \rho)$ (see [2, Corollary 1]). From (57), (58), (64) and the fact that $\lim _{\rho \rightarrow 0} \frac{1}{\rho} \mathbb{G}_{X}(D, \rho)=R\left(D, P_{X}\right)$ (see [2, Proposition 1]), it holds that

$$
\begin{align*}
\lim _{n \rightarrow \infty} \lim _{\rho \rightarrow 0} \frac{1}{n} \mathbb{H}_{\frac{1}{1+\rho}}\left(X^{n}, D, 0\right) & =R\left(D, P_{X}\right) \\
& =\lim _{\rho \rightarrow 0} \frac{1}{\rho} \mathbb{G}_{X}(D, \rho) \tag{41}
\end{align*}
$$

for a stationary memoryless source and finite alphabets $\mathcal{X}$ and $\mathcal{Y}$.

## Appendix A

## Proof of Proposition 1

Property a) is clear from the non-negativity of the Rényi entropy. Property b) follows from the following reason: for $\alpha>0, \alpha \neq 1$ and a fixed $P_{Y \mid X}$ satisfying $\mathbb{P}[d(X, Y)>$ $D] \leq \epsilon$,

$$
\begin{align*}
H_{\alpha}(Y) & =\frac{1}{1-\alpha} \log \sum_{y \in \mathcal{Y}}\left[P_{Y}(y)\right]^{\alpha}  \tag{42}\\
& =\frac{1}{1-\alpha} \log \sum_{y \in \mathcal{Y}}\left[\sum_{x \in \mathcal{X}} P_{Y \mid X}(y \mid x) P_{X}(x)\right]^{\alpha} \tag{43}
\end{align*}
$$

is a concave function of $P_{X}$. Because the pointwise infimum of concave functions is also concave (see, e.g., [3]), we have Property b). Property c) follows from the fact that the Rényi entropy of order $\alpha$ is decreasing in $\alpha$, i.e., $H_{\alpha_{2}}(X) \leq H_{\alpha_{1}}(X)$ for $0<\alpha_{1} \leq \alpha_{2}$. Properties d), e), and f) are obvious from the definition of $\mathbb{H}_{\alpha}(X, D, \epsilon)$.

## Appendix B <br> Proof of Lemma 1

First, we show the left inequality of (29). The construction of the code gives

$$
\begin{equation*}
\ell\left(\psi\left(y_{i}\right)\right) \leq \log _{2} i \tag{44}
\end{equation*}
$$

for any $i \in\{1,2, \ldots|\widehat{\mathcal{Y}}|\}$. This inequality yields

$$
\begin{equation*}
2^{\rho \ell\left(\psi\left(y_{i}\right)\right)} \leq 2^{\rho \log _{2} i}=i^{\rho} \tag{45}
\end{equation*}
$$

which is the left inequality of (29).
Next, we show the right inequality of (29). From (19), we have

$$
\begin{align*}
& \left(\frac{P_{Y^{\star}}\left(y_{1}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}} \geq 1,\left(\frac{P_{Y^{\star}}\left(y_{2}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}} \geq 1, \ldots, \\
& \left(\frac{P_{Y^{\star}}\left(y_{i-1}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}} \geq 1, \quad\left(\frac{P_{Y^{\star}}\left(y_{i}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}}=1 \tag{46}
\end{align*}
$$

for any $i \in\{1,2, \ldots,|\widehat{\mathcal{Y}}|\}$. Hence, for any $i \in\{1,2, \ldots,|\widehat{\mathcal{Y}}|\}$, we have

$$
\begin{align*}
& i= \underbrace{1+1+\cdots+1}_{i}  \tag{47}\\
& \stackrel{(a)}{\leq}\left(\frac{P_{Y^{\star}}\left(y_{1}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}}+\left(\frac{P_{Y^{\star}}\left(y_{2}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}} \\
&+\cdots+\left(\frac{P_{Y^{\star}}\left(y_{i}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}}  \tag{48}\\
& \stackrel{(b)}{\leq} \sum_{j=1}^{|\hat{\mathcal{Y}}|}\left(\frac{P_{Y^{\star}}\left(y_{j}\right)}{P_{Y^{\star}}\left(y_{i}\right)}\right)^{\frac{1}{1+\rho}} \tag{49}
\end{align*}
$$

where $(a)$ follows from (46) and $(b)$ is due to

$$
\begin{equation*}
\frac{P_{Y^{\star}}\left(y_{j}\right)}{P_{Y^{\star}}\left(y_{i}\right)} \geq 0 \quad(\forall i, j \in\{1,2, \ldots,|\widehat{\mathcal{Y}}|\}) \tag{50}
\end{equation*}
$$

The inequality (49) yields the right inequality of (29).

## Appendix C <br> Proof of Lemma 2

For each $y \in \widehat{\mathcal{Y}}$, let

$$
\begin{align*}
& \alpha(y):=\left[2^{\ell(\psi(y))}\right]^{-\frac{\rho}{1+\rho}}  \tag{51}\\
& \beta(y):=\left[P_{Y}(y)\right]^{\frac{1}{1+\rho}}\left[2^{\ell(\psi(y))}\right]^{\frac{\rho}{1+\rho}} . \tag{52}
\end{align*}
$$

Then, Hölder's inequality gives

$$
\begin{align*}
& \sum_{y \in \widehat{\mathcal{Y}}} \alpha(y) \beta(y) \\
& \leq\left(\sum_{y \in \widehat{\mathcal{Y}}}[\alpha(y)]^{\frac{1+\rho}{\rho}}\right)^{\frac{\rho}{1+\rho}}\left(\sum_{y \in \hat{\mathcal{Y}}}[\beta(y)]^{1+\rho}\right)^{\frac{1}{1+\rho}} \tag{53}
\end{align*}
$$

Taking logarithm of both sides of (53) and substituting (51) and (52) for (53), we obtain

$$
\begin{align*}
& \frac{1+\rho}{\rho} \log _{2} \sum_{y \in \hat{\mathcal{Y}}}\left[P_{Y}(y)\right]^{\frac{1}{1+\rho}} \\
& \leq \log _{2} \sum_{y \in \hat{\mathcal{Y}}} 2^{-\ell(\psi(y))}+\frac{1}{\rho} \log _{2} \mathbb{E}\left[2^{\rho \ell(\psi(Y)}\right] . \tag{54}
\end{align*}
$$

Furthermore, noticing that the left-hand side of (54) is $H_{\frac{1}{1+\rho}}(Y)$, we obtain the desired result (34).

## Appendix D

## Proof of (38)

First, two quantities are defined:
Definition 5 ([12]): Given $D \geq 0$ and $\epsilon \in[0,1$ ), the quantity $R_{D, \epsilon}(X)$ is defined as

$$
\begin{equation*}
R_{D, \epsilon}(X):=\inf _{\substack{P_{Y \mid X}: \\ \mathbb{P}[d(X, Y)>D] \leq \epsilon}} I(X ; Y) . \tag{55}
\end{equation*}
$$

Definition 6 ([15]): Given $D \geq 0$ and $\epsilon \in[0,1$ ), the $(D, \epsilon)$-entropy $H_{D, \epsilon}(X)$ is defined as

$$
\begin{equation*}
H_{D, \epsilon}(X):=\min _{\substack{f: \mathcal{X} \rightarrow \mathcal{Y}: \\ \mathbb{P}[d(X, f(X))>D] \leq \epsilon}} H(f(X)), \tag{56}
\end{equation*}
$$

where $H(\cdot)$ denotes the Shannon entropy.
We have the following inequalities between these quantities and $\lim _{\rho \rightarrow 0} \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon)$ :

$$
\begin{align*}
& \lim _{\rho \rightarrow 0} \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon) \geq R_{D, \epsilon}(X)  \tag{57}\\
& \lim _{\rho \rightarrow 0} \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon) \leq H_{D, \epsilon}(X) \tag{58}
\end{align*}
$$

Indeed, (57) is proved as follows: as in the proof of Proposition 2, let $P_{Y^{\star} \mid X}$ be the conditional probability distribution that achieves the infimum of $\mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon)$. Then,

$$
\begin{align*}
\lim _{\rho \rightarrow 0} \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon) & =\lim _{\rho \rightarrow 0} H_{\frac{1}{1+\rho}}\left(Y^{\star}\right)  \tag{59}\\
& \stackrel{(a)}{=} H\left(Y^{\star}\right)  \tag{60}\\
& \geq \inf _{P_{Y \mid X}:} H(Y)  \tag{61}\\
& \geq \inf _{\mathbb{P}[d(X, Y)>D] \leq \epsilon} \quad I(X ; Y)=R_{D, \epsilon}(X),  \tag{62}\\
& \mathbb{P}[d(X, Y)>D] \leq \epsilon
\end{align*}
$$

where (a) is due to the fact that the Rényi entropy $H_{\frac{1}{1+\rho}}(\cdot)$ approaches the Shannon entropy $H(\cdot)$ as $\frac{1}{1+\rho} \rightarrow 1$. The proof of (58) is as follows: let $\widetilde{f}: \mathcal{X} \rightarrow \mathcal{Y}$ be the function that achieves the minimum of $H_{D, \epsilon}(X)$ and let $\widetilde{Y}:=\widetilde{f}(X)$. Then,

$$
\begin{align*}
\lim _{\rho \rightarrow 0} \mathbb{H}_{\frac{1}{1+\rho}}(X, D, \epsilon) & \leq \lim _{\rho \rightarrow 0} H_{\frac{1}{1+\rho}}(\widetilde{Y}) \\
& =H(\widetilde{Y})=H_{D, \epsilon}(X) \tag{63}
\end{align*}
$$

Furthermore, under assumptions 1) - 4), Kostina et al. [12] showed the next asymptotic result on $H_{D, \epsilon}\left(X^{n}\right)$ and $R_{D, \epsilon}\left(X^{n}\right)$ for any $\epsilon \in[0,1)$ (see [12, Section III-E]):

$$
\begin{align*}
R_{D, \epsilon}\left(X^{n}\right)= & H_{D, \epsilon}\left(X^{n}\right) \\
= & (1-\epsilon) n R\left(D, P_{X}\right) \\
& -\sqrt{\frac{n V\left(D, P_{X}\right)}{2 \pi}} e^{-\frac{\left(Q^{-1}(\epsilon)\right)^{2}}{2}}+O\left(\log _{2} n\right) . \tag{64}
\end{align*}
$$

Now, (38) follows immediately from the equations (36), (57), (58), (64) and the assumption that $\mathcal{X}$ and $\mathcal{Y}$ are finite sets.
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[^1]:    ${ }^{1}$ Variable-length source coding without the prefix condition is discussed by various authors [5], [6], [9], [12], and [18]. In particular, the motivation for considering such code is elaborated in [9, Section I].
    ${ }^{2}$ This definition is based on [7] and [8].

[^2]:    ${ }^{3}$ Kostina and Verdú [10] named this quantity the $d$-tilted information. This quantity was used in earlier work by, e.g., Kontoyiannis (see [7], [8]). Kostina [13] looked into the behavior of the $d$-tilted information.

[^3]:    ${ }^{4}$ Regarding the $P_{X}$-optimal lossless source code, see Section I-A.

