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Blockchain Performance Analysis for Supporting
Cross-Border E-Government Services
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Abstract—With the continuous development of distributed
ledger and blockchain technologies, new use cases apart from cryp-
tocurrencies have come into the spotlight. In this article, we evaluate
whether an e-government service could be a suitable candidate
for a blockchain transformation. We selected as a reference test
system an existing cross-border e-government service that is used
for supporting goods exchanges across the European Union. We
show how such an indicative paradigm can be transformed into a
blockchain system. In order to do so, we deployed it in an emulated
architecture for evaluating its performance under various realistic
conditions. Our results show that the deployed system is able to
meet the requirements, both in terms of throughput and transaction
speed. Moreover, it shows clear advantages in terms of usability and
synchronization between all entities.

Index Terms—Blockchain, e-government, Hyperledger Fabric,
performance evaluation.

I. INTRODUCTION

THE diffusion of distributed ledger and blockchain tech-
nologies is strictly linked to the digital world and cryp-

tocurrencies. Undoubtedly, their popularity has enormously
grown due to systems such as Bitcoin and Ethereum, which
have highly attracted people attention mainly as alternative
payment and trading platforms. The reason behind their suc-
cess is mainly due to the possibility of deploying decentralized
architectures where parties can transact with each other without
the need of a centralized trusted entity; indeed they rely on
peer-to-peer networking architectures. Moreover, the intrinsic
properties of blockchain ensure data immutability, provenance
and transparency for the accomplished transactions.

However, cryptocurrencies are not the only area where dis-
tributed ledgers and blockchains can be applied. During recent
years, several other use cases have been proposed in different
domains such as food supply chain [1], [2] or goods tracking [3].
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An important area where these technologies could bring their
advantages is certainly represented by the electronic government
(e-government) services, which does not include only interac-
tions with citizens, but also between institutions [4] known also
as government to government (G2G) services (including cross
boundaries interactions, i.e., between countries/states).

In e-government services, aspects related to transparency and
transactions security play a fundamental role for establishing
trust in the provided services. Current approaches, especially
for G2G services, establish security using either private com-
munication channels or well-known security communication
protocols over public networks. Both approaches are valid
and functional, however, on one side they do not guarantee
data security by design, i.e., integrity for the whole data life
cycle, and might raise security issues as reported in various
research works [4]–[6]. On the other side, they may not sup-
port nonrepudiation and liability services. Furthermore, current
e-government services face data synchronization issues because
administrative and legal requirements should be fulfilled first.
Also currently most of the e-government services rely on a
centralized service, a single point of failure.

Besides, it should be noted that in e-government services trust
issues, in general, can also be raised especially when dealing
with stored data, transactions validity, service and systems’ con-
formity among “distributed” entities. These aspects growing in
importance when cross-boundary integration is required, for in-
stance when considering different countries, state collaboration
for achieving efficient intergovernment service functionality. A
detailed analysis of trust issues in e-government services is out
of the scope of this article and can be found in [7].

Such challenges in e-government services can be solved by
using blockchain infrastructures as they are secure by design and
data sharing can be triggered when specific criteria are satisfied
through the use of smart contracts in completely transparent
and automated way. Indeed, blockchain technologies offer a
powerful framework for decentralized data processing and shar-
ing, but how suitable are they for e-government services? Will
scalability be a problem? Which are the requirements in terms of
hardware infrastructure? Such questions can be raised whenever
an e-government service is proposed to be converted into a
blockchain government(b-government) service.

This article provides an analysis to support policy makers
in deciding whether the adoption of blockchain overcurrent in-
frastructures and resources can efficiently support b-government
services. In this context, the Directorate-General for Taxation
and Customs Union of the European Commission is exploring
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the possibility of using blockchain technologies for data-sharing
scenarios for supporting G2G services among European Union
(EU) Member States Authorities (MSAs).

We opt for an existing e-government service that facilitates the
excise goods monitoring system between MSAs. We convert it
into a b-government service to explore its potentiality, operabil-
ity, and performance. An experimental version of the service is
deployed over the Hyperledger Fabric, which is a permissioned
blockchain platform, on a modularized environment that is ca-
pable of emulating real network conditions and architectures
depending on the needs. The configured blockchain system is
made of 28 nodes that represent MSAs in the service. We evalu-
ate the b-government service under different network conditions,
i.e., number of transactions sent to the service, network latency,
and bandwidth, and we analyze how the blockchain network size
can influence system performance.

The results of our article show that on one hand transforming
a data-sharing e-government to b-government service is techni-
cally feasible taking into consideration specific network config-
urations. For instance, in a network configuration with 4 Mb/s
and latency 3 ms client transaction round-trip time approximates
to 1 s, and the whole network can efficiently support throughput
up to 8 transactions per second (TPS), whereas if the available
bandwidth is 1 Gb/s the maximum throughput can reach up
to 48 TPS. On the other hand, system management could be
simplified, as the use of a smart contract ensures that the same
application logic is used and shared to all the participants, and
the intrinsic blockchain characteristics guarantee fundamental
security requirements by design. To the best of our knowledge,
this is the first article that evaluates at scale a b-government ser-
vice, i.e., considering 28 participant nodes, over a permissioned
blockchain platform and realistic networking configurations.

The rest of this article is organized as follows. Section II pro-
vides a background on blockchain technologies and highlights
their main characteristics. Section III describes an e-government
service as an indicative example suitable for blockchain trans-
formation. Section IV determines a blockchain platform, among
different options, for implementing such a service. Section V
analyzes the experimental architecture in which the service is
deployed for emulating real network and system conditions.
Section VI reports on the service performance considering dif-
ferent configurations. Section VII overviews the related works
in blockchain with emphasis on e-government applications, and
performance evaluations. Finally, Section VIII concludes this
article.

II. BACKGROUND ON BLOCKCHAIN

Distributed data storage system is a well-studied research
domain that facilitates data storage, sharing, and synchronization
in different nodes over a network. In fact, the very first distributed
database system was introduced in 1980 [8]. In this context,
until now different distributed solutions such as Dynamo [9]
and Cassandra [10] have been proposed to fulfill different needs
and requirements.

With the advent of distributed ledger technologies (DLTs) [11]
and blockchain systems, data consistency across nodes, in-
tegrity, and immutability can be achieved by design. The term

Fig. 1. Blockchain data structure high-level representation. Each block holds
users’ data, a hash of the current block (C_h), and a link to the previous block
(Ph).

blockchain actually identifies the underlying data structure of the
first types of DLTs, even though nowadays not all the DLTs are
based on a blockchain. The blockchain records and synchronizes
data in blocks of transactions chained with the support of cryp-
tographic techniques. Each block contains the cryptographic
hash of the previous block, a time stamp and the transaction
data. In this way every block is cryptographically linked to the
previous one, making the list of records immutable. In fact,
changing data in the chain would imply the recalculation of the
hashes, unfeasible from an organizational and computational
point of view. Fig. 1 illustrates an abstraction of a blockchain
data structure.

In a typical blockchain scenario, end users submit transactions
to a peer-to-peer network where particular type of nodes validate
and insert them in a new block, which is then propagated to all
the participants. Each transaction is digitally signed by the user
with its private key, so no other entity can claim the authorship
neither can the user repudiate it.

All the participants in a blockchain network hold their own
copy of the data, and can thus calculate independently the current
known “state” of the system. As a result, there is no single point
of failure, in contrast to centralized data storage services. Due
to a synchronization mechanism that the network supports in
case of failure of a participant, the latest state of the system
can be resumed, so that all the participants, at any time, share a
common ground truth. Indeed, this is achieved using a Byzantine
fault tolerance (BFT) [12] consensus mechanism such as proof
of work [13] and proof of stake (PoS) [14]; however, a detailed
analysis of consensus mechanisms is out of the scope of this
article. We nonetheless refer the interested reader to relevant
state-of-the-art related works [15], [16].

Another important characteristic of blockchain systems is the
way users access them in order to read, submit, and validate
transactions. When anyone can read and access the system,
the blockchain is categorized as public; anyone can fetch the
whole blockchain and read its contents. The opposite is to have
a private blockchain, where only authorized entities have access.
Similarly, depending on whom can submit and validate transac-
tions, the blockchain is called permissionless or permissioned.

With the development of Ethereum,1 blockchain systems
introduced the notion of smart contract functionality. A smart

1[Online]. Available: https://ethereum.org/

https://ethereum.org/
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contract is a computer program that is capable of executing or
enforcing a predefined agreement using a blockchain, when and
if specific conditions are met. It is deterministic2 and benefits
from the intrinsic properties of a blockchain system in order to
deploy a service that even “trustless” entities could trust.

III. IDENTIFIED SCENARIO

This section provides an overview of an existing e-
government service that requires data sharing among different
entities. The service that we have identified is in the context
of monitoring the movement of excise goods, such as tobacco
and alcohol, across EU Member States (MS) and is called Excise
Movement and Control System (EMCS). In particular, we are in-
terested in the facilitator of the data-sharing platform that EMCS
is using, the System for Exchange of Excise Data (SEED).

A. System for Exchange of Excise Data

Common rules for exchanging excise goods across MS are
governed by the Directive 2008/118/EC.3 Excise goods that
are transferred within the EU territory have to be authorized
and monitored by the appropriate MSAs, during the whole life
cycle of the exchange procedure. Information about the goods
and their movements is recorded in an electronic administrative
document (eAD), which is the core of EMCS, and its structure is
described in Commission Regulation (EC) No 684/2009.4 eADs
are submitted by a consignor to the MSA of dispatch, which
validates and forwards them to the final destination (consignee)
via the corresponding MSA.

In order to allow a prompt and correct validation of the eADs,
both consignors and consignees (merchants) must be registered
and authorized by the respective MSA. Such registration records
that are called trader authorizations consist of the following:

1) merchant identification number;
2) merchants name and address;
3) types of goods;
4) identification of the liaison office;
5) date of registration;
6) record ending date;
7) registration offices.
MSAs are responsible not only to validate and confirm the

correctness of merchants records but also to check their compli-
ance with SEED rules before distributing them to other MSAs
through SEED. Indeed, SEED is a repository that, among the
others, maintains and distributes all the relevant information
regarding merchants among MSAs.

More specifically, whenever a new merchant registration, or
an update of an existing record occurs, the corresponding MSA
validates its correctness, and “pushes” the new data into the
local service, i.e., the data storage of an MSA. Afterward, the
updated records are communicated to the central service that
performs conformity checks to control whether the data comply

2Smart contract’s output is the same for everyone who executes it.
3[Online]. Available: https://eur-lex.europa.eu/legal-content/GA/TXT/?uri=

CELEX:32008L0118
4[Online]. Available: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=

CELEX%3A32
009R0684

Fig. 2. SEED architecture data registering overview. Users at MSAs introduce
new data and push them in the central service, which is responsible to distribute
to all the relevant participants in order to keep their databases updated.

with the underlying rules. If this is the case, the relevant MSA
is informed, the registration data are integrated in the central
service (i.e., reference DB), and distributed to all MSAs. Here,
it should be noted that according to the data synchronization
rules of SEED, the following conditions hold:

1) the central service should make available the new data to
all the MSAs at the latest on the day when they become
legally valid;

2) each MSA is responsible for updating its national registra-
tion repository as soon as they receive any updates from
the central service.

The whole procedure for registering and distributing SEED
information is illustrated in Fig. 2. A detailed analysis of the
SEED can be found in [17].

B. Why SEED on Blockchain?

In this section, we overview the benefits and challenges
for transforming “SEED like” e-government services into b-
government services. Currently in SEED, MSAs are responsible
for integrating their local service with the central one in order
to share and keep merchants’ related information updated. This
means that MSAs have to develop their own software, as a local
service, that is capable of communicating with the central service
and fulfilling the SEED functionality and requirements. On one
side, this gives to an MSA more freedom and flexibility on the
technical implementation. On the other side, such an option can
have the following drawbacks.

1) Compatibility issues could arise in case the requirements
for local service implementation were not respected.

2) Updating the functionalities is more complex since all
different implementations should be separately updated.

3) The overall maintenance cost can be high.
Furthermore, all the data-sharing communications in SEED

are made asynchronously in a time frame between 15 min and
2 h, whereas as already described in Section III-A each MSA has
to update its national registration repository as soon as it receives
updates from the central service. Therefore, data are not shared at
real (or near real) time among MSAs. In addition, the current im-
plementation relies on a separate infrastructure in order to ensure
security. Though this approach is valid and functional, it does
not by design guarantee data integrity, authenticity, and identity

https://eur-lex.europa.eu/legal-content/GA/TXT/{?}uri$=$CELEX:32008L0118
https://eur-lex.europa.eu/legal-content/EN/TXT/{?}uri$=$CELEX&percnt;3A32penalty -@M 009R0684
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of the originator. Finally, the architecture of a Trans-European
System, such as SEED (see Fig. 2), relies on a central service
for the dissemination of information to all the participants. As
the central service poses a single point of failure it has strong
requirements in terms of reliability and performance.

We are interested in investigating blockchain potentiality on
data-sharing services such as SEED. This is because blockchain
is secure by design in certain aspects, i.e., preserving data
integrity, and enabling data sharing in near real time among
entities that do not necessarily need to trust each other when
specific requirements are met. With the use of smart contracts
all entities would share the same solution and run a common
logic, ensuring at any time, consistency of the data validation
procedures, and reducing the total maintenance cost, compared
to a situation where each entity maintains its own solution. This
way the global trust could be enhanced.

Moreover, using a blockchain architecture for such a system,
would guarantee high reliability and performance of the global
system without dependence on a high-performance central ser-
vice, thus making the system more resilient. As a result, data
sharing could is provided in a secure, immutable, traceable and
transparent way.

At this point, one might argue that 1) data changes might be
challenging because such functionalities are not directly sup-
ported, nevertheless they can be enforced at a data management
layer as all the data history is recorded (in the raw blockchain
data), and 2) in such a federated application environment similar
approaches like [9], [10] can be used. However, they lack built-in
security mechanisms, and do not support common logic sharing
over a data distributed mechanism among all participants.

IV. SEED ON BLOCKCHAIN IMPLEMENTATION

In order to implement SEED on blockchain, we need to first
identify the most suitable platform. To do so, we set the require-
ments that are needed in such a service, and determine which
platform better meets them, from a technical and architectural
point of view. Afterward, to assess the performance of SEED
in blockchain we relied on an environment that is capable of
emulating real network architecture. On top of the emulating
architecture, we built a b-government service (for SEED) using
Hyperledger Fabric (ver. 1.1) and considering different network
parameters to identify possible system bottlenecks and resources
restrictions. Our performance evaluation relies on well-known
metrics such as request round-trip time and utilization of system
resources. All the details of our approach are reported in the
following sections.

A. Blockchain Platform Options

The technical choice of implementing any e-government ser-
vice on a blockchain relies on a variety of factors. Specifically, in
SEED like e-government paradigms the following requirements
must be covered.

1) Req. 1: Service data cannot be public due to legal
obligations.

2) Req. 2: Common logic should be shared among all the
participants.

3) Req. 3: Service data should be shared as soon as adminis-
trative and legal rules are met.

4) Req. 4: Cost should be as low as possible.
Currently, various types of blockchain platforms have been

developed, and can be used for deploying related services.
Table I overviews the most well-known platforms consider-
ing their different characteristics, e.g., smart contract, consen-
sus mechanisms, etc., as they have already been described in
Section II.

Based on the available options those that provide public access
to data are excluded, such as Bitcoin, Ethereum, IOTA,5 and
Ripple, due to data-sharing restrictions (Req. 1). Even if these
systems can be deployed separately from the main network (e.g.,
Ethereum privatenet), they still do not provide access control
mechanisms that would exclude other entities from joining the
network, when using a public IP address.

Furthermore, as all the entities must share the same logic,
smart contract functionality should be supported (Reqs. 2 and
3). As a result, the available options are the Hyperledger fam-
ily solutions and EOS.6 However, since public administration
would like to support services at the lower possible cost, plat-
forms that introduce transaction fees are excluded as well (Req.
4). Therefore, Hyperledger Fabric and Sawtooth are platforms
without fees that support consensus mechanisms requiring the
collaboration between “participants,” which is a suitable model
for e-government services.

Between the two, we chose Hyperledger Fabric as the con-
sensus mechanism is more suitable for our specific experiment.
Sawtooth uses a consensus mechanism that assigns to a random
participant the validation of a transaction, i.e., proof of elapsed
time. However, in SEED like services we want to define a priori
who the validator will be, and in particular who is entitled to
endorse specific operations.

B. SEED Flow on Hyperledger Fabric

In a typical SEED service scenario, users at local services,
i.e., National Administrations, submit their transactions, which
afterward are forwarded to the ordering service in order to
disseminate the corresponding data to all the MSAs (see Fig. 2).
At this point, it should be noted that all the participants in
the network are uniquely identified through digital certificates,
which are embedded in the exchanged messages. To achieve the
data-sharing service over the Hyperledger Fabric infrastructure,
the transaction flow will be the following.

1) Transaction submission: A client submits a signed trans-
action proposal to the corresponding MSA node, in which
it includes also his/her identity (X.509 certificate).

2) Transaction verification: The MSA node verifies the va-
lidity of the transaction, simulates the execution of the
related smart contract functionality, and returns a signed
endorsement result to the client. The identity of the MSA
node (X.509 certificate) is also included in this response.

3) Transaction ordering: The client sends the transaction
proposal and the related result to the ordering service. The

5[Online]. Available: https://www.iota.org/
6[Online]. Available: https://eos.io/

https://www.iota.org/
https://eos.io/
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TABLE I
BLOCKCHAIN PLATFORMS

Fig. 3. Overview of transaction flow on Hyperledger Fabric.

latter orders all the transactions coming from different
clients, builds the blocks and broadcasts them to all the
MSA nodes.

4) Transaction commitment: MSA nodes receive the blocks
of transactions from the ordering service and, upon ver-
ification of their validity in the context of the deployed
policy, e.g., at least one MSA node should have signed the
transaction, write them in their local copy of the ledger.

All the underlying network communications can be (op-
tionally) protected by transport layer security (TLS) [18]. The
above-mentioned procedure is illustrated in Fig. 3, whereas the
details for the MSA nodes and the ordering related services
are specifically described in Section V-C. A detailed analysis
of the Hyperledger Fabric architecture can be found in [19].

V. EXPERIMENTAL INFRASTRUCTURE

In this section, we briefly present our experimental infrastruc-
ture and the steps followed to recreate the emulated information
and communications technology (ICT) network topology, which
accommodates our SEED like service in order to assess the
general performance of the system.

A. Experimental Platform for Internet Contingencies
(EPIC) Overview

The EPIC [20] is a hybrid facility for studying the security
and stability of distributed systems. The architecture of EPIC
relies on an emulation testbed based on the Deter software [21],
[22] in order to recreate the cyber part of a distributed system,
e.g., servers and corporate network.

By employing an emulation-based testbed we ensure strong
fidelity, repeatability, measurement accuracy and safety of the

cyber layer. This approach is well-established in the field of
cyber security [23]–[25] and was chosen in order to overcome
the major difficulties that arise while trying to simulate the
behavior of ICT components under stress, attacks, or failures.
In terms of resources EPIC consist of 356 experimental nodes,
eight switches only for the experimentation infrastructure and a
few special physical equipment, such as programmable logical
controllers.

B. Recreating Cyber Systems

The Deter adaptation for testing purposes of advanced net-
work systems allows the assignment of computational resources
to a virtual network topology. The EPIC can set parameters to
the physical infrastructures in order to implement and emulate a
realistic network topology. The process is made as transparently
as possible. This way provides significant advantages in terms of
repeatability, scalability, and controllability of our experiments.

The Deter software comes with a Web interface where it is
possible to assign physical equipment in order to create emulated
networks. Briefly, the main steps of the process are as follows.

1) Write the experimental script, which describes in detail the
network architecture/topology. In order to compose the
script, the network simulator 2 (ns2) scripting language
is used. This eases the process for future reuse of our
experiment.

2) The EPIC software then initiates the experiment. Based on
the script, it reserves and assigns the necessary physical re-
sources. The process of allocating resources to someone’s
experiment is called swap-in.

3) Additionally, EPIC creates virtual private networks on
the network switches in order to construct the network
topology by connecting experimental nodes. Then, the
software adjusts other parameters of the network, such
as latency and packet loss, by assigning additional nodes
for these specific purposes.

4) Applications and services specific for the experiment, e.g.,
Docker containers, can be initiated and configured either
automatically or manually, by logging in to each node that
has been assigned into the specific experiment.

C. SEED Blockchain Service Configuration on EPIC

Our experimental testbed blockchain architecture for a
SEED like service relies on the Hyperledger Fabric. From an
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Fig. 4. SEED Hyperledger Configuration on EPIC infrastructure.

architectural point of view the system consists of the “ordering”
service and the “distributed” components, i.e., MSA nodes. The
high-level architecture is illustrated in Fig. 4.

The ordering service is managed by “trusted” authorities
among the participants, meaning that it can be distributed in
different locations, and not all the components need to be phys-
ically colocated; this way there is no single point of failure. In
fact, any trusted entity in the network can potentially operate an
ordering service node; however, this should be defined during
blockchain network bootstrapping procedure.

The main task of the ordering service is to sort the mes-
sages/requests exchanged between the participants. It consists of
the following services: ZooKeeper (three instances), Kafka (four
instances), and Orderer (three instances). Each of the instances
of a specific service is executed on a different machine, and thus
can be distributed onto different places. This is the minimum
configuration in terms of capacity for supporting failover at the
ordering service. The number of the required instances for each
of the supporting services is defined in the Hyperledger Fabric
specifications.7 In particular, in this setup, only one instance for
each of the different services is “allowed” to be in fail status
without affecting the ordering service availability. For instance,
if one of the Kafka instances is not responding, the ordering
service is still functional; however, if a second one becomes
unavailable, then the ordering service will not be functional.

The distributed components are managed by the participants,
i.e., MSAs in the network and require management only at
“local” level. All the services for each MSA are hosted on
a single machine. MSAs nodes main goal is to endorse the
transactions proposed by the clients and receive the ordered
blocks of transaction from the ordering service to maintain their
local copy of the ledger. In particular, each MSA operates the
following services.

7[Online]. Available: https://hyperledger-fabric.readthedocs.io/en/release-1.
4/orderer/ordering_servi ce.html

1) CouchDB, the database that maintains the world state (all
the valid transactions) of the blockchain and allows the
storage of javascript object notation (JSON) objects.

2) Peer, a core service in the Hyperledger Fabric architec-
ture as it stores the ledger and validates the transactions
according to the defined policy.

3) A certificate authority (CA) that provides digital identities
(certificates) to the participants (users) of the local orga-
nization to the blockchain network supporting a complete
life cycle of the generated certificates.

4) A smart contract that implements basic SEED specifi-
cation checks such as user access control and message
conformity.

5) An application interface for interacting with the
blockchain, which is implemented as a representational
state transfer (REST) service. This component accom-
plishes all the interactions (as described in Section IV-B)
on behalf of the user in order to commit a transaction in
the blockchain network. In fact, this component generates
the trader authorization requests in JSON format.

At this point, it should be noted that all the Hyperledger Fabric
related services both for the ordering service and MSA peer
nodes subsystems are configured and executed using the corre-
sponding docker images with the standard deployment option.
Moreover, in our configuration all the underlying network com-
munications, between the participants (clients, peers, and the
ordering service), are securely protected by TLS. All the required
certificates and private keys both for TLS and for the blockchain
services are generated during blockchain network initialization
procedure according to Hyperledger Fabric specifications.

VI. PERFORMANCE EVALUATION

In this section, we study the performance of our system in
terms of computational resources and its responsiveness. To
do so, we use as indicators memory, central processing unit
(CPU), and end-to-end service delivery under various testing
scenarios on the EPIC infrastructure described in Section V.
We consider different network parameters such as latency and
traffic conditions, i.e., TPS submitted to the system, in order to
simulate typical operational characteristics.

A. Monitoring Indicators

To evaluate the system performance for each experimental
test, we use the following indicators.

1) Request round-trip time, that is, the time elapsed from the
moment in which a user submits an operation request (i.e.,
write) and the moment in which he/she receives service
response. The monitoring procedure is accomplished by
integrating a recording service both in the user and REST
service.

2) System resources utilization in which we monitor the
utilization of CPU and memory for all the related services.
To keep track of the utilization of system resources, we
relied on docker’s built-in monitoring services.

3) Transaction commit rate, that is, the pace at which the
transactions have been written in the blockchain. To do

https://hyperledger-fabric.readthedocs.io/en/release-1.4/orderer/ordering_servi ignorespaces ce.html
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TABLE II
DESCRIPTION OF THE EXPERIMENTAL TESTS CONSIDERING A BLOCKCHAIN

NETWORK OF 28 NODES CONFIGURED WITH 4 MB/S NETWORK BANDWIDTH

AND 3-MS LATENCY

so, we use the fetchblock8 to monitor when transactions
are recorded in the blockchain.

B. System Parameters and Configuration

Real environment characteristics (parameters and constraints)
should be considered to assess system performance. In this work,
we mainly study how 1) the number of TPS, 2) the operational
(available) network bandwidth, and 3) the corresponding latency
affect the system performance.

Based on the testbed architecture described in Section V, we
have deployed 28 nodes, which represent the MSAs services
in the context of SEED. The ordering service is configured on
a “separate” system in order to provide the minimum failover
mechanism required by Kafka, as described in Section V. Both
the ordering service and MSA services were configured as virtual
machines in the EPIC infrastructure, supporting in terms of
hardware four CPU cores (1.7 GHz each) and 16 GB of RAM.

For all the test cases, a single OR endorsing policy was
enforced, meaning that each transaction is endorsed only by one
MSA node. Clients submit transactions to the MSA node in their
jurisdictions (country) that would endorse those transactions.
However, all the MSA nodes commit the transactions submitted
by all the clients (MSA nodes are all in the same Hyperledger
channel). Clients submit in total 130 k transactions, simulating
the yearly volume of SEED, that are equally distributed to all the
28 MSA nodes of the network. In our experimental tests, client
requests correspond to trader authorization records, as described
in Section III, submitted in JSON format.

C. Throughput

In this set of experiments (see Table II), we study how the
system performs under different traffic conditions when the
bandwidth is limited to 4 Mb/s and the network latency is set
to 3 ms. In particular, we scale the traffic targeting the ordering
service in terms of TPS from 2.5 to 13 TPS.

Results demonstrate that end-to-end delay (request round-trip
time) both for the end-user and the REST service is not impacted
for the test cases up to 8 TPS. In fact, the average response time
varies between 1 and 1.3 s. However, when the TPS rate increases

8[Online]. Available: https://github.com/cendhu/fetch-block

Fig. 5. User and REST service response time considering different number of
TPS.

TABLE III
THROUGHPUT ACHIEVED WITH 4 MB/S BANDWIDTH AND RELATED

RESOURCE UTILIZATION

to more than 10 TPS then the average response time increases
up to 30 s, approximately 29× compared to the previous cases.
This trend is confirmed by the REST service response time that
follows the same trend. Fig. 5 overviews the round-trip time for
serving a single request both for the end-user and the REST
service as well.

Furthermore, to identify whether the request submission rate,
i.e., TPS is influenced by the deployed configuration we also
monitor the transactions commit rate. The commit rate increases
with the TPS up to a certain threshold. After this threshold, the
commit rate drops and the round-trip times grow considerably,
indicating a poor performance in terms of transaction writing
throughput. Table III lists the relationship between transactions
submission, commit rate, and round-trip time.

Regarding resources utilization for MSA nodes, the CPU
utilization for the peer service ranges between 33% and 41%. For
instance, in the case of 2.5 TPS the CPU utilization approximates
35% of the available resources, which slightly varies for the rest
of the cases. On the contrary, the REST service CPU utilization
increases “steadily” as the TPS rate raises. In fact, CPU utiliza-
tion from 2.5 to 13 TPS increases by 7×. This shows the stress
of the REST service that corresponds to the delay introduced
in the requests delivery. A similar trend is demonstrated by the
CouchDB service as well, however, after 12.5 TPS the CouchDB
CPU utilization starts to decrease because the REST service is

https://github.com/cendhu/fetch-block
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Fig. 6. MSA nodes services CPU utilization considering different number
of TPS.

Fig. 7. MSA nodes services MEM utilization considering different number
of TPS.

not capable of processing properly the TPS generated by the
clients. As for the smart contract CPU utilization, it is negligible.
Fig. 6 overviews the CPU utilization trend for MSA nodes hosted
services.

As far as memory utilization for the peer and the REST service
is concerned, it can be as low as 4.5%, whereas the memory
footprint for the CouchDB remains stable under all cases (less
than 2%). Even if the memory utilization by the smart contract
increases, it is less than 1% in all tests. At this point, it should
be noted that for all the MSA services, after 10 TPS the memory
utilization decreases and this is due to the fact that the network
bandwidth and the REST service throttle the generated traffic.
Fig. 7 overviews the memory utilization trend for MSA services.

Regarding resource utilization by the ordering service, the
number of TPS does not have any influence on the ZooKeeper
service in terms of memory and CPU utilization as Figs. 8
and 9 demonstrate. However, this is not the case for the Orderer
and Kafka services. Indeed, as TPS increases, the ordering
service CPU utilization increases up to 2.5×. The same trend
is followed also by the Kafka service, though after 10 TPS the
CPU utilization decreases.

Overall, considering the current configuration for these sce-
narios, such an architecture cannot properly handle traffic more

Fig. 8. Ordering services CPU utilization considering different number
of TPS.

Fig. 9. Ordering services memory utilization with considering different num-
ber of TPS.

TABLE IV
DESCRIPTION OF THE EXPERIMENTAL TESTS CONSIDERING A BLOCKCHAIN

NETWORK OF 28 NODES CONFIGURED WITH 4 MB/S NETWORK BANDWIDTH

CONSIDERING DIFFERENT LATENCY VALUES

In all the scenarios, clients send 8 TPS to the ordering system.

than 10 TPS, as round-trip time for serving a single request
increases “exponentially.” The REST service is a point of throt-
tling for the generated traffic, taking into consideration the
limitation of the available bandwidth as well.

D. Network Latency

In this set of experiments (see Table IV), we analyze how
network latency can affect service performance. In particular,
the network bandwidth is limited to 4 Mb/s and the network
latency for all the MSAs is configured to different values, i.e.,
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TABLE V
NETWORK LATENCY DISTRIBUTION BETWEEN BLOCKCHAIN NODES

Fig. 10. User and REST service response time considering different network
latency values.

3, 100, 500, and 1000 ms. We also consider a test case in which
MSAs nodes network latency is configured to real distribution
values (see Table V) based on operational data. For all the tests,
the traffic targeting the ordering service is configured at 8 TPS.
This is an optimal value when the system is configured at 4 Mb/s,
as the results in the Section VI-C demonstrate.

Results show that network latency highly affects end-user
experience in terms of service responsiveness. For instance,
when network latency is set to 3 ms, the request round-trip time
is on average around 1 s, whereas as latency increases from 100
to 1000 ms the round-trip time increases up to 9×. This trend is
illustrated in Fig. 10.

Furthermore, to identify whether the request submission
rate, i.e., TPS is influenced by the latency we also monitor
the transaction commit rate as in the case of throughput. In
fact, the request submission rate and transactions commit rate
keep almost the same pace under all latency test cases (see
Table VI).

As far as resource utilization (both for CPU and memory) is
concerned, neither the MSA nodes nor the ordering services
are affected by network latency as Figs. 11–14 demonstrate
correspondingly.

TABLE VI
SYSTEM PERFORMANCE FOR DIFFERENT LATENCY VALUES

Fig. 11. MSA nodes services CPU utilization considering different network
latency values.

Fig. 12. MSA nodes services utilization considering different network latency
values.

E. Bandwidth

In this set of experiments (see Table VII), we examine whether
the provided bandwidth could be a constraint in the context
of the provided service. We analyze how the system performs
considering different network bandwidth, i.e., 1 Mb/s, 4 Mb/s,
and 1 Gb/s, with an optimal network latency setting (that is 3 ms).

Results demonstrate that the available bandwidth speeds can
highly influence system performance mainly in terms of resource
utilization considering the maximum TPS among the available
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Fig. 13. Ordering services CPU utilization considering various latency values.

Fig. 14. Ordering services utilization considering various latency values.

TABLE VII
DESCRIPTION OF THE EXPERIMENTAL TESTS CONSIDERING A BLOCKCHAIN

NETWORK OF 28 NODES CONFIGURED WITH NETWORK LATENCY

OF 3 MS CONSIDERING DIFFERENT VALUES OF BANDWIDTH

bandwidth. In fact, the maximum supported TPS for 1 Mb/s,
4 Mb/s, and 1 Gb/s is 1, 12, and 47 TPS, respectively (see
Table VIII and Fig. 15). This outcome shows that the available
bandwidth influences the maximum number of TPS that can
be sent to the ordering service. Interestingly, MSA nodes and
ordering service resources utilization, with emphasis on CPU
utilization, increases for all the services as TPS and available
bandwidth grow (see Figs. 16 and 17). With reference to memory
utilization, this trend occurs only for MSAs node peer and REST
services (see Figs. 18 and 19).

TABLE VIII
MAXIMUM THROUGHPUT ACHIEVED WITH DIFFERENT BANDWIDTH VALUES

Fig. 15. User and REST service response time considering different bandwidth
speeds.

Fig. 16. MSA nodes services CPU utilization considering different bandwidth
speeds.

F. Scalability

In the previous set of experiments, we analyzed how the
system performs under various traffic conditions considering
specific network configurations. However, at this point one
might raise a concern about system scalability when the network
size increases. To identify to what extent such a concern could
be a burden in the implementation of SEED like b-government
services, we run a set of experiment with different network sizes
up to 28 nodes (see Tables IX, X, and II).

Figs. 20, 21, and 5 show end-users and REST services re-
sponse time when the network size is configured with eight, 16,
and 28 nodes. Results demonstrate that the number of nodes
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Fig. 17. Ordering services CPU utilization considering different bandwidth
speeds.

Fig. 18. MSA nodes services memory utilization considering different band-
width speeds.

Fig. 19. Ordering services memory utilization considering different band-
width speeds.

affects the network performance in terms of service quality, i.e.,
round-trip response time.

In particular, when the blockchain network is configured with
eight nodes, the system resources start to saturate over 30 TPS;
the user round-trip response time approximates 10 s for the user
and 2 s for the REST service. In the case of a blockchain of

TABLE IX
DESCRIPTION OF THE EXPERIMENTAL TESTS CONSIDERING A BLOCKCHAIN

NETWORK OF EIGHT NODES WITH 4 MB/S NETWORK BANDWIDTH AND

3-MS LATENCY

TABLE X
DESCRIPTION OF THE EXPERIMENTAL TESTS CONSIDERING A BLOCKCHAIN

NETWORK OF 16 NODES WITH 4 MB/S NETWORK BANDWIDTH AND

3-MS LATENCY

Fig. 20. User and REST service response time when the blockchain network
is consisted of eight nodes.

16 nodes, the system resources saturate with less than 20 TPS,
as the round-trip response time for both the user and the REST
service is 30 s at 20 TPS (see Fig. 21). As shown in Fig. 5,
for a blockchain network of 28 nodes and a throughput of 13.3
TPS, the round-trip response time is 30 s. Therefore, it is evident
that the blockchain network size for Hyperledger Fabric based
solutions influences the maximum throughput that the provided
service can handle.

VII. RELATED WORK DISCUSSION

In this section, we present related work on two main areas: 1)
use of blockchains in the context of e-government applications
and services, and 2) performance evaluations of blockchain
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Fig. 21. User and REST service response time when the blockchain network
is consisted of 16 nodes.

platforms. For both areas, we describe existing studies and
compare them with our approach and performance evaluation
results. To the best of our knowledge, we are the first to propose
and evaluate a blockchain approach that supports collaboration
across different entities in a network that consists up to 28 nodes.

Blockchain technologies have been identified as a promising
technology to improve government services beyond their cryp-
tocurrency use [26] in many countries [27] and in many areas
including identity management, record keeping, value registry,
voting systems, health records management, and agriculture
[28]–[31].

A concrete example is described by Beris et al. in [32],
where they propose a re-engineering of Diavgeia, the Greek gov-
ernment portal for open and transparent public administration
using blockchain technologies. Their goal for using blockchain
technologies is to make decisions taken by the government
open, easily accessible to the public, and add immutability of all
decisions over time. The trust model implemented by this work
is different from the one adopted in this article since their focus
is on decisions made by one government’s institution, whereas
in our architecture the focus is on interactions across MSAs in
the EU.

Pongnumkul et al. [33] present a performance analysis and
comparison of Hyperledger Fabric and a private deployment
of Ethereum. According to their evaluation, the Hyperledger
Fabric outperforms Ethereum, which is an expected result since
Fabric relies also on an ordering service for consensus, whereas
Ethereum uses proof of work. In their worst case scenario, when
10 000 transactions are submitted in parallel to both blockchain
deployments, the latency of the Ethereum deployment is around
8 min, in contrast to 35 s for Hyperledger Fabric. Although the
authors present a comprehensive evaluation including latency,
transaction execution time, and throughput, they do not present
the details about the mining difficulty set on their Ethereum
deployment or the endorsement policy used in Hyperledger.
A final remark is that both systems are not yet competitive in
comparison to current database systems since their transaction
rate is comparatively low. In contrast to our evaluation, although
we focus only on the evaluation of Hyperledger Fabric, our
results are more complete since we present additional details
about the system architecture and the endorsement policies used.

These parameters are of high importance since they can have a
significant impact on the performance results.

Androulaki et al. in [19] describe in detail the Hyperledger
Fabric platform, including the architecture components, appli-
cations, use cases, and a performance evaluation. They point
out that Fabric is not yet performance-tuned, and that many
parameters including transaction size, ordering service configu-
ration, network architecture, among others may affect the results
obtained. In their article, they focus on a simple evaluation simu-
lating a cryptocurrency implementation with a single channel, an
ordering service using Kafka (three ZooKeeper nodes and four
Kafka brokers), and five peer nodes each belonging to different
organizations. All nodes were colocated in the same data center
with dedicated virtual machines (VMs). Using this configuration
they performed a few experiments varying block size, CPU
resources for each peer node, use of solid-state drive (SSD)
versus RAM disks, increasing the number of peers in one data
center, distributing peers over many different data centers. In our
approach, we analyze the same parameters with a larger network
of 28 nodes showing the behavior and performance issues when
these nodes are also colocated but considering constraints in the
network as well.

Thakkar et al. in [34] present a detailed performance anal-
ysis of Hyperledger Fabric, identify the main bottlenecks, and
suggest optimizations. For the latter, the authors show empirical
evaluation results comparing the performance before and after
their optimizations are implemented. In summary, they show the
following three main optimizations:

1) implementation of a caching mechanism for endorsement
policy verification with an improvement;

2) parallel execution of endorsements;
3) optimization of the state database to a native approach that

does not require REST invocations.
By combining their optimization approaches, in their specific

scenario, the performance improvements were in the order of
16× for transaction throughput.

Gorenflo et al. in [35] also show how Hyperledger can be
optimized for high transaction throughput. They suggest the
following four main optimization approaches:

1) to remove from the ordering service the transaction data
and only keep the metadata that is relevant for the trans-
action validation;

2) parallelization and caching of endorsement and validation
peers;

3) caching of the state database using an in-memory ap-
proach;

4) splitting of endorser and committer roles to different peers.
Similarly to Thakkar et al. [34], these changes are archi-

tectural design choices that are supported by Hyperledger and
do not require changes to the interfaces. By adopting these
additional optimizations the authors achieve an increase in
transaction throughput 7× higher than [34]. The optimizations
proposed by Gorenflo et al. and Thakkar et al. show that
the Hyperledger architecture is flexible and is prone to spe-
cific optimizations, considering a target blockchain architec-
ture and use case, where high transaction throughputs can be
achieved.
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VIII. CONCLUSION

In this article, we described the results of an experimental
activity aiming at studying the performance of an existing
e-government service converted into its blockchain version.
More in detail, we identified as suitable test use case an existing
system (SEED) that is currently used within the EU to monitor
the exchange of excise goods. The study included the conversion
of the system into a b-government service considering different
business requirements, and its deployment in our test infras-
tructure. We deployed SEED in our emulated infrastructure and
tested under different network conditions in order to assess its
performance and determine its limits.

This article showed that transforming an e-government data
distribution service into a b-government equivalent is technically
feasible considering specific hardware and network require-
ments. For instance, in a blockchain network consisted of 28
participants (MSAs) with a network bandwidth of 4 Mb/s a
throughput of 8 TPS can be achieved without affecting service
responsiveness, whereas in case of 1 Gb/s the throughput of the
system rose to 48 TPS. Moreover, such a service transformation
would benefit from blockchain built-in features such as data
integrity and immutability, transparency, and common logic
sharing. To the best of our knowledge, this is the first time that
such a b-government service is evaluated under real network
conditions.

In the near future, we plan to extend our work with the
optimizations suggested by Thakkar et al. and Gorenflo et al.,
and evaluate SEED performance over other blockchain plat-
forms, i.e., Ethereum and study cybersecurity challenges on b-
government services [34], [35]. Furthermore, in order to enhance
trust, we will integrate a trusted execution environment, in the
same way implemented by Mast et al. for database systems in
[36], to the Hyperledger Fabric platform.
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