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Unleashing Competitive Intelligence: News Mining
Analysis on Technology Trends and Digital Health

Driving Healthcare Innovation
Enrique Cano-Marin , Salvador Sánchez-Alonso , and Marçal Mora-Cantallops

Abstract—In the rapidly evolving digital health landscape, tech-
nology plays a pivotal role in transforming the healthcare in-
dustry. With the exponential growth of data, uncovering valu-
able insights has become a daunting task. In today’s data-driven
world, healthcare businesses must leverage emerging technologies
to stay informed about trends in their field. This research article
presents a novel approach to deriving business insights in digital
health enabled by technology, including artificial intelligence, and
other cutting-edge advancements. We propose a methodology that
utilizes news mining techniques and the global data on events,
location, and tone database as the primary data source. By em-
ploying natural language processing, we developed a practical
way of extracting relevant insights from vast amounts of public
data. We implemented named-entity recognition (NER) enriched
with the DBpedia knowledge base and relationship extraction. In
addition, we leveraged graph analytics to identify and analyze the
most significant concept relationships within the text corpus and
their evolution in time. By integrating these advanced techniques,
healthcare businesses can extract actionable insights from public
datasets, empowering them to stay abreast of emerging trends
and advancements in digital health, such as telehealth, precision
medicine, or medical imaging.

Index Terms—Digital health, emerging technologies, entity
extraction, graph analytics, healthcare, innovation, natural
language processing (NLP), news mining.

I. INTRODUCTION

T ECHNOLOGY and innovation have played a critical role
in shaping the landscape of healthcare over the past few

decades. From advancements in medical imaging technologies
to the emergence of personalized medicine and telemedicine ser-
vices for patient monitoring, rapid technological progress has the
potential to revolutionize healthcare delivery and significantly
improve patient outcomes [1].

Simultaneously, the ongoing digitization trend within the
healthcare industry has created numerous opportunities to en-
hance the effectiveness of diagnostic and therapeutic processes.
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This is in line with the research of Gërguri-Rashiti et al. [2],
who concluded that technology adoption and the development
of innovation activities have positive impacts on firm perfor-
mance. This trend is evident in the rising numbers of tech-
nology entrepreneurs entering the healthcare sector, aiming to
capitalize on these opportunities [3]. Significant contributions to
this transformative shift include the use of artificial intelligence
(AI) for early detection and diagnosis [4], of remote surgical
procedures, and of telemedicine tools for patient advice and
monitoring [5]. Advances in AI, including machine learning
(ML), natural language processing (NLP), blockchain, cloud
computing, and the Internet of Things (IoT) have catalyzed
the efficient collection and analysis of vast amounts of data
(Big Data) [6]. The technologies encompassing AI, blockchain,
cloud computing, and Big Data analytics, collectively known as
the ABCD technologies [7], are enablers of Industry 4.0 [8].
This has facilitated the delivery of healthcare services with
greater efficiency, increased optimization, and unlocked new
opportunities [9].

The exponential growth of digital data in recent years has
made Big Data a strategic advantage for firms and a facilitator
of knowledge creation [10]. However, access to data and the
insights derived from its analysis remain challenging. As a
reference, in the United States (US), only between 20% and
29% of unstructured patient data are estimated to be accessible
and available for analysis [11] and, according to the work
in [12], approximately 80% of enterprise information assets
(growing at a rate of 65% per year, partially motivated by
the development of IoT) are estimated to remain unstructured.
Meanwhile, challenges such as data access and severe ethical
and social concerns regarding privacy, accuracy, and safety must
also be addressed [13]. Keeping up with the volume of public
information available can also be challenging.

Access to data is crucial not only for generating valuable
insights and driving evidence-based decision-making in health-
care, but also for business and competitive intelligence [14].
News mining enables access to a vast amount of public data
from various news sources, offering public information that can
be leveraged for strategic purposes, for example, by identify-
ing business collaborations, partnerships, and competitors [15],
predicting the profitability of businesses [15], [16] or stocks
prices [17] and by identifying technology trends [18] or their en-
vironmental sustainability [19]. These data empower businesses
to make informed decisions, develop competitive strategies,
and stay ahead of the curve in a rapidly evolving industry.
By harnessing the power of news mining for business and
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competitive intelligence, organizations can gain a competitive
edge, capitalize on emerging opportunities, and confidently
navigate the complexities of the healthcare market.

Despite the existing research on leveraging social media for
healthcare insights, as detailed in our previous research on the
use of social media analytics in healthcare [20], there are still
significant gaps in the literature that require further research and
the exploration of different data sources. Recent studies on news
mining analysis in healthcare have focused mainly on the impact
of COVID-19 and public health [21], [22], [23], and the impact
of the digital transformation during the pandemic [24]. However,
no studies have leveraged news mining to gain insights into
healthcare businesses. Therefore, we propose a new approach,
utilizing news mining analysis to gain insights into the role of
technology in enabling innovation in healthcare and, thereby,
provide competitive intelligence for business organizations.

This article delves into the impact of technology on innovation
in healthcare by utilizing news mining techniques and analyzing
data gathered from the Global Data on Events, Location, and
Tone (GDELT) database [25]. The main objective of the study
is to develop an NLP-based approach for recognizing underlying
knowledge and patterns within a collection of news articles to
grasp the influence of technology on driving healthcare ad-
vancements. Through this research, we intend to build upon
current understandings of technology’s role in facilitating digital
health and offer new perspectives on both the difficulties and
possibilities in this field. Our contribution also extends to the
NLP area, as we establish a systematic process involving entity
extraction and graph analysis. This pipeline holds potential for
broad application in news extraction across various domains,
beyond healthcare innovation.

The rest of the article is organized as follows. Section II
provides a comprehensive review of the existing literature using
news mining to generate insights and the goals of this research.
In Section III, we detail the methodology implemented for this
study, which relies on the use of NLP techniques. Section IV
presents the results obtained from our study and the discussion
on the validation of the hypotheses. Finally, Section V concludes
this article, including a critical assessment of the limitations of
our study and an overview of potential future research opportu-
nities in this field.

II. THEORETICAL FRAMEWORK

The healthcare industry is undergoing continuous transfor-
mation, driven by technological advancements that accelerate
digital health innovation [26]. The rise of digital health has
further expanded the possibilities for innovation in healthcare.
With the proliferation of wearable devices, mobile apps, and
telemedicine platforms, patients can now monitor their health
remotely, access medical advice and support from anywhere,
and receive personalized treatments tailored to their specific
needs [27]. Digital health offers numerous business opportu-
nities for innovation and growth [28]. The objective of digital
health is to enhance healthcare efficiency, accessibility, and
effectiveness by utilizing digital technology to gather, analyze,
store, and exchange health data. Healthcare companies can
leverage new technologies to develop innovative products and
services, improve operational efficiency, and deliver better out-
comes for patients and healthcare professionals [29]. However,

the digital health landscape is complex and rapidly evolving,
and companies must navigate a range of challenges related to
patient safety [30], data privacy and regulatory compliance [31],
and interoperability and equitable access [32].

Digital health encompasses a range of technologies that in-
clude telemedicine, medical imaging, mobile health (mHealth)
apps, wearable technology, medical devices, electronic health
records (EHRs), and other innovative digital technologies. These
advances aim to enhance patient care by enabling more effective
and efficient healthcare delivery, particularly in the context of
precision medicine [33]. The progress of wearable technology
and medical devices, coupled with the utilization of the IoT,
has made personalized healthcare services a realistic ambition.
These technologies are catalysts for the real-time collection of
health data from patients through mHealth apps [34]. These
apps and devices also aid physicians and healthcare profes-
sionals in various ways [35], supporting the discovery of new
drugs during clinical trials [36], the diagnosis of diseases [37],
and the treatment of patients. We also underline the progress
made in medical imaging in the fields of radiology, pathol-
ogy, and oncology with the development of AI and ML, with
models that can even outperform imaging specialists [38]. In
addition, it is worth mentioning the impact of the coronavirus
disease (COVID-19) pandemic in accelerating the adoption of
telemedicine [39] to mitigate the risks associated with this
disease and facilitate access to health services through the use
of technology. Overall, another milestone in digital health is the
advancement of EHRs as comprehensive repositories of patient
health information [40]. Through interoperability, digital health
technologies enable the integration and sharing of patient health
information across various healthcare providers, improving the
coordination and continuity of care. This interoperability-driven
approach in digital health has the potential to overcome the
fragmentation of health data and promote a more holistic view
of patient health, ultimately enhancing healthcare outcomes and
patient experiences [41].

Technology serves as the foundation for the evolution of
digital health, disrupting the healthcare industry and ushering in
innovative solutions that enhance patient care [42]. As pointed
out by Sigov et al. [43], Industry 4.0 plays a pivotal role
in shaping the digital health landscape [44]. This paradigm
entails the integration of cutting-edge technologies, such as
AI/ML, IoT, Big Data analytics, cloud computing, blockchain,
metaverse, and robotics to enable data-driven decision-making,
automation, and improved connectivity [9]. Within this context,
the present research study aims to evaluate the interplay be-
tween emerging technology trends and the progressive evolu-
tion of digital health. One notable technological advancement
is the rapid and widespread adoption of blockchain in recent
years. Blockchain offers compelling advantages, including en-
hanced interoperability, privacy, security, and the immutability
of patient data [45]. These attributes make it an appealing
solution for addressing the healthcare sector’s challenges in
managing sensitive patient information. Furthermore, the con-
vergence of the metaverse with virtual reality, augmented reality,
and mixed reality technologies—collectively referred to as XR
technologies—alongside blockchain, opens up exciting possi-
bilities for healthcare applications [46]. This synergy enables the
creation of immersive experiences and innovative services such
as telemedicine, including medical rehabilitation and mental
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health needs [47]. The combination of XR technologies and
the trust and security provided by blockchain offers immense
potential for transforming healthcare delivery.

By exploring the link between technology trends and the dy-
namic development of digital health, this research study aims to
contribute to a deeper understanding of the evolving healthcare
landscape and drive the advancement of patient-centered care.

A. News Mining for Competitive Intelligence

In today’s data-rich business environment, social media ana-
lytics has become a critical tool for businesses seeking to gain
insights and stay ahead of the competition, and healthcare is no
exception. News mining consists of the extraction of valuable
insights, latent knowledge, and trends from news articles or
blogs [48], and it is often classified as part of social media ana-
lytics, as both involve analyzing online-accessible unstructured
text [49]. By leveraging news mining techniques, businesses can
track market trends, monitor their brand reputation, and identify
potential risks and opportunities [50]. Besides, innovation has
been linked to the usage of text-mining analytics for predicting
its evolution [51]. Along these lines, Li et al. [18] combined news
mining with patent data analysis to identify trends and emerging
technologies applied to the perovskite solar cell technology. In
addition, de Lima-Santos and Ceron [52] completed a news
mining analysis on AI in journalism, highlighting the usage
of computer vision for fact-checking and ML for recommen-
dations, optimization, and strategic planning (for example, for
predicting reader churn rate).

One major challenge in the news mining and social media
analytics is the need to process large amounts of text data in a
way that is accurate, efficient, and scalable [53]. This requires
advanced techniques for NLP, ML, and information retrieval,
as well as specialized tools and software platforms that can
handle the volume and complexity of the data [54]. The quality
and quantity of news articles available for analysis can vary
significantly across different sources and topics [55]. Biases,
inaccuracies, and omissions in news reports can introduce noise
and affect the validity of the analysis, hence the importance of
ensuring both quality and relevance. In this line, Choi et al. [56]
leveraged NLP and text-mining analysis to predict the quality
of news articles, based on journalistic values such as accuracy,
objectivity, impartiality, and fairness. Along these lines, we
highlight the research in [57], which explored the usage of
AI to ensure quality and trust to mitigate the rapid spread of
disinformation and suggested the use of NLP for trends detection
and knowledge integration. In addition, the availability of data
may be limited to specific sources or languages, restricting the
comprehensiveness and representativeness of the analysis [58].
It is crucial to consider these limitations and critically evaluate
the sources and scope of news coverage when conducting news
mining analysis, to ensure accurate and reliable insights [59].

Finally, integrating news mining with existing business in-
telligence systems and decision-making processes can be chal-
lenging [16], particularly in complex industries such as health-
care. This requires careful consideration of factors such as data
privacy, security, and governance, as well as effective communi-
cation and collaboration between stakeholders in different parts
of the organization. Despite these challenges, news mining has

enormous potential to generate valuable business insights into
healthcare innovation by identifying emerging trends, technolo-
gies, and regulatory developments. As such, it is an essential
tool for companies seeking to stay ahead of the curve in this
rapidly evolving industry. Therefore, we formulate the following
hypothesis.

H1: The availability of the full text of news articles is a critical factor
affecting the accuracy and completeness of news mining analysis for
business intelligence.

News mining can be precious for businesses seeking to stay
informed about the current progress in their industries, including
emerging trends [60], competitor analysis [61], and regulatory
changes [62]. In this context, we highlight the research in [63],
which evaluated practical case studies in which businesses
across various industries leveraged social media analytics to
gain a competitive advantage. Along these lines, with the help of
advanced ML and NLP techniques, businesses can gain a com-
petitive advantage [14] when extracting actionable insights from
news articles, empowering them to make informed data-driven
decisions. To exemplify this potential, Lin and Hsu [64] evalu-
ated the use of text-mining techniques applied to news reports for
facilitating business leaders’ decision-making processes about
corporate social responsibility. In addition, combining these data
with other public and quantitative data sources leads to more
robust analyses, which have been proven effective when applied
to stock market price forecasting [16]. In the field of healthcare,
Zolnoori et al. [59] completed an analysis of public health
concerns, from obesity and asthma to smoking, depression, and
alcohol, analyzing over 3 000 000 articles for over a decade
(2007–2017), concluding the utility of text-mining techniques
such as topic modeling and sentiment analysis for generating
insights that support policymakers and help to develop public
health strategies [59]. Along these lines, Bertl [65] extracted
and processed over 300 000 news articles from GDELT to iden-
tify cybersecurity threats, vulnerabilities, and attacks related to
digital health. The COVID-19 outbreak also prompted increased
interest in news mining analysis in public health, as reflected in
the work [66], [67], which assessed GDELT news articles to
evaluate the impact of the pandemic. Therefore, the hypothesis
2 (H2) is as follows.

H2: News mining analysis can provide valuable business insights by
identifying emerging trends and technologies.

We also propose that the dynamic nature of relationships
and entities extracted from news articles plays a crucial role
in generating insights related to healthcare innovation. These
concepts and entities are extracted by leveraging named-entity
recognition (NER), in line with the work in [68]. As news articles
evolve over time, the connections between different entities,
such as organizations, technologies, and trends, may change
or develop. These evolving relationships can significantly in-
fluence the accuracy, completeness, and relevance of insights
derived from news mining analysis in the domain of healthcare
innovation. Hence, our third hypothesis is as follows.

H3: The evolution of relationships over time within news articles
significantly impacts the generation of insights.
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Fig. 1. Methodology flowchart.

III. METHODOLOGY

This research article employed NLP techniques to analyze
automatically the content of news articles about healthcare in-
novation. The goal was to generate competitive intelligence by
identifying trends and integrating knowledge [57]. This section
provides a clear overview of the study’s precise procedures,
whose steps were selecting the data source, preprocessing textual
data, and utilizing NLP techniques such as named-entity extrac-
tion (NER), as in the research of the work in [69], relationship
extraction [22], and clustering using graph-based models. Fig. 1
presents a schematic flowchart of the methodology implemented
in this research, which was applied to a dataset on technology
in healthcare innovation as a practical contribution to its empir-
ical validation. It could be potentially implemented in various
domains by defining a different search strategy.

A. Data Collection and Data Preprocessing

For this analysis, we used the Global Database of Events,
Language, and Tone (GDELT) as our primary data source.
GDELT is a public database that collects news articles across
regions worldwide, making it a valuable resource for re-
searchers interested in studying media coverage and text-mining
analysis [25]. The GDELT project built the global knowledge
graph (GKG) of global media news, and it is continuously
updated every 15 min [70]. By using GDELT as our data source,
we could access a diverse range of news articles worldwide,
providing a comprehensive and global perspective on the role of
technology in healthcare innovation.

To collect our data, we applied a search query in GDELT using
the following terms.

“sourcelang:english (innovation OR technology) (healthcare
OR health) (near10:”technology healthcare” OR near
10:”technology health”) (theme: WB_1331_HEALTH_
TECHNOLOGIES OR theme: WB_376_INNOVATION_
TECHNOLOGY_AND_ENTREPRENEURSHIP).”

On the one hand, the language of the retrieved news articles is
English. On the other hand, we leveraged the taxonomy defined
in the GDELT GKG Themes to filter the news articles depending
on their topic [70]. This search strategy enabled us to gather a
comprehensive and diverse set of news articles that discuss the
intersection of healthcare and digital innovation from various

sources and perspectives. We specifically extracted a subset of
articles from GDELT that contained the keywords “innovation,”
“technology,” “health,” and “healthcare.”

The resulting dataset included the headlines of articles, the
link to the article, the source, and when these were published,
in the period between January 1, 2020, and January 30, 2023.
This period was defined to ensure that recent advancements in
the field were also captured. In total, we collected 190 284 news
reports, which provided a rich and diverse source of data for our
analysis. The data were retrieved through the publicly available
application programming interface (API) and the resulting news
reports were stored in a MongoDB database. MongoDB is a
NoSQL document database that has the following advantages
over traditional relational databases. As mentioned in [71], one
of the primary advantages of MongoDB is its flexibility, enabling
the storage and retrieval of unstructured and semistructured
data, including news articles dynamically and efficiently. In
addition, MongoDB’s document-based model enables faster and
easier scaling, as it eliminates the need for complex and costly
join operations. Another advantage is its ability to handle large
amounts of data, making it well-suited for Big Data applications.

At this point, duplicated news articles were removed, after
which 74 813 remained in the scope of the research. The full-text
version of each remaining article was also collected, if available.
To complete the preparation of the corpus, all headlines and full-
text articles were preprocessed by removing stopwords, URLs,
and emojis, and performing lemmatization on the text [72].

To validate the relevance of the dataset containing news
articles for the proposed analysis and the validity of insights in
the context of technology in healthcare innovation, a group of six
experts in the field evaluated the dataset. Initially, a set of news
articles was extracted from the corpus and ranked using a Likert
scale ranging from 1 to 5 [56], where 1 indicated low relevance
and 5 indicated high relevance. We validated the evaluation by
calculating the interrater agreement using Krippendorff’s alpha,
a suitable metric for assessing agreement among multiple raters
and multiple categories [73]. In addition, we calculated the
sample size required to ensure a confidence interval of 95%
with a margin error of 10%, as defined in [74]

S =
z2·p·(1−p)

e2

1 + z2·p·(1−p)
e2·N

(1)
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Fig. 2. Relation analysis based on entity extraction and entity linking.

where N is the size of the population, z is the desired level
of confidence (in standard deviations), equals to 1.96 if the
confidence interval is 95%, p represents the estimated proportion
or probability of the event occurring in the population, with a
value of 0.5, and e is the desired margin of error.

Equation (1) yields a sample size of 96. As a result of eval-
uating 100 sample articles, the experts agreed that the dataset
has a relevance of 73.90% with a 95% confidence interval and a
margin of error lower than 10%. In addition, there was a moder-
ate interrater agreement with Krippendorff’s alpha (α = 0.58).
Therefore, we confirm that the dataset is valid for achieving the
goals defined in this study and drawing conclusions from the
results and insights obtained.

B. NER, Entity Linking, and Relationship Extraction

Extracting valuable insights from unstructured texts may be
a cumbersome task. One of the techniques used to tackle this
challenge is NER. NER involves identifying and classifying
named entities in text into predefined categories such as person
names, organization names, locations, dates, and other specific
types [75]. The goal of NER is to extract and label these named
entities in order to understand better the information present in
the text. It is vital to differentiate NER from entity linking, also
known as named-entity disambiguation, which is defined as the
task of linking or connecting named entities mentioned in the
text to their corresponding entities in a knowledge base or a
specific reference source. The goal of entity linking is to resolve
the ambiguity that may arise due to multiple entities sharing
the same name or similar names [76]. For example, the term
“AI” is linked to the concept of “artificial intelligence” from the
knowledge base, acting as a unique identifier. As identified by
Abhishek et al. [77], we used DBpedia applied to news mining.
DBpedia is a large-scale ontology in English extracted from
Wikipedia [78]. In practice, we used DBpedia Spotlight for
spaCy [79]. spaCy is an open-source Python library for various
NLP tasks, such as NER. In order to ensure a high-quality
entity recognition process, the entities were only extracted if the
similarity between the entity and the potential candidate from

DBpedia identified by spaCy was higher than 95%. The entities
were extracted and linked to the concepts from the ontology in
both headlines and full-text news articles. Fig. 2 schematizes the
implemented NLP pipeline for entity recognition, linking, and
relationship extraction in the news corpus.

Evolving from NER and entity linking, relation extraction is
defined as the NLP task that involves automatically identifying
and extracting relationships or associations between entities
mentioned in text. This technique is widely used in the creation
of knowledge graphs [80], which are defined as structured repre-
sentations of knowledge that capture relationships between enti-
ties and concepts. To identify the relation between the concepts,
an entity-based co-occurrence network is generated. Two entities
are considered co-occurrent if both appear in the same document
(either headline or full-text) in the same context. The context is
defined by a sliding-window approach, which involves moving
a fixed-size window across a text corpus, capturing the co-
occurrence relationships among them. In general, co-occurrence
networks are widely used in a myriad of research fields, from
bibliometrics [81], legal [82], or social network analysis and
graph-based topic modeling techniques [83]. In this research,
the sliding window is set to 3. In order to build the co-occurrence
network, the weight of the relationship varies with the distance
between entities, down from a maximum distance of 3, as per
the defined sliding window. In the network, the nodes represent
the entities, the edges, and the relations between entities.

In order to identify the main clusters of entities, we lever-
aged the Louvain algorithm for community detection proposed
in [84]. This algorithm effectively identifies communities or
groups of nodes within a network that demonstrate a higher
degree of interconnectedness than nodes outside of these groups.
The algorithm’s operation is based on the concept of mod-
ularity, where the modularity class is defined as a measure
of the network’s partitionability. Modularity quantifies the ex-
tent to which a network can be divided into communities by
evaluating the difference between the number of edges within
communities and the expected number of edges in a randomly
connected network. Each cluster is assigned a modularity class
by the algorithm. Once the nodes are organized into clusters, we
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Fig. 3. Length of documents and entities extracted from headlines and full articles (percentile = 99%).

determine the most significant entities by calculating their eigen-
vector centrality. Eigenvector centrality provides a measure of
a node’s influence within a network by considering both its
direct connections and the centrality of the nodes to which it
is connected [85]. We used NetworkX and Gephi for network
analysis and clustering purposes. While NetworkX, a Python
library, allowed us to generate, manipulate, and analyze com-
plex network structures and their dynamics [86], Gephi, an
open-source software, provided a robust platform for visually
exploring networks. With its built-in algorithms and interactive
visualizations, Gephi offered unique deeper insights into net-
work structure and dynamics [87].

IV. FINDINGS

In this section, we discuss the outcomes of the experi-
ments and analyses conducted to fulfill the goals regarding the
potential of news mining for generating insights on the enabling
role of technology in healthcare innovation. This is a practical
contribution of the proposed methodology for gaining compet-
itive intelligence from news articles, and it can be conceptually
extended to various domains.

A. Criticality of Headlines in News Mining Analysis

Firstly, aligned with H1, we conducted a comprehensive com-
parison of the information available for analysis between head-
lines and full-text articles. Headlines capture readers’ attention
and encourage them to read a news article [88]. Therefore, our
assumption was to test whether valuable insights could be gen-
erated from headlines, bearing in mind their public availability
in contrast with the increase of paywalls in newspapers with the
presence of digital newspapers [89]. These paywalls limit access
to the full-text version of an article and, based on the research
in [90], the content available upon payment is more diverse.
In addition, the analysis of headlines would be faster and less
computationally expensive. In the present research, it is crucial

to emphasize that a significant majority of the news articles in our
corpus, precisely 80.3%, had an accompanying full-text version,
resulting in a substantial collection of 59 818 complete news
articles. The disparity in content volume becomes apparent when
examining Fig. 3, which illustrates that headlines consist of an
average of 14 words while the corresponding articles are sub-
stantially longer, comprising 971 words on average (representing
a staggering 70-fold increase). Moreover, our analysis of NER
and entity linking revealed a striking disparity between headlines
and full articles. On average, a headline contains only one entity,
whereas full articles exhibit an average of 62 entities, with a
median of 45. In order to complete the analysis of headlines,
we could potentially leverage NLP techniques focused on the
analysis of short and sparse text, such as the collected from
social media, as per the research in [91]. However, given these
findings, we decided to proceed with the analysis using the
corpus composed exclusively of news articles that possess an
available full version.

B. Business Insights About Emerging Trends and Technologies

In line with H2, we built the co-occurrence network of entities
extracted from the full-text version of news articles, as described
in the methodology. As a result, we obtained a network formed
by 117 734 nodes and 3 490 307 edges, where nodes represent
entities based on the DBpedia knowledge base and the edges the
relationships between these concepts.

First, the entities are clusterized as described in Table I,
analogously as in graph-based topic modeling techniques [83],
[92], [93]. We observe that the nodes are grouped into six main
clusters, representing 97.52% of the total number of entities
in the network. The most relevant and influential entities are
extracted by sorting each community by eigenvector centrality.
The COVID-19 pandemic is the most represented concept, with
23.39% of entities belonging to this community. These entities
represent various aspects of the pandemic, including the virus
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TABLE I
CLUSTERS OF ENTITY RELATIONSHIP NETWORK

TABLE II
TOP COVID-19 AND NON-COVID-19-RELATED RELATIONSHIPS IN THE ENTITY-BASED CO-OCCURRENCE NETWORK

itself (severe acute respiratory syndrome Coronavirus 2), related
terms such as vaccines and geographical locations that represent
its spread worldwide as a public health emergency originated in
Wuhan, China [94], along with the challenges that were faced
in the mitigation of the disease, the unbalanced distribution of
resources, and the inequitable access to the vaccine in different
regions (India, Europe, Asia, Africa). In addition, according to
Table II, 9 out of 10 of the most relevant relations extracted
from the corpus are related to the COVID-19 pandemic. We
emphasize the identified connection in [95] between the rise of
telehealth and the progression of the pandemic: they conducted
a systematic literature review on the role of telehealth as an
effective way to mitigate the COVID-19 outbreak. Telehealth

enabled patients to access health services while reducing the
risk of contagion, which was crucial due to the highly infectious
nature of the virus.

The second most-represented concept identified, at 23.38%,
was healthcare systems, which play a critical role in provid-
ing essential medical services and support to individuals and
communities. Public health is a fundamental component of
healthcare systems, focusing on disease prevention, promotion
of well-being and mental health, and treatment of illnesses. The
inclusion of telehealth underlines the growing importance of
remote healthcare delivery and its potential to improve access
to medical services, as highlighted in the case of the COVID-19
pandemic. Primary care serves as the foundation of healthcare
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systems, offering essential preventive care, health maintenance,
and coordination of care for individuals. Here, physicians are
integral to healthcare systems, as they diagnose, treat, and
manage various health conditions. In the case of health insurance
and Medicaid, a government program in the US that supports
healthcare for individuals and families with low income, this
reflects the relevance of ensuring access to healthcare services by
providing financial coverage and reducing the burden of medical
expenses for patients.

Third, we observe the role of technology in accelerating the
digital transformation of health services. Technologies such as
AI, ML, and cloud computing play a crucial role in advancing
digital health, particularly in the maturation of medical devices
and EHRs. Technology also acts as an enabler for the digital
transformation of the pharmaceutical industry and its entire
value chain, encompassing research and development, manufac-
turing, and the supply chain. This transformation requires adap-
tation to fast-paced innovation and the restructuring of business
processes and organizational structures [96]. The rapid advance-
ment of technology is driving a profound digital transformation
within the healthcare sector: Cutting-edge technologies such
as AI, ML, and cloud computing are playing pivotal roles
in the evolution of digital health services. These technologies
are instrumental in the design of innovative medical devices
and the establishment of EHRs that enhance patient care and
data management. From research and development processes to
manufacturing and supply chain management, technology has
the power to revolutionize and streamline operations in the phar-
maceutical sector. This digital transformation enables more effi-
cient drug discovery, enhanced quality control, optimized man-
ufacturing processes, and a more agile and transparent supply
chain.

The fourth most-represented concept identified, at 17.22%,
is medical research. In healthcare, medication plays a crucial
role, as represented in fields, such as oncology, diabetes, and
cardiovascular disease. Clinical trials are conducted to test new
medications while precision medicine tailors treatments based
on individual characteristics. The biopharmaceutical industry
drives innovation and research. High-throughput and cancer
screening aid in early detection. Patents protect intellectual
property. The pipeline of new drugs and clinical trials contributes
to advancing medicine and improving patient outcomes. The
healthcare market is influenced by the US, linked to the role
of the Food and Drug Administration (FDA), the regulatory
agency responsible for ensuring the safety and efficacy of food,
drugs, and medical devices, and the NASDAQ stock exchange,
where companies list their shares for public trading in the US.
Sustainability was the fifth-most represented concept, which un-
derscores the environment’s profound impact on human health.
In this connection, the news mined contains many mentions of
global warming, pollution, and carbon footprint, and the efforts
being made to mitigate their effects, such as green energy sources
(e.g., solar and wind power).

In Table II, we observe that the link between AI and ML
is the most relevant entity relationship for terms unrelated to
the COVID-19 pandemic. The top relationships unrelated to
the COVID-19 pandemic are presented below the line of dots.
In addition to the advancements in telehealth, it is important
to highlight the progress made in medical imaging, which is
closely intertwined with the development of computer vision

and AI [97]. These technological advancements have led to
practical diagnostic applications, particularly in fields such as
ophthalmology and radiology.

Digital health is revolutionizing the healthcare landscape by
integrating disruptive technologies such as AI, blockchain, cloud
computing, Big Data, and other innovative solutions, empow-
ering patients and healthcare providers to enhance access, effi-
ciency, and personalized care delivery. Therefore, we focused on
evaluating the role of technology in enabling digital health. To do
so, we analyzed the relationships between technology concepts
and digital health trends, in line with the research in [33]. The
Sankey diagram in Fig. 4 illustrates the flow between various
technology trends and their corresponding digital health trends
based on the weight of their relationships, with a minimum
weight of 100. The thickness of the links in the diagram rep-
resents the strength of the relationship between the technologies
and the areas of digital health where they are applied: wider links
indicate stronger relationships.

Fig. 4 shows that telehealth is the digital health trend with the
broadest presence. From an infrastructure perspective, telehealth
is built on the foundations of cloud computing and 5G, whereas
XR technologies, IoT, and metaverse are enablers for its im-
plementation. It is worth mentioning that precision medicine is
intrinsically related to Big Data, supported by AI and ML in the
analysis of the massive amount of unstructured and structured
data collected from heterogeneous data sources such as patient
information, scientific research, and real-world data. Medical
imaging has also been disrupted in recent years, by adopting
AI-based techniques in computer vision, with the implementa-
tion of algorithms that outperform even expert physicians on
diagnosis [38]. In the case of wearable technology, we observe
the link with IoT intended for collecting patient health data in
real time that can be further processed by leveraging AI and ML
and the role of XR technologies, supporting the user experience.
In the development of EHR, AI is a building block technology
for making EHR a reality, minimizing the interoperability is-
sues in data management in healthcare and easing access to
their data for patients. It is enabled by NLP for processing
digitized paper-based information and reports from physicians,
and leveraging automation for minimizing this cumbersome and
repetitive task for healthcare professionals. It is important to
mention the potential of blockchain in enabling EHR, ensuring
the privacy, immutability, auditability, and consistency of the
data [98] by leveraging the benefits of this type of distributed
ledger technology (DLT), in line with the research in [41].

In the case of medical devices, this technology is closely
related to the development of IoT and AI/ML, analogously as in
the case of wearable technology. Medical devices are also linked
to 3-D printing, especially for creating prototypes and low-cost
solutions that reduce the access barrier to these kinds of devices,
along with the ability to create sophisticated geometric configu-
rations tailored to the specific anatomical features of individual
patients. The application of 3-D printing in healthcare has seen
notable advances, which has prompted regulatory agencies to
oversee and guide its usage [99]. Cloud computing too plays a
key role in the development of medical devices for supporting
the devices’ connectivity, the storage and processing of the
collected data, and the infrastructure required for serving the
applications that provide service to users, including both patients
and healthcare professionals. Along these lines, Klonoff [100]
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Fig. 4. Relationship between technology trends and digital health trends.

researched the IoT-based cloud computing architectures sup-
porting data processing from diabetes devices, which reflects
the relationships identified in the text corpus. It is worth noting
the concept of software as a medical device (SaMD), defined by
the FDA as the software designed to fulfill one or more medical
purposes independently, separate from any hardware medical
device [101]. The rise of AI/ML techniques has sparked greater
interest in SaMDs, prompting regulatory efforts to govern the
use of AI/ML, focusing on potential impacts and consequences,
and ensuring safety and effectiveness [102].

Finally, eHealth and mHealth are the digital health fields with
the lowest presence in the corpus. As mHealth involves using
mobile devices to gather real-time health data from patients,
its connection to the advancement of medical devices and IoT
is evident, as discussed in the research conducted by Almotiri
et al. [103].

From a technology standpoint, we observe that NLP,
blockchain, metaverse, robotics, and automation are underrep-
resented in the news mining corpus. This is a limitation that
may partially bias the news mining analysis and which has

already been studied in academia by authors such as Bourgeois
et al. [104], who ran a coverage analysis to measure this effect by
using a corpus of news articles from GDELT, and Buckingham
et al. [19], who also leveraged GDELT data to generate nearly
real-time insights in the context of environmental studies.

The set of radar charts in Fig. 5 depicts the normalized
distribution of interest for each technology trend and its links
with the leading digital health areas. In the case of AI, they
reveal that medical imaging and telehealth are the most promi-
nent categories, in line with the results presented in Table II.
These categories are followed by EHR and precision medicine,
linked to the capabilities for processing increasing amounts of
available data (Big Data) by leveraging AI techniques such
as NLP or ML [105]. Similarly, the second chart shows that
telehealth and EHR dominate the ML domain, indicating their
significance in leveraging ML for healthcare applications, ML
plays a significant role in precision medicine by leveraging com-
putational techniques to uncover intricate patterns in data. This
enables the identification of predictive models and classification
algorithms that can be utilized to make accurate predictions and
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Fig. 5. Digital health trends normalized radar chart by technology trend.

conduct advanced exploratory data analysis [106]. As a branch
of AI, in combination with computer vision techniques, ML has
the potential to improve clinical practices in diagnostics while
leveraging medical images. However, in line with the research
in [107], there are still limitations in the use of ML in medical
imaging that need to be addressed to ensure the benefits to
patients, such as biases in the datasets or the choice of model
evaluation. On the other hand, RWD/RWE and e-health exhibit
lower percentages, suggesting a lesser emphasis on ML appli-
cations and a lower degree of presence in the news coverage.
In the realm of blockchain technology, the third chart highlights
the prevalence of telehealth as the top category. The integration
of blockchain technology for health services is still in its early
stages of adoption, as there are still challenges to be faced,
such as data security and data interoperability across healthcare
systems [108], as reflected in categories such as RWD/RWE and
precision medicine appear to have limited representation. This
raises questions about the potential benefits and challenges of
incorporating blockchain in healthcare contexts that rely heav-
ily on real-world evidence and precision medicine. Following
the work in [109], this technology has enormous potential in
telehealth as it can enhance the security and privacy of health
data by utilizing smart contracts to improve compliance with
patients while also enabling the quick settlement of healthcare

transactions for continuous remote monitoring. It can also help
detect fraud in physician credentials and medical testing kits
and ensure data security and patient privacy, making it suitable
for the digitization and automation of telehealth services. The
fourth chart underscores the dominance of telehealth as the most
significant category within the cloud computing domain, along
with EHR and medical devices, which also hold notable per-
centages. As shown in [110], cloud computing, in combination
with other Industry 4.0 technologies such as Big Data and IoT,
can transform the healthcare ecosystem. We see this link in the
strong presence of all these technologies for the development
of medical devices that allow personalized quality services to
be provided to patients, enabling the launch of Healthcare as a
Service [111], which heavily relies on the analysis of the data
collected from patients. Finally, IoT is connected to wearable
and medical devices that facilitate mHealth in the adoption of
telehealth. Nazir et al. [112] argued that IoT, in conjunction with
mobile computing, can facilitate mHealth, ensuring privacy and
security in health IoT devices, and contributing to the advance-
ment of smart hospitals and remote patient monitoring [113].

One of the implications of these findings is that categories that
demonstrate limited presence should be explored further and
invested in, as they may hold untapped potential for technolog-
ical advancements in healthcare. Moreover, the charts can help
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TABLE III
EVOLUTION IN TIME OF MAIN RELATIONSHIPS FOR TECHNOLOGY TRENDS

decision-makers, researchers, and practitioners identify areas
where technology integration and innovation can have the great-
est impact, leading to improved healthcare delivery, enhanced
patient outcomes, and more efficient healthcare systems.

C. Insights From the Evolution of Entity Relations in News
Mining

The results presented in Table III provide quantitative obser-
vations that have significant implications for the technological
landscape and its impact on various domains in healthcare
innovation. First, the dominance of AI and ML as the most
prominent terms throughout the period underscores their contin-
ued significance and influence. This underlines the widespread
adoption and integration of AI and ML technologies that reflect
their transformative potential and suggests that they are critical
drivers of innovation and advancement in healthcare. Second,
it is highlighted the interdependence of AI with the different
technologies. AI appears as a top term not only within the AI and
ML categories, respectively, but also in blockchain, cloud com-
puting, Big Data, and the IoT in its evolution in time. This interre-
lation highlights the crucial role of AI in shaping and advancing
other technology domains and signifies the increasing reliance
on AI as a foundational technology that drives innovation and
progress in various sectors, in line with the work in [114]. Third,
we observe the effect of the COVID-19 pandemic during 2020, in
line with the increase in interest in telehealth. Fourth, we observe
the maturity of AI in developing specific healthcare applications
with noticeable results, such as drug discovery [115], radiol-
ogy, and medical imaging [116]. Researchers such as Gupta
et al. [117] emphasized the potential AI has to accelerate and
optimize drug discovery, leveraging techniques such as ML,
deep learning, and the recently developed generative AI models
such as large-language models (LLMs) [118]. All of these AI

techniques allow for data harmonization from heterogeneous
sources and fuel collaborative data networks for better clinical
trial data management [119]. AI is also contributing to the
development of personalized healthcare (PHC) [120]. Further-
more, in the case of blockchain, cloud computing, Big Data,
and the IoT, these present a growing importance in the digital
landscape. This indicates a shift toward data-driven approaches,
decentralized systems, and interconnected devices, all of which
are central to the digital transformation and the development of
intelligent ecosystems. In the healthcare industry, specific terms
such as telehealth, drug discovery, and digital health underscore
the increasing significance of technology. The prominence of
these terms aligns with the ongoing digital transformation in
healthcare, where AI, ML, and the IoT are being leveraged
to improve patient care, enable remote monitoring, and drive
advancements in personalized medicine. Initially, blockchain
emerged as a concept that could revolutionize various domains,
including finance and supply chain management. However, it has
evolved from foundational applications, such as cryptocurrency
and smart contracts to practical applications in drug discovery,
healthcare, and privacy. This signifies the growing recognition
and acceptance of blockchain as a transformative technology. It
reflects the healthcare industry’s growing interest in leveraging
blockchain for various purposes, such as secure health data
exchange, disease prediction, remote patient monitoring, and
tracking [121] or supply chain [122] while ensuring privacy
protection and enabling interoperability [123]. The increased
prominence of blockchain in healthcare highlights its maturation
as a technology and its potential to address critical challenges
within the industry.

The inclusion of regulatory terms such as FDA highlights the
influence of external factors on technology trends, emphasizing
the impact of regulatory bodies on shaping the development
and adoption of innovative technologies for healthcare services.
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While the benefits of adopting these cutting-edge technologies
are evident, there is an obvious need as well for robust regu-
latory frameworks that ensure patient privacy, transparency in
decision-making, and bias minimization [124].

In addition, these technologies are being adopted across the
entire value chain of healthcare systems: the supply chain,
the pharmaceutical industry, and diagnostics (e.g., radiology).
This signals the diverse range of possible applications and the
potential for technology to revolutionize business and processes
in healthcare beyond general technology domains. Finally, the
fluctuations in term weights across different years demonstrate
the dynamic nature of technology trends. New terms emerge,
and the importance of existing terms may vary over time, re-
flecting the evolving landscape of technology and its priorities.
This dynamic nature emphasizes the need for continuous mon-
itoring and adaptation to stay abreast of the latest technological
advancements. Hence, news mining plays a crucial role in our
attempts to understand and analyze the dynamic technology
trends in healthcare. By extracting relevant information from
open-access news articles, news mining provides insights into
the evolving landscape of technology, and its impact on health-
care services.

V. CONCLUSION

In summary, this research study offers a robust NLP-driven
methodology for effective entity extraction, linking, and rela-
tionship extraction in the news mining analysis. In the context
of healthcare innovation, this method lays the foundation for
generating competitive intelligence and empowering strategic
development through real-time trend and pattern analysis. Fur-
thermore, this methodology exhibits potential for expansion into
diverse domains (apart from healthcare) by harnessing the power
of news articles and NLP.

A vital consideration arising from this analysis is the avail-
ability of data in the context of news mining. The findings of this
research highlight the importance of utilizing publicly available
news data sources to extract valuable insights. The abundance
of news data provides researchers with a unique opportunity to
leverage text-mining analytics techniques for generating com-
petitive intelligence and conducting comprehensive analyses.
The accessibility of news data enhances the transparency and
repeatability of research findings, enabling researchers to vali-
date and build upon previous studies. Therefore, it is essential
to remark on the wealth of publicly available high-quality news
data, as it is a valuable resource for scientific investigations.

In addition, as a practical contribution to the field of health-
care, we also offer useful insights for business leaders into the
role of emerging technologies as catalysts for innovation in
digital health. Specifically, we emphasize the value of utiliz-
ing NLP and text-mining analytics techniques applied to news
mining in effectively generating competitive intelligence from
unstructured data collected from public sources. The findings of
this study emphasize the potential that emerges from integrating
emerging technologies, i.e., AI/ML and blockchain, with health-
care data. This integration not only enhances decision-making
processes but also contributes to improved patient outcomes
within the digital health landscape. Furthermore, this research
sheds light on the evolving trends in digital health through
the lens of news mining analytics, specifically in areas such
as telehealth, medical imaging, and medical devices, where

the integration of various technologies plays a pivotal role in
advancing healthcare practices.

A. Limitations

This article is not without limitations. First, the use of a dif-
ferent search strategy—defining another search query, varying
the time frame, or using another data source—might well have
led to slightly different results.

Second, the breadth and depth of analysis are potentially
limited by the inherent sparsity of data in news and by the fact
that the availability of relevant news articles or data points may
vary across different technological advancements or underrep-
resented niche areas.

Third, the accuracy and completeness of the information
extracted from the news articles could be influenced by factors
such as noise, bias, or unbalanced topic coverage per topic or
location. These factors could introduce potential limitations in
the generalization of the findings.

Finally, this study focused solely on English-language news
articles, which may introduce a language bias and limit the
inclusion of insights from non-English sources.

B. Future Lines of Research

In light of the findings presented in this study, several op-
portunities for future research could be explored. First, in the
field of healthcare, it would be valuable to develop a mechanism
for identifying incipient and latent trends and relationships be-
tween digital health and technology concepts by conducting a
time-series forecasting analysis. This analysis could predict the
evolution of concepts over time and uncover the potential for
long-term bonding. This, in turn, would foster a more profound
grasp of how technology catalyzes innovative advancements
in healthcare. Furthermore, the technique of entity recognition
and relation extraction could be expanded upon to construct
contextual knowledge graphs, adding another layer of depth to
the analysis.

Second, integrating data from reports by policymakers, con-
sultancies, and global organizations at various levels (local,
national, and international) could strengthen the news mining
analysis. This would reveal more insights, offer a broader per-
spective, and alleviate current sparsity issues.

Third, considering the disruptive development of LLMs in
the field of NLP, an opportunity for research lies in creating a
multilingual pipeline that automates the entire process of news
mining analysis. This pipeline would enable nontechnical users
such as business managers to provide human-understandable
instructions and automatically integrate data collection, storage,
preprocessing, analysis, insights generation, and results presen-
tation. It would also automatically generate the required code for
analysis and ensure the explainability of the results. The pipeline
would contain the constraints and security mechanisms required
to avoid such limitations of these technologies as hallucinations,
guaranteeing the reliability of the results.

Finally, expanding and validating the proposed research with
diverse news article datasets beyond healthcare could offer valu-
able insights. Exploring how technology facilitates innovation
across sectors such as industries, businesses, entrepreneurship,
sustainability, education, politics, and society will yield a more
comprehensive understanding of its influence.
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