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Prerequisites for the Innovation Performance of
Artificial Intelligence Laboratory: A Fuzzy-Set

Qualitative Comparative Analysis
Jincheng Shi and Yingchun Wang

Abstract—Artificial intelligence (AI) is widely adopted as a
general-purpose technology, bringing about disruptive innovative
changes. R&D laboratories (labs) from universities, enterprises,
and public institutions drive AI innovation. However, research
on the factors affecting AI innovation in R&D labs is rarely
discussed. To address this gap, we constructed an adjusted
technology-organization-environment framework to analyze
different configurations that influence AI basic research and
engineering breakthroughs. This article uses fuzzy set qualitative
comparative analysis for analysis aimed at 43 international typical
AI labs. The results indicate that technological, organizational,
and environmental conditions jointly impact AI labs’ innovation.
Specifically, AI basic research depends on strong computing
resources and a high-quality innovation ecology, and it is moving
from academia to industry. AI Engineering breakthroughs rely on
public R&D institutions and leading firms, and high-quality data
has a significant impact on applications. The findings highlight the
equivalent effect of different configurations in AI innovation. In
addition, this study provides implications for the government’s AI
innovation policies and the technological management of AI labs.

Index Terms—Artificial intelligence (AI) laboratory, basic
research, engineering breakthrough, innovation performance,
qualitative comparative analysis (QCA).

I. INTRODUCTION

A S A general-purpose technology, AI innovation activities
occur in different industries and organizations [1], [2], [3].

Like other general-purpose technology (electric, ICT, etc.), AI
is bringing disruptive and breakthrough innovations, changing
the path of technological innovation [4], leading to overall in-
dustrial transformation [5] and the emergence of new industries
[4]. Various AI laboratories (labs) that support innovation and
breakthroughs in AI technology continue to “surface,” which are
founded by universities, enterprises and national public research
and development (R&D) institutes. For example, in 2012, the
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Artificial Intelligence (AI) Laboratory of Stanford University
established the ImageNet computer vision recognition database
and launched a challenge project, triggering a new wave of
deep learning. Meanwhile, disruptive technologies emerge in
firm’s R&D lab to achieve and maintain profit monopolies [5].
In 2014, DeepMind launched AlphaGo, allowing humans to
see the potential of AI. In 2022, the release of ChatGPT by
OpenAI further pushed AI innovation to a new level. These
breakthroughs in AI have led us to think about what factors affect
the innovation of AI labs, and how to better support such labs
in carrying out innovative activities and obtaining innovative
results.

Existing studies on R&D labs present those organizational
characteristics, policy environments, and industry trends affect
lab innovation activities [6], [7], [8]. These studies select labs
in traditional technical fields as samples, such as aviation, the
automotive, biomedicine, telecommunications, and machinery
[9], [10]. There are shortcomings in research on AI as a general-
purpose technology innovation. First, regarding technology con-
ditions, AI innovation activities are different from the innovation
activities associated with other technologies. The data, com-
puting power, and algorithm requirements are more prominent
[11], and they cannot be separated from the support of digital
technology infrastructure and data elements [12], [13]. Second,
in terms of organization conditions, AI innovation activities are
highly knowledge-intensive and capital intensive [14], AI R&D
requires a large amount of resource input, and the continuous
supply of resources from the government or the market affects
AI innovation activities [12]. Third, regarding environment con-
ditions, AI innovation is affected by the digital ecosystem. From
the perspective of the innovation chain, AI innovation involves
the matching and coordination of the basic layer, framework
layer, technology layer, and application layer. High-quality re-
gional AI knowledge clusters and industrial clusters will also
generate powerful spillover effects [15].

Therefore, this article tries to answer the following research
questions (RQs):

RQ1: What factors affect innovation in AI Labs?
RQ2: How will the matching between these factors affect the

innovation performance of AI labs?

Clearly, these questions are very important for AI labs to
carry out organizational activities and improve their innovation
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TABLE I
TYPICAL RESEARCH REGARDING PERFORMANCE, FACTORS IN R&D LAB

performance, but there is no theoretical research that systemat-
ically answers these questions.

To systematically explain AI innovation activities, we
construct the adjusted “technology-organization-environment”
TOE framework to integrate the influencing factors of AI in
conjunction with the innovation context of AI laboratories. This
article selects 43 typical AI labs around the world, through
fuzzy-set qualitative comparative analysis (fsQCA) [16]. This
article explains the impact of the technology foundation, orga-
nizational management, and AI ecosystem environment on the
innovation performance of AI labs. This article divides the inno-
vation performance of AI labs into basic research performance
and engineering breakthrough performance, and it examines
the differential performance of AI labs in basic research and
engineering breakthroughs. By analyzing the configurations that
achieve innovation performance, we obtain results that reveal
various types of AI lab innovation paths that occur under differ-
ent conditions, and we explain the role of different factors in AI
lab innovation activities.

First, this study constructs an adjusted TOE framework to
provide a systematic explanation of various factors that affect
AI innovation [1], [2], [3]. This study focuses on the AI field
and takes the configuration perspective to empirically explore
the synergistic effect of multiple conditions on promoting in-
novation performance in AI labs under the TOE framework.
Second, this study further demonstrates the raw of basic re-
search on AI. This research finds that AI basic research innova-
tion performance depends on strong computing resources and

high-quality innovation ecology and is moving from academia
to industry [17]. Third, this study further demonstrates the raw
of engineering breakthrough in AI. It relies on public R&D
institutions and leading firms, and high-quality data will have
a significant impact on applications.

This article is mainly divided into five parts. Section II re-
views R&D lab innovation and constructs the TOE analytical
framework. Section III introduces the research method. Sec-
tion IV conducts empirical analysis and obtains results. Sec-
tion V discusses theoretical implications, and managerial im-
plications. Section VI explains the conclusion, limitations, and
future directions.

II. LITERATURE REVIEW AND RESEARCH FRAMEWORK

A. Innovation Performance of AI Lab

R&D labs have changed dramatically over the past few
decades. Especially, various types of laboratories have emerged
in emerging technology fields such as AI [6]. Different types
of labs have different performances. Through a systematic lit-
erature review (see Table I), the innovation performance of
R&D labs is mainly manifested in three aspects. First, research
performance mainly reflects the scientific research ability or
creativity of the R&D lab. In general, it is measured by the
number of various types of papers (such as journal papers
and conference papers) and the number of patent applications.
Some scholars also classify papers based on their level and
identify breakthrough innovations, for example, treating top
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papers published in Nature, Science, Cell, and various fields
as breakthrough achievements [9]. Second, application perfor-
mance mainly indicates that labs promote product commercial-
ization, identify technology and product development trends
[10], number of spin-off firms, and shorten technology usage
cycles. Third, cooperative performance refers to the outputs of
cooperation between R&D lab and other institutions, and the
production of papers, patents, or products according to the needs
of cooperation.

Unlike other technologies, as a general-purpose technology,
AI has a wide range of impact and a large scope of destruction.
Therefore, the measurement of AI Lab innovation performance
has its particularity. AI labs make innovative contributions to
basic research and engineering applications.

For basic research, most studies have used journal papers
to measure basic research performance [8], [9], [18]. How-
ever, researchers in the AI field usually publish the latest and
most cutting-edge research results at top-level conferences, and
each top-level conference selects the best paper of the year.
Therefore, the best paper is considered one of the best basic
research achievements of the conference. These best papers
reflect the breakthrough and disruptive progress of AI during
that time.

For applications, some studies utilize patents and products as
metrics to assess applied research outcomes [28], these indica-
tors primarily reflect the technological innovation measures and
solutions of AI in different fields [29]. It could be challenging
to reflect on the overall engineering breakthrough performance
of AI lab. Additionally, there is substantial know-how and tacit
knowledge present in the engineering process within AI labs
that typically do not result in patent or product development [30].
With the development of general AI, many AI labs have launched
frontier models (include large language models). The develop-
ment and training of foundation models require the consideration
of various conditions and factors, and such modeling work
is complex system engineering. A breakthrough in foundation
model engineering reflects the comprehensive ability and overall
level of AI labs about industrial applications. Therefore, this
article uses AI labs that deploy foundation models as a proxy
variable for engineering breakthroughs.

B. Factors of AI Lab Innovation

The TOE analysis framework serves as a theoretical foun-
dation for investigating the factors that influence innovation
in AI laboratories. Tornatzky and Fleischer introduced this
framework in their 1990 book, “The Processes of Technological
Innovation.” As an organizational-level theory, the TOE analysis
framework focuses on the impact of technological, organiza-
tional, and environmental factors on technological innovation
[31], [32]. Technological factors encompass the characteristics
of technology and its relationship with organizations, partic-
ularly the effects of technological infrastructure and maturity
on organizational innovation. Organizational factors refer to the
unique characteristics and resources of an organization, includ-
ing size, resource quantity, strategy, structure, etc. [33], [34].
Environmental factors primarily concern the industry structure

of the organization, regulatory environment of the government,
and regional ecological conditions [34].

According to the TOE framework, this article systematically
reviewed the factors that affect the innovation performance of
R&D labs (see Table I). First, the technology condition refers to
the infrastructure configuration of the R&D lab. Infrastructure
includes the design of physical space, tangible infrastructure,
and intangible infrastructure [35], [36]. Especially with the rise
of emerging technologies such as AI and big data, digital infras-
tructure has had a significant impact on the innovation activities
of R&D labs [13], [37]. Second, organization condition refers to
the operation and management of R&D labs. For different labs,
the goals and visions of the lab determine its future strategic
direction [7], and strategic orientation (mission) affect organi-
zational innovation behaviors [8]. The allocation of resources
during the development process will affect the development of
the lab. In addition, the interdisciplinary background of the lab
team [38] the age of personnel, and their research experience can
all have an impact on R&D [18]. Third, environment condition
refers to the innovation environment in which R&D labs are
located. Like universities, enterprises and other organizations,
the regional ecosystem, industrial clusters, and innovation net-
works in which R&D labs are located will also have an impact
on lab innovation [39]. For example, if an R&D lab is situated
in the epicenter of the innovation network, it is more likely to
acquire a plethora of information and make significant strides in
its development.

C. Research Framework

Based on the above analysis, this article points out that
current research has explored the effects of single influencing
factors on innovation performance. The development of labs
is affected by multiple factors. Different factors may jointly
affect lab innovation performance. It is necessary to discuss the
combination of such influencing factors in depth. Meanwhile,
the resources and conditions required for innovation in different
types of technologies are different [40]. According to Table I,
the influencing factors related to AI innovation include digital
infrastructure (technology), strategic orientation (organization),
resource investment (organization), AI innovation ecosystem
(environment), etc. This article constructs an adjusted TOE
analysis framework in conjunction with the innovation context
of AI (see Fig. 1).

Technology condition. The rise of AI and its development in
many areas of knowledge in recent years are attributed to key
factors: large amounts of data and significantly better computing
hardware. This evolution has drawn the attention of large tech-
oriented organizations to AI tools [41].

1) Data foundation: AI relies on data training algorithms
to make predictions and decisions [42]. More data mean
higher accuracy and more technical capabilities [43]. With
the continuous development of AI technology, the scale of
data required has increased significantly. Data elements
are rich in resources and large in scale and can provide
multisource heterogeneous data for AI training and learn-
ing. For example, in 2020, the amount of training data
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Fig. 1. Research framework (the adjusted TOE model).

for GPT-3 reached 500 billion words, and the latest foun-
dation model will further double the amount of training
data.

2) Computing power: The computing power realized by us-
ing AI chips as carriers is an important measure of the
development level of AI. In semiconductors, cutting-edge
AI chips are critical for processing big data through
machine learning, especially using deep learning [12].
Other studies suggest that the “computing divide” (uneven
access to computing power) is a likely primary factor
contributing to the concentration of AI research in large
technology companies. AI innovation requires a flexible,
cost-effective, and scalable computing infrastructure that
serves all aspects of the AI lifecycle [44]. Whether or not
there are strong computing power resources will affect the
development of AI innovation activities.

Organization condition. Like other types of R&D labs,
the strategic orientation and resource input of AI labs affect
lab innovation activities. In addition to general organizational
conditions such as organization size and personnel quantity,
the strategic orientation of the AI lab and differentiated re-
source investment methods can also have impacts on their
innovation activities.

3) Strategic orientation: Different types of labs have certain
differences in the strategic orientation of AI innovation ac-
tivities. The difference due to goals and visions will affect
the development of lab innovation activities [45]. Strategic
orientation plays a crucial role in shaping the selection of
knowledge resources for searching and evaluating, as well
as the types of knowledge invested in for competitive ad-
vantage [46]. For example, corporate strategic orientation
can be divided into customer orientation, technology ori-
entation, and combined customer/technology orientation
[47]. Studies have shown that organizations that focus on
both customers and technology tend to perform better than
those that prioritize either one over the other [46]. When it
comes to AI labs, their strategic orientation can be broadly
categorized into four options: market orientation, future
orientation (focused on scientific research), a combina-
tion of both market and future orientation, and national
needs and key tasks. Each option has its unique benefits
and considerations, depending on the specific goals and
objectives of the laboratory. By aligning their strategic

orientation with these factors, AI labs can better navigate
the ever-evolving landscape of the industry and stay ahead
of the competition.

4) Resource input: AI R&D activities need to be supported by
a large amount of data and powerful computing power, and
knowledge and capital are highly concentrated in the R&D
process [48], which requires continuous funding. Labora-
tory funding can be divided into government investment-
dominated and market investment-dominated types, ac-
cording to the source. Government R&D funds pay more
attention to basic research, whereas market-based funds
tend to focus more on applied research and product de-
velopment. Furthermore, the utilization of government
R&D funds is typically subject to strict regulations, which
limits their flexibility and can lead to efficiency challenges
during the R&D process. Nevertheless, government R&D
funds offer relative stability compared to market-based
funds, providing long-term assurance for laboratory re-
search initiatives [49].

Environment condition: AI innovation is rooted in the ecosys-
tem. Regional knowledge ecosystem, industrial ecosystem, and
business ecosystem have positive impacts on AI innovation [50].
Regional clusters knowledge clusters, industrial clusters, and
ecosystem cooperation [51] are important factors that affect
industrial development and innovation effectiveness.

5) Regional knowledge clusters: Regional knowledge clus-
ters formed by universities and scientific research in-
stitutes [52] provide a high-quality innovation environ-
ment for the development of AI R&D activities. The
externality effect of the cluster benefits the innovation
subjects. Localized knowledge spillovers within a region
can lead to agglomeration, resulting in lower costs of
acquiring knowledge within a smaller geographical area
[50]. Knowledge spillover allows innovative knowledge to
diffuse in the region [53] and laboratories can obtain novel
R&D knowledge, reducing their own R&D costs [54].

6) Regional industrial clusters: Regional industrial clusters
are formed by enterprises and venture capital institutions
[55]. For example, Montreal is considered to be one of
the cities with the densest AI in the world. Through a
case study, Doloreux and Turkina [15] found that the
emergence of Montreal’s AI industry is rooted in a strong
information and communication technology (ICT) indus-
try knowledge base and advantageous geographical de-
cisions. The dense network of ICT participants has laid
an important foundation for the survival and prosperity
of AI participants.

7) AI ecosystem cooperation: The innovation ecosystem is
a stable structure formed by multilateral partners who
interact to realize the value proposition [56]. The relation-
ship between the focal organization and its upstream and
downstream partners in the ecosystem affects its compet-
itive advantage [57]. Therefore, when the partners in the
ecosystem collaborate, the focal organization can create
value that no single organization can create alone [58].
Therefore, the innovation of the focal organization in the
AI innovation ecosystem is also influenced by cooperation



SHI AND WANG: PREREQUISITES FOR THE INNOVATION PERFORMANCE 5345

with ecological partners. Having more partners and deeper
cooperative relationships in AI ecosystem are beneficial
for technological innovation. Collaborative research with
a wide range of partners can enable innovative enterprises
to obtain the necessary information from various sources,
thereby generating more synergies and supplementing
knowledge, thereby improving innovation performance.
Meanwhile, cooperation can enable people to acquire
more intangible and implicit knowledge and tricks. For
example, after international leaders such as Google and
Facebook set up AI labs in Montreal, the local AI industry
developed rapidly [15]. The cooperation between a lab and
enterprises, universities, scientific research institutes and
venture capital institutions is conducive to reducing the
cost of technical exchange, acquiring external knowledge,
and promoting innovation.

Fig. 1 presents the adjusted TOE framework. The technol-
ogy condition includes computing power and data foundation.
The organization’s condition includes strategic orientation and
resource inputs. The environment condition includes regional
knowledge clusters, regional industrial clusters, and AI ecosys-
tem operations. AI lab innovation performance encompasses
both basic research performance and engineering breakthrough
performance. By analyzing these various components, we can
better understand how they interact and influence one another to
drive AI innovation.

III. METHODOLOGY

A. Sample and Data

The qualitative comparative analysis (QCA) method was pro-
posed by Ragin. Due to the advantages that traditional statistical
analysis methods do not have and the concurrent nature of mul-
tiple factors, the academic community has shown a significant
upward trend in the use of this method. Research using this
method involves various disciplines [59], [60]. This study exam-
ines the various influencing factors of AI lab innovation from the
perspective of configuration analysis, including the synergistic
effects of the AI technology conditions, organization conditions,
and environment conditions on AI lab innovation. QCA based
on set theory overcomes the traditional binary relation statistical
method of independent variables and dependent variables and
presents the complex mechanism underlying multiple variables
and integrates the advantages of case studies to achieve multiple
configurations based on case induction reasoning.

This article mainly conducts theoretical sampling based on
three aspects. First, the types of AI labs include those created
by enterprises, universities, and public R&D institutes. These
different types of labs play active roles in AI innovation ac-
tivities. Therefore, from the perspective of the breadth of the
case, the sample should include AI labs created by different
entities. Second, this study takes an international comparative
perspective and needs to consider the country distribution of AI
labs. At present, global research on AI is mainly concentrated
in the United States, China, and Europe. Therefore, in terms of
case selection, this article considers the key regions mentioned
above and selects typical regions such as Southeast Asia and
North America, comprehensively covering labs from different

Fig. 2. Case descriptions. (a) Number of laboratory personnel. (b) Laboratory
country distribution.

countries and regions. Third, based on the requirements of
QCA, we need to reflect more heterogeneity in as few cases as
possible so that the possibilities of configuration combinations
are sufficiently diverse and have a high case coverage rate.
Therefore, we should consider the heterogeneity of different AI
labs as much as possible in case selection. Based on the analytical
framework of the study, there are differences in the technology
conditions, organization conditions, and environment conditions
of the selected cases.

Based on the criteria above, we selected 43 typical AI labs as
cases (see Fig. 2). This study divided the number of laboratory
personnel into 5 levels, and according to Table II, the distribu-
tion of laboratories with different personnel sizes is relatively
uniform. It should be noted that traditional statistical regres-
sion analysis emphasizes data normalization. The laboratory
innovation discussed in this paper is influenced by national
innovation ability, R&D resources, etc. In order to enhance the
comparability of samples, most of the data measurements in
this article adopt categorical variables, which not only avoids
the complexity and inaccuracy of normalization processing but
also helps identify multiple configurations and give full play
to the advantages of fsQCA method. In subsequent research,
we conducted a configuration combination analysis based on
the level of innovation performance in AI labs, exploring the
combination of factors that affect the innovation performance of
such labs.

B. Measures of Variables

Outcome variable: Innovation performance is divided into
two aspects: basic research performance and engineering break-
through performance.
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TABLE II
MEASUREMENT AND CALIBRATION OF CASUAL CONDITION OPERATIONS

1) Basic Research Performance: Basic research perfor-
mance can be calculated by calculating the score of the best paper
in the conference. The top conferences in the AI field defined in
this article are determined according to the CCF Class A con-
ference standards, including seven important conferences.1 This
article summarizes the lab to which the best paper belongs, with
a statistical period from 2020 to 2022. In general, the authorship
order in a paper is determined by the level of contribution each
individual made to the research. The scoring rules are arranged
in descending order of author units.

The rules are as follows.
1) The first unit receives 1 point, the second unit receives 0.5

points, the third unit receives 0.25 points, and the fourth
unit receives 0.1 points.

2) The communication unit is considered the first unit and
receives 1 point.

3) If an author annotates multiple units at the same time, the
units will be ranked in order of priority.

4) This article points out that authors have equal contribu-
tions and represent units with the same scores, regardless
of order. If the authors of the first, second, and third units
have equal contributions, they shall be considered the first
unit.

5) The author’s unit in this article is determined based on the
discipline to which the author belongs and the location of
his or her research training.

1The IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
Neural Information Processing Systems (NeuroIPS), IEEE International Con-
ference on Computer Vision (ICCV), International Conference on Machine
Learning (ICML), AAAI Conference on Artificial Intelligence (AAAI), Annual
Meeting of the Association for Computational Linguistics (ACL), and Interna-
tional Joint Conference on Artificial Intelligence (IJCAI). Among them, ICCV
is held every two years.

For example, if the author belongs to the Department of
Computer Science at Stanford University but his or her research
group or research training is located in the Stanford University
Artificial Intelligence Laboratory, the unit will be counted as the
Stanford University Artificial Intelligence Laboratory.

2) Engineering Breakthrough Performance: The time win-
dow observed in this article is from 2020 to 2023, and the main
achievements of various AI labs are observed. This article com-
pares and analyses the deployment of foundation model R&D
in different labs based on two dimensions: foundation model
iteration (fast iteration, slow iteration) and foundation model
layout (multipoint layout, single-point layout). The iteration
speed of foundation models refers to the continuous training
of AI labs to optimize foundation models; foundation model
layout refers to the layout of AI labs on foundation models. In
the former, a single-point layout around areas such as language,
speech, images, and videos is formed, while in the latter, a mul-
tipoint layout is formed and simultaneously promoted. Based
on these two dimensions, current engineering breakthroughs in
foundation models in AI labs can be divided into three typical
stages (see Fig. 3).

The rules are as follows.
1) The initial stage is for a single-point layout on a foundation

model that has not yet undergone iteration and is assigned
a value of 1.

2) The development stage is divided into two types. The
first type involves a multipoint layout in the field of
foundation models, which have a slower iteration speed
and are assigned a value of 3. The second type focuses on
a single-point layout that quickly achieves iteration, with
a value of 3.

3) Regarding the breakthrough stage, an AI lab forms a
multi-point layout and iterates quickly, with a value of 5.
Between the development stage and breakthrough stage,
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Fig. 3. Deployment and assignment of the foundation model AI lab.

a value of 4 is assigned. Between the initial stage and
development stage, a value of 2 is assigned. In addition, for
labs that have not deployed large-scale model engineering,
a value of 0 is assigned.

Condition variables. The conditions in this article are mainly
divided into the technology condition, organization condition,
and environment condition of AI labs.

1) Computing power: This indicator is used to measure
the computing power of AI labs. At present, there are
different types of computing power construction in
AI labs. The first type is self-built or relies on parent
computing power platforms. The second type relies on
external computing platforms. The assignment rules in
this article are as follows: For the first type, we assign a
value of 1, and for the second type, we assign a value of
0. The data was sourced from information regarding the
construction of computing infrastructure that was made
publicly available on the laboratory’s official website or
the parent company’s official website.

2) Data foundation: This indicator is used to measure the
database of AI labs. This article divides the data foundation
into four categories: The first category has its own massive
data, including data from various industries and fields.
The second type has a large amount of industry data,
focusing on a certain industry and possessing rich data
in that industry, such as a large amount of image and
video data in the e-commerce industry. The third category
has segmented domain data, such as medical scenarios,
transportation scenarios, and education scenarios. In the
fourth type, AI labs do not have data and require coop-
eration to obtain relevant data from external sources. The
richness of these four types of data decreases in sequence.
The assignment rules of this article are as follows: The
first type is assigned a value of 1, the second type is
assigned a value of 0.67, the third type is assigned a value
of 0.33, and the fourth type is assigned a value of 0. The
data was obtained from two sources: perusing publicly
available dataset information on the laboratory’s website
and integrating it with third-party research reports and
news media articles for data validation.

3) Strategic orientation: Innovation performance varies
among labs with different strategic orientations. Based

on the mission of AI labs, this article divides the strate-
gic orientation of AI labs into four categories. The first
type of strategic goal is oriented towards the market.
The second type of strategic goal is oriented towards the
market and towards the future (scientific research). The
third type of strategic goal is oriented towards national
needs and key tasks. The fourth type of strategic goal
is oriented towards the future (scientific research). This
study compared the keywords in the vision and goals of
the laboratory. The market orientation includes keywords
such as enterprise development, technology and industry
integration, products, and market leadership. The future
orientation involves keywords such as basic research,
disruptive innovation, and focusing on the forefront. The
national needs and key task orientation involve keywords
such as key core technologies, projects, and maintaining
national status. Market orientation and future orientation
are two completely different types of strategic orientation.
Based on the degree of differentiation in strategic orien-
tation, the first type is assigned a value of 1, the second
type is assigned a value of 0.67, the third type is assigned a
value of 0.33, and the fourth type is assigned a value of 0.

4) Resource input: Resource input refers to the source chan-
nels of AI lab resources (mainly funds). There are differ-
ences in the funding sources of different AI labs, which can
be generally divided into two categories: government input
and market input, including enterprises, venture capital,
charitable organization donations, etc. The assignment
rules of this article are as follows: Government input is
assigned a value of 1, and market input is assigned a value
of 0. The data are sourced from publicly available informa-
tion on the laboratory’s official website and annual reports.

5) Regional knowledge cluster: This indicator refers to the
agglomeration effect of regional AI basic research, and
knowledge cluster actors typically include universities,
research institutes, etc. If a regional knowledge cluster
has a large output of achievements, it will generate
spillover effects, which are conducive to the innovative
development of AI labs. This article takes the output
of academic institutions as the research object of basic
research innovation, and the research results are measured
by papers. The data are sourced from the 2020 Global AI
Most Innovative Cities List.

6) Regional industrial cluster: This indicator refers to the
agglomeration effect of regional AI applied research,
and industry cluster actors usually include upstream and
downstream enterprises in the AI industrial chain. If the
regional industrial cluster is good and has a large amount of
applied research results, it is conducive to the innovative
development of AI labs. This article takes the output of
enterprise institutions as the research object of applica-
tion innovation, and the research results are measured by
papers. The data are sourced from the 2020 Global AI
Most Innovative Cities List.

7) Ecosystem cooperation: This indicator refers to the degree
of cooperation between AI labs and AI ecosystem partners.
This article summarizes the ecosystem cooperation of AI
labs and finds that there are four different degrees of
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Fig. 4. Implementation steps.

cooperation: In the first type, AI labs obtain venture capital
or funding support, form close strategic cooperation (stock
support), and form strategic alliances, which are very close
in degree. In the second type, AI labs jointly establish
research institutes with partners in the AI lab to carry out
joint research work. In the third type, AI labs conduct
external talent cultivation and internship exchanges in AI
labs, attracting personnel to conduct research in the labs.
In the fourth type, AI labs actively release projects to
the public, participate in meetings and discussions, etc.
In response to these types, the assignment rules of this
article are as follows: The first type is assigned a value of
1, the second type is assigned a value of 0.67, the third type
is assigned a value of 0.33, and the fourth type is assigned
a value of 0. The data are sourced from the laboratory’s
official website, annual reports, and media reports. This
study sorted out the cooperation information from each
laboratory and assigned values based on the degree of
cooperation. For example, when a laboratory establishes
a strategic alliance with industry enterprises and receives
financial support, it is assigned a value of 1.

B. Models and Data Analysis Procedure

The implementation steps of this article are as follows (see
Fig. 4):

According to Table I, unlike existing DEA, DID, and statisti-
cal regression analyses [61], this study is based on the principle
of Boolean algebra for fsQCA operation (Quine McCluskey).
The fsQCA method allows us to analyze the interactions between
different variables and the effects of configurations, which is also
the advantage of the method used in this article.

The research models are as

BRP = f (cp, df, so, ri, kc, ic, ec) (1)

EBP = f (cp, df, so, ri, kc, ic, ec) . (2)

BRP is the basic research performance, EBP is the engineering
breakthrough performance, cp is the computing power, df is the
data foundation, so is the strategic orientation, ri is the resource

input, kc is the regional knowledge cluster, ic is the regional
industrial cluster, ec is the ecosystem cooperation.

This study used fsQCA3.0 as an analytical tool and followed
the following steps [62].

First, data calibration. Before starting fsQCA, it is necessary
to transform the values of the variables and adjust the original
metric to a fuzzy score ranging from 0.0 to 1.0. An example of the
Calibrate command is as follows, BRP1 is the calibrated value.

BRP1= Calibrate (BRP, affiliated, intermediate, unaffiliated).
(3)

When there is a lack of theoretical support, the thresholds for
each metric should be based on substantive knowledge and the
original score distribution across cases. Based on current prac-
tice, we conducted an investigation of 43 samples using a direct
calibration method to set unaffiliated points, affiliated points,
and intermediate points (see Table II). Descriptive analysis of
data is shown in Table III.

Second, necessary analysis. The fsQCA based on subjective
assignment relaxed the requirements for initial accuracy but
added consistency score and coverage score indicators to mea-
sure the reliability of the conclusion. As shown in Appendix
Table IX and X, conditions do not constitute sufficient and
necessary conditions for the realization of outcome variables.
Except for computing power, the necessity of all individual
antecedent conditions affecting the outcome variable does not
exceed 0.9, which does not constitute or approximate a necessary
condition. It shows no single antecedent variable constitutes a
sufficient condition for innovation performance, further condi-
tional combination analysis is needed.

Third, set sample frequency and consistency threshold. The
sample frequency is determined based on the sample size, and
small samples are generally 1. The consistency threshold is
generally not less than 0.70. To enhance the explanatory power
of the study, a consistency threshold will be set based on existing
research experience and natural breakpoints.

Fourth, configuration analysis. Software operations generally
export three types of solutions, namely complex solution, par-
simonious solution, and intermediate solution. Generally, we



SHI AND WANG: PREREQUISITES FOR THE INNOVATION PERFORMANCE 5349

TABLE III
DESCRIPTIVE STATISTICS

TABLE IV
CONFIGURATION OF HIGH BASIC RESEARCH PERFORMANCE IN AI LABS2

choose the parsimonious solution. If the antecedent condition
occurs simultaneously in both the simplified path and the in-
termediate path, it is the core condition; If this condition only
appears in the middle path, it is referred to as an edge condition.
Consistency measures the degree to which each solution and the

2 represents the existence of core causal conditions; represents the
absence of core causal conditions; represents the existence of auxiliary causal
conditions; represents the absence of auxiliary causal conditions; and a blank
cell indicates that the condition in the configuration can or cannot exist.

entire solution are subsets of the result set. Coverage measures
the extent to which each solution and the entire solution cover
(or explain) the results. These measurements are calculated by
examining the original fuzzy data set corresponding to one or
more schemes.

IV. RESULTS

A. Configurations of Basic Research Performance

For high basic research performance, this study sets the
frequency threshold as 1. According to the truth table, there is
an obvious natural breakpoint between 0.67 and 0.74; thus, 0.70
is selected as the consistency threshold. The overall consistency
of the middle path is 0.81, and the coverage rate is 0.67, which
better explains the real case. Based on the core conditions, we
divide basic research performance into three configurations
(see Table IV).

Based on Table IV, this study found three typical paths to
achieve high basic research performance.

The first type of configuration is a free exploration type
(include 1a, 1b in Table IV). AI labs affiliated with universities
usually rely mainly on government investment to build powerful
computing resources. They are located in regional knowledge
and industrial clusters with high spill overs and carry out
close ecosystem cooperation, which can achieve basic research
innovation. For universities, basic research is one of their core
missions. Thus, their AI labs need to carry out breakthrough
research in the AI field. The resources of labs affiliated with
such universities mostly rely on government investment, and
the parent universities generally have leading supercomputing,
high-performance computing platforms, etc. These favorable
resource conditions lay the foundation for universities to carry
out basic research on AI. At the same time, most of these
labs are in highly overflowing AI cluster environments, with
strong regional innovation ecosystems formed by upstream
and downstream enterprises and research institutes in the AI
industrial chain. These labs obtain AI technology development
trends and richly heterogeneous knowledge through close
ecosystem cooperation. Specifically, AI labs affiliated with
universities are guided by the pursuit of scientific research,
forming a free exploration mode in basic research, thereby
promoting the continuous development of basic theories of AI.
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For example, labs, such as Stanford University’s AI Laboratory,
MIT CSAIL, and the Paul G. Allen School of Computer
Science & Engineering have made fundamental theoretical
breakthroughs in AI, playing a leading theoretical role globally.

The second type of configuration is the market-driven type
(include 2a, 2b in Table IV). AI labs affiliated with enterprises are
market oriented, and by building powerful computing resources,
being in regional knowledge and industrial clusters with high
spill overs, and conducting close ecosystem cooperation, basic
research innovation can be achieved. For leading enterprises,
breakthroughs in basic research can bring them technological
advantages and potential market benefits. Therefore, we see
that most of the leading enterprises in the world are gradually
carrying out basic research. The resources of labs affiliated
with such enterprises mostly rely on the investment of the
parent enterprise. Notably, these leaders usually have the key
technology foundation to carry out AI innovation. They possess
powerful cloud computing platforms or supercomputing, which
provide computing power support for conducting a large amount
of cutting-edge research. At the same time, leading enterprises
have accumulated a large amount of industry or field data in
the process of business development, and these data become
the “fuel” for AI innovation. At the same time, most of these
leading enterprises are located in areas with highly developed
AI industries. A strong regional innovation ecosystem provides
a source of driving force for the sustainable innovation of enter-
prises. Specifically, AI labs affiliated with enterprises are market
oriented, forming a market-driven mode in basic research. On the
one hand, such labs serve enterprises’ own business; on the other
hand, they achieve basic theoretical guidance. For example,
Google Research focuses on the frontier of AI and makes pi-
oneering achievements in the fields of transformer architecture,
machine learning, responsible AI, natural language processing,
etc. Microsoft Research continues to explore fundamental issues
in fields such as deep learning, reinforcement learning, dynamic
system learning, etc.

The third configuration is a platform expansion type (include
3 in Table IV). AI labs affiliated with public R&D institutes
are market oriented, and for them, the government is the main
source of funding. They build a strong computing platform and
collaborate to obtain relevant data, and they are in a highly over-
flowing regional industrial cluster and conduct close ecosystem
cooperation, which can achieve basic research innovation. For
public R&D institutes, their core mission is to follow national
strategies, complete core tasks, and carry out basic research
work under the guidance of their task orientation. AI labs af-
filiated with such public R&D institutes are usually established
with government support. The government provides funding to
conduct R&D. At the same time, the area where such labs are
located is also unique, and they are usually located in areas
with developed AI industries. On the one hand, when setting
up this type of lab, the government will consider the platform
empowerment role of public R&D institutes to promote the
sustainable development of regional industrial operations. On
the other hand, the AI industry with regional concentration
will also provide abundant resources for the development of
labs. Specifically, AI labs affiliated with public R&D institutes

TABLE V
CONFIGURATION OF ∼HIGH BASIC RESEARCH PERFORMANCE IN AI LABS

are market oriented (task oriented) and promote basic research
by integrating the innovative resources of regional industries,
forming a platform expansion model in basic research. For
example, as a public R&D institute supported by the Canadian
government’s AI strategic budget, the Vector Institute for AI
conducts research with more than 30 enterprises from various
fields, including Google, Nvidia, Thomson Reuters, and KPMG.

For ∼high basic research performance, this study sets the
frequency threshold as 2 and chooses 0.80 as the consistency
threshold. The overall consistency of the middle path is 0.86,
and the coverage rate is 0.36, which well explains the real-world
cases. The core condition of ∼high basic research performance
is the regional knowledge cluster, and there are three configura-
tions (see Table V).

We find that regional knowledge clusters have a significant
impact on basic research on AI (include 4, 5, and 6 in Table V).
Even if some AI labs have strong computing power and a good
data foundation, it is still difficult for them to achieve high
performance. From the perspective of basic research activities,
more diverse and heterogeneous knowledge is beneficial for
knowledge creation. In general, basic research in AI labs
benefits from spill over regional knowledge clusters. A group
of research-oriented universities and top research institutes
has gathered in the region, forming a strong knowledge base.
Through in-depth communication, discussion, and learning,
this knowledge has spill over and diffusion effects, providing
rich “nourishment” for AI labs. For example, the San Francisco
Bay Area, Seattle, Beijing, and Shanghai have leading research
universities and top scientific research institutes, forming a
strong knowledge cluster within the space.

B. Configurations of Engineering Breakthrough Performance

For high engineering breakthrough performance, this study
sets the frequency threshold as 1. According to the truth table,
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TABLE VI
CONFIGURATION OF HIGH ENGINEERING BREAKTHROUGH PERFORMANCE IN

AI LABS

there is an obvious natural breakpoint between 0.69 and 0.78;
thus, 0.70 is selected as the consistency threshold. The overall
consistency of the intermediate path is 0.84, with a coverage rate
of 0.68, which better explains real-world cases. There are three
configurations in total (see Table VI).

Based on the configurations in Table VI, this research finds
that there are three typical paths for engineering breakthroughs
in AI.

The first type of configuration is technology driven (include
1a, 1b in Table VI). AI labs affiliated with enterprises are
market oriented, and for them, the market is the main source of
funding. They build powerful computing platforms and possess
a massive database, making it possible to achieve engineering
breakthroughs. For enterprises, achieving breakthroughs in AI
engineering is a key link in the commercialization process. Thus,
enterprises have an inherent motivation to achieve engineering
breakthroughs, and therefore, they are willing to invest high
amounts of money in engineering breakthroughs in pursuit of
sustained competitive advantages in the market and the compet-
itiveness of their technology/products. Meanwhile, for leading
enterprises, their AI labs have the technology foundation for en-
gineering breakthroughs. Strong computing power and massive
data provide the technical conditions for conducting AI R&D
training and engineering breakthroughs. Specifically, AI labs
affiliated with enterprises form a technology-driven model in
engineering breakthroughs, with a strong technology foundation
and financial investment ensuring the stability of the AI R&D
process. For example, relying on the powerful Alibaba cloud
computing platform and various types of language data on the

internet, the Alibaba Dharma Academy launched the “Tongyi
Qianwen” foundation model in 2023, empowering industry en-
terprises to explore more insights, explore new business models,
expand their business, and create more cutting-edge products
and services for society.

The second type of configuration is ecologically driven (in-
clude 2 in Table VI). AI labs affiliated with universities or
public R&D institutes are oriented towards scientific research
and mainly rely on government investment to build a powerful
computing power platform. They are in highly overflowing
regional knowledge clusters and industrial clusters and carry
out close ecosystem cooperation to achieve engineering break-
throughs. This path has more constraints on AI labs. On the
one hand, these labs are oriented towards scientific research,
with the government as the core funding entity, supporting the
construction of supercomputing centers and high-performance
computing platforms. On the other hand, the regions where
such labs are located have highly developed knowledge clusters
and industrial clusters, forming an active regional innovation
ecosystem for universities, enterprises, research institutes, etc.
Through close ecosystem cooperation, AI labs establish strategic
alliances, collaborate on technological breakthroughs, and ob-
tain rich data to support their R&D training work. Specifically,
AI labs affiliated with universities or public R&D institutes form
an ecologically driven model in engineering breakthroughs, with
strong knowledge and industrial cluster resources providing a
rich resource supply for AI R&D. For example, the Department
of Computer Science and Technology at Tsinghua University in
Beijing has benefited from the high-quality regional innovation
ecosystem, leading to engineering breakthroughs in AI. From a
regional perspective, Beijing has the highest number of highly
influential AI scholars in China, with a total scale of over 40 000
core industry professionals and approximately 1500 related en-
terprises, accounting for 28% of the country’s total. It ranks first
in China and has produced more than 30 AI unicorn enterprises,
becoming the largest gathering place for academic and industrial
talent in AI in China.

The third type of configuration is dual technology and eco-
logically driven (include 3 in Table VI). AI labs affiliated with
enterprises are market oriented, build a powerful computing
power platform, have a massive database, are in a highly over-
flowing regional knowledge cluster and industrial cluster, and
carry out close ecosystem cooperation. This configuration can
enable engineering breakthroughs. The EB3 configuration is
like the EB1 configuration. In addition to having the same
technical capabilities, this type of lab is in a well-established
regional ecosystem. Regional knowledge clusters and industrial
clusters are highly overflowing, and AI labs are engaged in
close ecosystem cooperation. Specifically, AI labs affiliated with
enterprises form a technology and ecologically driven model in
engineering breakthroughs, with a strong technology foundation
and high-quality regional ecosystem providing internal and ex-
ternal strength for AI R&D. For example, OpenAI, Meta AI, and
NVIDIA Research, three top AI labs, are in the San Francisco
Bay Area. The regional innovation ecological index is among
the highest in the world. According to the 2020 list of the most
innovative cities in global AI, the Bay Area is in the first class in
terms of the regional knowledge cluster and industrial cluster. In
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TABLE VII
CONFIGURATION OF ∼HIGH ENGINEERING BREAKTHROUGH PERFORMANCE IN

AI LABS

addition, these three labs have outstanding technical capabilities.
Behind OpenAI is Microsoft Azure, Meta has a globally leading
supercomputer, and NVIDIA is a hardware manufacturer of
AI chips. The three have successively launched a series of
foundation models, such as GPT, LLaMA, and Megatron Turing.

For ∼high engineering breakthrough performance, this study
sets a frequency threshold of 2 and selects 0.80 as the consistency
threshold. The overall consistency of the intermediate path is
0.95, with a coverage rate of 0.29, which better explains real-
world cases. There are two configurations in Table VII.

According to Table VII, this research finds that the data
foundation and regional knowledge cluster have a signifi-
cant impact on AI engineering breakthroughs (include 4, 5 in
Table VII). Even if some AI labs receive government investment,
it is still difficult for them to achieve high performance. From the
perspective of AI R&D, their engineering breakthroughs rely on
massive data support. Currently, AI system engineering repre-
sented by foundation models urgently requires a large amount
of data for training. The scale of foundation model parameters
has reached billions, and whether there is a large amount of
data affects AI training. At the same time, an active regional
knowledge cluster has a positive impact on breakthroughs in AI
engineering. The reason is that the spillover effect of regional
knowledge reduces the input cost of basic AI research, which can
make AI labs focus on engineering to achieve breakthroughs.

C. Robustness Analysis

This study conducted robustness analysis based on the
research steps in the fsQCA guidance manual. In general,
robustness is tested by adjusting the consistency threshold and
frequency threshold. The raw consistency threshold determines

the number of rows in the truth table (that is, the number of
configurations) entering the minimization analysis process, thus
affecting the final analysis results. If the consistency threshold
is increased, the new configuration will eventually be a subset
of the previous configuration [59]. We increased the consistency
threshold from 0.70 to 0.80 and performed separate calculations
(Appendix Table XI). There are two configurations of high basic
research performance that constitute a subset of the configu-
rations in Table IV. There are four configurations with high
engineering breakthrough performance that are consistent with
the configurations in Table VI. The robustness analysis shows
that the nature of the configuration results has not changed signif-
icantly. Therefore, the research conclusions obtained by fsQCA
based on the 0.70 consistency threshold are stable and reliable.

V. DISCUSSION

We have obtained Table VIII based on the research results
from the previous section.

A. Theoretical Implications

First, this study constructs an adjusted TOE framework to
provide a systematic explanation of various factors that affect AI
innovation. This article empirically discusses the synergistic ef-
fect of multiple conditions in the TOE framework to promote the
innovation performance of AI labs, and it explains the equivalent
effect of the combination of multiple conditions on achieving
innovation in AI labs. Previous studies have explored the effect
of single influencing factors on the innovation performance of
R&D labs [6], [37], [38]. The development of labs is influenced
by multiple factors, and different factors may jointly affect the
innovation performance of labs. Although these studies have
obtained effective results [9], [10], they have ignored the impact
of the characteristics of the technology itself on lab innovation.
This study focuses on the AI field and takes the configuration
perspective to empirically explore the synergistic effect of mul-
tiple conditions on promoting innovation performance in AI labs
under the TOE framework.

Second, this study further demonstrates the raw of basic
research on AI. This research finds that AI basic research inno-
vation performance depends on strong computing resources and
high-quality innovation ecology and is moving from academia to
industry. This finding is somewhat different from the traditional
belief that universities have a dominant advantage in basic
research [63]. The underlying reason behind this result is that
leading firms or public R&D institutions have a large amount of
data and strong computing power and are at the forefront of the
market and technology, giving them a first-mover advantage in
conducting scientific research in the AI field. This result is also
consistent with the findings of existing research, and leading
enterprises are also important subjects of AI’s basic research
[12], [17].

Third, this study further demonstrates the raw of engineering
breakthroughs in AI. It relies on public R&D institutions and
leading firms, and high-quality data will have a significant
impact on applications. Through empirical research, this article
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TABLE VIII
MAIN FINDINGS, CONTRIBUTIONS, IMPLICATIONS

finds that breakthroughs in AI engineering require strong sys-
tematic capabilities, fully integrating the advantages of laborato-
ries in digital facilities, resource supply, ecological cooperation,
and other aspects. Public R&D institutions and leading firms
have the strength to transform cutting-edge achievements into
large-scale applications. Meanwhile, the study indicates that un-
der the breakthrough of computing power, AI engineering break-
throughs will pay more attention to the accumulation of data.

B. Managerial Implications

This article has practical implications for the government’s
layout and management of AI labs.

For government, on the one hand, it needs to provide more
resources to AI labs in basic research activities and strengthens
the combination of industry, academia, and research. Basic
research of AI technologies is spreading from universities to
other institutions, with industry organizations becoming impor-
tant players. Regional basic research interactive activities have
significant knowledge spillover effects, which can drive related
institutions to carry out innovation. On the other hand, this
article indicates that it is an effective path to integrate more
resources and achieve success by deploying public R&D labs
in regions with developed regional ecosystems. The regional
industrial cluster formed by the aggregation of upstream and
downstream enterprises and venture capital institutions in the AI
industrial chain reduces the cost of AI R&D training and product
development, providing a rich supply of resources. The regional
knowledge cluster formed by universities and research institutes
provides a rich knowledge foundation for basic research work on
AI and supports the exploration of scientific frontiers in AI labs.

For AI labs, on the one hand, deepening ecological coopera-
tion and strengthening industry-academia-research cooperation
in the region are effective ways to improve basic research. The
basic research activities of AI are closely related to computing

power (GPU), data, and training frameworks (TensorFlow, Py-
Torch), which are crucial for basic research activities. By form-
ing complementary cooperative relationships, it will be benefi-
cial to strengthen the basic research of AI. On the other hand,
leading firms’ and R&D institutions’ labs are the main bodies of
engineering breakthroughs, with technology and ecology being
the key to breakthroughs. Therefore, labs in underdeveloped
regions need to obtain more data and be embedded in knowledge
clusters, form a strong innovation ecosystem.

V. DISCUSSION

This article selects 43 AI labs worldwide for fsQCA. The
results indicate that the innovation activities of AI labs are jointly
influenced by the technology condition, organization condition,
and the environment condition, forming unique configurations
for AI labs to achieve high basic research and engineering
breakthrough performance. The main contribution of this study
is the construction of a TOE framework for AI innovation. In
addition, there are still some shortcomings in this article.

First, fsQCA method neglects the issue of causal mechanisms.
To make up for this deficiency, the results focus on explaining AI
innovation through the TOE framework and deriving possible
causal relationships from practical cases. In addition, it may
have the problem of residual conditional combination logic. In
theory, if there are k conditional variables, there needs 2k cases to
cover all combinations. However, as the number of conditional
variables increases, it is often difficult to collect enough cases,
and some cases may not even appear in reality. Therefore, we
conducted theoretical analysis on various configuration combi-
nations in our research to remove some configurations that did
not conform to reality. Future research can also obtain more
cases to cover different configurations.

Second, this article spans the spatial scope and selects
AI labs from different regions to analyse them based on
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TABLE IX
NECESSARY ANALYSIS FOR BASIC RESEARCH PERFORMANCE

TABLE X
NECESSARY ANALYSIS FOR ENGINEERING BREAKTHROUGH PERFORMANCE

TABLE XI
ROBUSTNESS ANALYSIS RESULTS
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cross-sectional data. Although interesting research conclusions
have been obtained, there is still room to strengthen the com-
parative analysis from the temporal dimension. Due to the fast
iteration speed of AI technology innovation, future research can
compare the configuration combination of innovation perfor-
mance and the influencing factors of AI labs from a vertical
evolutionary perspective.

Third, this article regards AI as a general-purpose technology.
Although we conduct QCA analysis at the macro level, AI tech-
nology is complex and heterogeneous at the micro level. Future
research could explore the influencing factors of innovation in
different types of AI technology.

APPENDIX

See Tables IX–XI.
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